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1. Introduction

The IBM® i™ and its predecessors the iSeries® and AS/400® are known for their legendary reliability.
However, one computer system may no longer be sufficient in providing the level of availability required in
today’s demanding business environment. As companies continue to increases their reliance on com-
puter systems and the mission critical data that these systems store and process, system availability is of
utmost importance. Companies must prepare for unplanned outages resulting from disasters or other
unforeseen circumstances and planned outages due to regularly scheduled maintenance or other
planned activities. Regardless of whether the outage is planned or unplanned, companies must be pre-
pared to handle any outage and keep downtime to a minimum.

A high availability solution can include elements of data resiliency, device resiliency, and application resil-
iency and allow you to meet requirements for handling both planned and unplanned outages. This paper
focuses on the use of PowerHA™ for i and more specifically the Solution Based GUI in simplifying the
implementation of a cross-site mirroring with geographic mirroring solution for Lawson M3 environments
on IBM i. Even though we chose to focus on cross-site mirroring with geographic mirroring in this paper
we also describe the other solutions that are available to you so you are aware of all the options that are
available to you.

Since there are many possible high availability solutions to choose from and likely only one is the right
one for you. We strongly recommend that you work with a service provider or someone with high avail-
ability experience to plan and implement your high availability solution. In addition this report also refer-
rers numerous time to the following Redbook®, “Implementing PowerHA for IBM i”. Redbook SG24-7405.
It is also recommended that you are familiar with this Redbook since it contains more details on topics
discussed in this paper.

Note: Starting with M3 10.1 (M3BE 14.1.2 and LCM 9.1.5.0) support has been added to Lawson’s Life
Cycle Manager, LCM, to allow both LCM and M3 Business Engine to be directly installed into an iASP. In
addition support was added to apply fixes and perform function like upgradedb on installations that reside
on an iASP. This report was written with the intention of showing how to migrate an existing M3 installa-
tion into an IASP for new installations running M3 10.1 (M3BE 14.1.2 and LCM 9.1.5.0) or higher some
steps in the report can be skipped.
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2. High Availability Overview

High Availability is a term commonly used to describe approaches involving both hardware and software
technologies that are employed, often in combination, in an effort to reduce the number and duration of
system outages. Outages can be one of two types.
e A planned outage that would be done for an even such as an upgrade or some sort of mainte-
nance.
e A unplanned outage which can be the result of a hardware, power, or network failure.

By implementing a high availability solution that meets your particular needs for both planned and un-
planned outages you can minimize or eliminate down time and ensure the system is available when you
need it.

The core of any high availability solution is maintaining either a second copy or a switchable set of ob-
jects. This can be done with:

e Logical replication

e Hardware replication
Both replication options are explained further in the below section. This paper will focus on the hardware
replication side, but we are mentioning logical replication so you can be aware of all the options that are
available. For more details on any of the options described in this section please refer to Redbook SG24-
7405 “Implementing PowerHA for IBM i”

2.1 Independent Auxiliary Storage Pools

An Independent Auxiliary Storage Pool or iASP is an auxiliary storage pool (ASP) that can be located on
internal or external storage and be brought online or taken offline independent of system data or other
ASPs. An ASP is a collection of disks grouped together logically. To your system an ASP looks like a
single unit of storage. Switched disk and hardware replication solutions on the IBM i all utilize iASPs

2.2 Clusters

High availability clusters are central to many high availability solutions. A clustered environment is a col-
lection of multiple redundant computer systems or logical partitions configured in what is commonly re-
ferred to as a cluster. Each system or partition in a cluster is called a cluster node. These nodes function
as a distributed computing system that enables critical resources on the production system, such as data,
devices, and environment attributes to automatically be available on one or more backup systems if the
production system is not available. IBM i cluster technology provides the underpinnings and mechanisms
that make switched disk and hardware replication solutions possible.

Clusters can be simple, consisting of only two nodes or very complex with a large number of nodes. IBM i
clustering provides the necessary tools to configure, monitor, and manage a clustered environment. For
more information on IBM i clustering technology refer to Redbook SG24-7405, “Implementing PowerHA
for IBM i".
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2.3 Administrative Domain

An administrative domain provides a mechanism to maintain a consistent operational environment across
the defined cluster nodes. It ensures that highly available applications and data function as expected
when a failure occurs or when you manually switch over to a backup node. In a high availability environ-
ment, you must ensure that the operational environment is identical on every system where the applica-
tion can run, or where the application data resides. If you change configuration parameters or data on one
system, that same change has to be replicated to all the other systems.

A cluster administrative domain provides you with the mechanisms to identify resources that need to be
maintained consistently across the systems in your high availability environment. In addition, the cluster
administrative domain also monitors for changes to these specified resources and then keeps these
changes synchronized across the active domain.

2.4 Switched disk

A switched disk configuration utilizes disks that can be switched between different nodes in a high
availability cluster. Switched disk can be used to create a simple and cost effective high availability
solution for planned and some unplanned outages. In a switch disk environment only one copy of the
data exists. Because there is only one copy of the data, performance is not impacted by data
synchronization.

In a switched disk environment, the distance between the production and backup system is limited by the
physical length of the cables used to connect the systems. The maximum distance recommended is
fifteen meters. In addition to using iIASPs, switched disk requires IBM i high availability cluster technology.
The cluster technology is shipped with operating system option 41 “HA Switchable Resources”. An iASP
must be configured as part of a high availability cluster in order to be switchable.

2.5 Hardware replication

Cross-site mirroring is a collective term used for high availability solutions based on hardware replication.
With hardware replication a copy of the production data is mirrored to a backup system, so two or more
copies of the data will exist. The three variations of cross-site mirroring supported on the IBM i include:
geographic mirror, metro mirror, and global mirror.

2.5.1 Geographic mirror

Geographic mirror utilizes page level mirroring performed at the operating system level. An exact copy of
the production data is maintained on a backup system by utilizing synchronous mirroring. Synchronous
mirroring means that the source system waits until acknowledgement from the target system that the data
has been received. Synchronous mirroring keeps the data consistent and prevents data loss.

Geographic mirror allows for production and mirrored copies to be separated geographically. This offers
protection in the event of a site-wide outage. However, because of synchronous communication, longer
distances may impact performance and require more communication bandwidth.

Both HA switchable resources (option 41 of the operating system) and iASPs are required for an
geographic mirror solution. An external storage server is optional.
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2.5.2 Metro mirror

Metro mirror is similar to geographic mirror except metro mirror utilizes disk sector level mirroring
performed by an external storage server. In a metro mirror environment the mirroring is synchronous
preventing data loss between the production and backup system. Production data and backup data can
be located on the same external storage server or on different external storage servers separated
geographically. With separate storage servers the production and backup storage servers can be located
up to 300 kilometers away. However, because of synchronous communication, longer distances may
impact performance and/or require more communication bandwidth.

External storage servers, HA switchable resources (option 41 of the operating system), and iASPs are
required for a metro mirror solution.

2.5.3 Global mirror

Global mirror utilizes disk 1/0 level mirroring between external storage servers. The mirroring is
asynchronous, meaning that the source system does not wait for acknowledgement from the target
system that data has been received. Depending on the distance between the storage servers this means
that the data on the backup system might lag the data on the production system by a few seconds. This
allows the production and the backup server to be separated by virtually unlimited distances with no
impact to application performance.

External storage servers, HA switchable resources (option 41 of the operating system), and iASPs are
required for a global mirror solution.

2.6 Logical replication

Logical replication utilizes object based replication performed at the middleware or application level. For
journaled objects the data is replicated to a backup system by applying journal changes to the backup
data. For non-journaled objects the objects are saved and then written to the backup system.

Since logical replication is performed at the object level it is possible to be more selective with data and
object replication, which may reduce network traffic. The replication process can be synchronous to
prevent data lag or asynchronous allowing virtually unlimited distance between production and backup
systems.

Logical replication environments can be implemented using internal storage or external storage servers.
Independent ASPs are not required for logical replication solutions. Products that provide logical
replication services are provided by IBM and independent software vendor (ISV) products. For more
information about logical replication products see:

¢ IBM DataMirror ( www.datamirror.com )
¢ noMax ( www.maximumavailability.com )
e Trader's ( www.quick-edd.com/uk/index_uk.htm)
e Vision Solutions ( www.visionsolutions.com )
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3. PowerHA

PowerHA for i, previously known as the High Availability Solutions Manager (HASM), is a licensed pro-
gram product that provides simplified configuration and management for high availability solutions on the
IBM i operating system. Combined with high availability switchable resources (option 41 of the operating
system) and iIASPs, PowerHA for i enables a complete end-to-end hardware based clustering solution for
high availability and disaster recovery. PowerHA for i allows system administrators to configure and
manage their high availability solution using one of two Web based interfaces:

e Cluster Resource Services GUI or Task Based GUI
e High Availability Solutions Manager GUI or Solution Based GUI

3.1 PowerHA Tasked Based GUI

The Cluster Resource Services graphical interface or Task based GUI lets IBM i

Administrators perform tasks with IBM i high availability technologies, such as working with

clusters, Cluster Resource Group (CRG), Device Domain, Cluster Administrative Domain to configure
their high availability solution and manage it by performing planned switchovers

Note: This paper will focus on the Solution Based GUI, the Task Based GUI is being mentioned here to
make sure you are aware that there are other ways to create and maintain a high availability solution.

3.2 PowerHA Solution Based GUI (HASM)

PowerHA for i provides a solution-based approach for customers willing to implement a High
Availability environment by selecting one of 4 solutions proposed:

e Switched disk between logical partitions

e Switched disk between systems

e Switched disk with geographic mirroring

e Cross-site mirroring with geographic mirroring

The graphical interface option called “High Availability Solutions Manager” or Solution based GUI avail-
able from IBM Systems Director for i5/0S allows administrators to select and configure one of the prede-
fined high availability and/or Disaster Recovery solutions which are based on i5/0S® high availability
technologies, such as independent disk pools and clusters. All the hardware requirements must be in
place to allow the creation of the new high availability solution environment.

As soon as the solution has been set up, the IBM i Administrators will be able to manage their new high
availability environment from both GUI interfaces. The Solution based GUI guides users through the
process of selecting, configuring, and managing a high availability solution. The user must complete each
step before continuing to subsequent steps. When PowerHA for i is installed, you can access the Solution
Based GUI in the IBM Systems Director Navigator for i5/0S.
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4. Lawson M3 Application Architecture

Lawson M3 is a supplier of collaboration software which focuses on the manufacturing, maintenance, and
distribution industries and serves many customers around the world. The Lawson M3 ERP solution tested
here is a Java™-based application which runs on IBM i servers.

4.1 Lawson M3 Business Engine

Lawson M3 Business Engine provides the foundation for Lawson’s M3 business software. Although M3
Business Engine has its roots in the OS/400® and RPG platforms, the current version is built with Java
technology, providing additional flexibility.

4.2 Lawson M3 WorkPlace

Lawson M3 WorkPlace is a role-based user interface that combines portal and Web technology with pre-
defined work flows. These predefined work flows can be modified and combined with company-specific
components and work flows. M3 Workplace can provide employees with fast, easy access to work-related
information and applications, thereby potentially helping increase their productivity and efficiency. M3
Workplace is built on top of IBM WebSphere® Application Server

4.3 Lawson M3 Life Cycle Manager

The Lawson M3 Life Cycle Manager or LCM is a framework that facilitates standardized and uniform in-
stallation, configuration and management of Lawson M3 products. The framework also enables admini-
stration and customization of several servers and products from a centralized location.

4.4 Lawson M3 Database(s)

Lawson M3 Business Engine and Lawson M3 Workplace have their own sets of databases on the IBM i
server. For the purpose of this document the Lawson M3 benchmark database and data set was used.
The Lawson M3 Business Engine benchmark database has the following data:

= Customers: 200,017 (OCUSMA table)
= |tems: 100,856 (MITMAS table)
= Customer locations: 2,000

This database contained 3,045 physical files and 8,012 logical files; the total size of the database library
(not including journals and journal receivers) was 5.47 GB.
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5. Lawson M3 Applications in an IASP

This section list the objects and applications that were moved into the iASP, it also list objects that re-
mained in the system ASP or SYSBAS.

5.1 Objects migrated to the iASP

The following Lawson M3 components were moved into the independent auxiliary storage pool or iIASP:
e M3 Business Engine database
e M3 Business Engine IFS directory
e Life Cycle Manager IFS directory
e HTTP configuration and log files
e WebSphere Application Server Profile directories
e M3 WorkPlace Application
e M3 WorkPlace databases

5.2 Objects remaining in SYSBAS

The following objects remained in SYSBAS
e Lawson M3 library M3DJVA
o WebSphere Application Server Product directories

Note: The M3DJVA library contains objects that must remain on SYSBAS. It also contains service pro-
grams that could have been put in a separate library and moved to an iASP, but this was not done for this
exercise. Hence, the entire library needed to be duplicated on the backup system.
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6. Creating the High Availability Envi-
ronment and Migrating Data using HASM

The Power HA for i Solution Based GUI, also referred to as HASM, can be used to simplify the implemen-
tation of geographic mirroring in a Lawson M3 environment. Use of HASM automates many of the steps
required to implement a geographic mirroring high availability solution and to migrate date for Lawson M3
applications to an iASP. Before you begin implementing any high availability solution ensure accurate
planning is done and that the solution you are choosing is the best option for you. In addition you may
want to consult your business partner to help determine the solution that best fits you requirements.

There are 5 steps in HASM that must be completed in order to setup the high availability environment.
Each of these steps is explained in more details in this section. There are many potential high availability
solutions but only one is right for you. Even though we choose to implement Cross-Site-Mirroring with
Geographic Mirroring in this paper, that does not mean that will be the best solution for you. Please re-
search each of the four solutions HASM provides and then decide which is best for you.

For more details on HASM or any of these steps please refer to Redbook SG24-7405 “Implementing
PowerHA for IBM i”

6.1 See how IBM high availability solutions work

To start log onto IBM Systems Director Navigator for i5/OS using a web browser connecting to port 2001
on the target system.

e  http://mysystem:2001.

Then select the High Availability Solutions Manager Menu. See Figure 1 below.

© IBM Copyright, 2010 Version: March 31, 2010

www.ibm.com/support/techdocs

Lawson M3 on IBM PowerHA for i Page 10 of 47



:uruu-.':-."! - (™ Sypateama Direckor Savigator for o5, 06 - =icrnseét Inkernet Feplorer

Die [t dew  Fgeoobes  Iook  bep
Gutack o o G [F] £ | EDSewch [Fweootes Elveda 3| [F- S

fudrmes (2] hetps:erpadc: 005 b consobe logn. dedaanmsscure =] #ee ks ®
BN Syatema Dinsclor Kavigaler Tor 508" Walcome qeecafr Halp | Legout l
Fraleany
By Erarmup Pages
B iSros Massgenant
Hyanare
Bapic Dparationg Waltoma - Eromix3 ¥=-A

Wark Manegresnt
Cerdiqaraticn and Servics
Hakwark

Insgrated Bursar Welcome to the IEM Systems Director

Aerrinicorat on - - .

- Navigator for i5/0% Ehat fonaln

Waarr aed draupa

Cratabazes

Jesiinal H i dj ainvi i

Fadamnance The IBH Spitams Brecor Havigakor For (808 srovdas an saiy bo uian Fearfece for tha web-anabled

Fils Syzeamr - AR ranaganent taeke, duding 8l predous Bctarm | Havgetor tagk e on the weD and 7001
San L Btk BT tarha,

Iraaraat Corfigurstiang 1

Batkap, Bt rueny sad Mad

Seniene e Eapand SGE Hanagerant o th laft-hand rivigation soea be gat stetad,

High Avallabiley Sonticns

Tar ok thi prawsout verien of the J008 podt (5008 tacke and shea thep oo locabed nos, cick
[SHEY

H Battirgn I‘:L"."_uu;u-u.-.

& [ |5 [ el e r

Figure 1. IBM Systems Director Navigator

The first step in HASM is to ensure that you understand how each of the potential high availability solu-
tions work. The solution based GUI provides a flash demo with details on each of the potential solutions.
It is highly recommended that you watch this demo. See Figure 2 below.
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Figure 2. Solution Based GUI stepl, see how IBM high availability solutions work

6.1.1 Select your high availability solution

The next step is to choose the high availability solution you want. Again we chose “Cross-Site-Mirroring

with Geographic Mirroring” as the solution we used, but that may not be the best solution for you. See
Figure 3 and Figure 4 below.
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6.1.2 Verify requirements before setting up your high availability solution

The next step is to verify requirements that need to be met in order to setup the high availability solution
you selected. During this step you will also need to provide information about the backup system, data
ports to use, and take over IP address to use. Below are the steps to do this:

1. Go to step 3 Verify Requirements, see Figure 5.
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Figure 5. Solution Based GUI step 3, verify requirements

2. During the first phase of this step a list of requirements is generated. All requirements listed must
be met before you are allowed to continue on to the forth step and setup the high availability solu-
tion. See Figure 6 below.
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Figure 6. Verify Requirements

3. Ensure the following entered on the verify requirements screen, see Figure 7:

e Backup node name
e Enter any additional data port name.
o Enter Server Take Over IP Address.

e Any secondary ports
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Figure 7. Shopping List
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6.1.3 Set up your high availability solution

Now that all the requirements have been met, the next step is to set up the high availability solution. You
will also migrate the Lawson M3 BE databases, directories, and user profiles during this process. The
steps below will guide you through this.

Note: It is recommended that you do a backup of your system before starting this step. Up to this point no
changes to the system have occurred, however, starting with this step changes to the system will be
done. Also this step will be the longest and will likely take a significant time to complete.

1. Goto Step 4, Set up your high availability solution, see Figure 8
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Figure 8. Solution Based GUI step 4, set up your high availability solution

2. Setting up the high availability solution consists of several sub steps that can be done one at
a time. Follow the first 4 sub-steps as shown in Figure 9. These first steps will create the
iIASPs, setup the cross site mirroring between the two systems, and verify that a switch over
can be done between the two systems.
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Figure 9. Steps to setup your high availability solution

3. Ensure the system value QRETVRSEC is set to 1 to allow user profiles to be migrated to the
administrative domain. This can be done by running the command below.

e CHGSYSVAL SYSVAL(QRETSVRSEC) VALUE('1').

4. Follow the next three sub steps to migrate the user profiles, directories, and databases we
want to move to the iASP, see Figure 10.

a. The profiles we migrated were:
e M3DBREADS
e M3DBUSR

e M3SRVADM
e M3SRVADMS

e LCMADMIN
b. The database we migrated was:
¢ MVXJIDTA
C. The directories we migrated were:
e /M3B3 - Default M3 Business Engine root dir
e /LifeCycle - Default Life Cycle Manager root dir
© IBM Copyright, 2010 Version: March 31, 2010
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Figure 10. Migrate user profiles, libraries, and directories

5. Finally follow the last three sub steps to verify that we can still do a switch over between both
systems and then finish the setup, see Figure 11.
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Figure 11. Verify Switchovers
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6.1.4 Manage your high availability solution

HASM also provides a management function to monitor your high availability solution. From the man-
agement page you can view the current status of you high availability environment and perform tasks

such as switch overs, shut down the high availability environment, or resume the high availability envi-
ronment.

1. Select step 5, Manage your high availability solution, see Figure 12.
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Figure 12. Solution Based GUI step 5, manage your high availability solution

2. Figure 13 shows the management page
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/. Additional Migration and Configura-
tion Steps for Lawson M3 Applications

This section lists the steps that were done to migrate all required applications to the IASP and any addi-
tional configuration steps that were needed to be able to run the applications on an iASP. Applications
that are included here are:

e M3 Business Engine

e WebSphere Application Server

e M3 Workplace, including databases
e HTTP Server configuration/log files
e M3 Life Cycle Manager

There are additional M3 applications that can be potentially moved to an iASP, but were not tested here.
An example of one of these is Lawson Web Services. Since this is installed on top of WebSphere and
Lawson M3 WorkPlace it is assumed it would work in the high availability environment we created here as
well.

7.1 Moving Lawson M3 Business Engine

Below are the steps required to move the Lawson M3 Business Engine to the iASP.

7.1.1 Migrating Lawson M3BE IFS dirs, users, and databases using HASM

All of the Lawson M3 Business Engine directories, databases, and user profiles were migrated in the pre-
vious chapter during the setup of high availability solution. See section 6.1.3 for more details.

7.1.2 Ensure M3DJVA library is installed on backup system.

The M3DJVA library contains job descriptions and subsystem descriptions which are objects that cannot
reside on an iASP. It also contains service programs that were not put in a separate library for this exer-
cise and hence the entire library needs to be duplicated on the backup system. Below are the steps to do
this.

1. Save M3DJVA on primary system
e SAVOBJ OBJ(*ALL) LIB(M3DJVA) DEV(*SAVF) SAVF(DLTME/M3DJVA)
2. FTP and Restore M3DJVA on backup

e RSTOBJ OBJ(*ALL) SAVLIB(M3DJVA) DEV(*SAVF) SAVF(DLTME/M3DJVA)
OPTION(*NEW)
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7.1.3

Modify MOVEX.properties

The following lines in MOVEX.properties need to be changed

1.

7.1.4

license.servers.addr=10.10.5.118

e Change to take over IP address

db.con.source=My_System_Name

e Change to: db.con.source=iIASP_NAME
db.con.url=jdbc:as400://10.10.5.118;errors=full

e Change to: jdbc:as400://take.over.ip;errors=full;database name=iASP_Name
auth.dname=cn=MySystemName.my.comany.com_BM,ou=BM,o=lawson,c=US

e Change to takeover IP

Modify Set Database Authority Program.

The Set Database Authority Program needs to be modified in order to work with the IASP using the steps

below.
1.
2.

Open M3DJVA/JUSRC , Member: JSETAUTDCL
Change the following line:
e From:
0 CHGVAR &UpdPath  VALUE(/QSYS.LIB/' *TCAT &DataLib *TCAT ".LIB)
e To:
0 CHGVAR &UpdPath  VALUE(/IASP/QSYS.LIB/' *TCAT &DataLib *TCAT ".LIB")
Change the following line:
e From:

0o SBMJOB CMD(CALL PGM(JSETAUTDCL) + PARM(&File &DataLib &Owner
&PrimGroup &DBUser &DBRead &Batch)) JOB(SETAUTD)

e To:

0 SBMJOB CMD(CALL PGM(JSETAUTDCL) PARM(&FILE &DATALIB &OWNER
&PRIMGROUP &DBUSER &DBREAD + &BATCH)) JOB(SETAUTD)
CPYENVVAR(*YES)

Save changes then compile, overwrite existing member
Run the Set Database Authority Program

e SETASPGRP ASPGRP(IRD_iASP)

e ADDLIBLE M3DJVA

e GO MVXSTART -> Option 82 -> Option 40
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7.2 HTTP Server

The HTTP Server configuration and logs files can also be put on the iASP. Thus when a switch over oc-
curs the same HTTP Server configuration can be started on the backup system. Steps below show how
to set this up.

1. Create an HTTP Server on the primary system following the steps outlined in the Installation
Guide for M3 Workplace, System i™. only one additional change is needed.

a. For the path to the configuration file, instead of the default /www/myserver point to the
IASP, i.e. /Imyiasp/www/myserver

2. Onthe backup server need to create a duplicate HTTP server, but use the same configuration
files

a. Make sure the iIASP is allocated to the backup system

Create a HTTP Server with the same name and but point to the configuration files that
were created in the previous step on the iIASP, i.e. /myiasp/www/myserver

c. When prompted, select “Use this existing file without change for this new server configuration”
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7.3 Installing WebSphere Application Server into a iASP

WebSphere can be installed into an iASP as long as the steps below are followed. The recommended
way to install WebSphere into an iASP is to do the install on both the primary and backup system. Leav-
ing the product dir on SYSBASE and putting the profile dir on the iIASP. This sections shows the steps
necessary to do this.

Note: The same set of steps below apply to both WebSphere 6.1 and WebSphere 7.0, some commands
may only show one version of WebSphere, but either version of WebSphere can be used

7.3.1 Restrictions for running WebSphere under an iASP
To share the same UserData directory on an iASP, the following restrictions apply:

I.  The same prerequisite and optional software for WebSphere Application Server is installed on
both the primary and secondary systems.

[I.  The names of the installation libraries for the WebSphere Application Server installations must be
the same (i.e. WAS61A, WASG61B... etc).

lll.  Maintenance of the WebSphere Application Server installations sharing the UserData directory is
done such that they are kept at the same fix level.

IV. The product default Java Virtual Machine (JVM) value must be the same for both primary and
secondary installations. This should not be an issue if the primary and secondary systems have
the same IBM Developer Kit for Java product options installed.

The most practical way of achieving the second restriction is to ensure that the installation is the first
WebSphere Application Server 6.1 installation on each system. After installing, look in the
<app_server_root>/properties/product.properties file to find the name of the installation library.

To determine the JVM that the WebSphere Application Server product installation is enabled to use, view
the contents of file app_server_root/properties/product.properties.

o If was.use.j9=false, then the installation is enabled to use the "classic" JVM.
o If was.use.j9=true, then

o If was.j9.version=32bit then the installation is enabled to use the "std32" JVM

o Else if was.j9.version=64bit then the installation is enabled to use the "std64" JVM.

Use the enablejvm command to change the product default JVM.
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7.3.2 Installing WebSphere on the primary system
The steps below show how to perform the install on the primary system. After performing these steps you
will have the product dir (ProdData) dir on SYSBAS and the profile dir (UserData) on the iASP.

1.) CD to the WAS dir on the WebSphere installation image
o cd/QOPT/WEBSPHERE/WAS
2.) Make a copy of the default response file into the dir of your choosing
0 cp/QOPT/WEBSPHERE/WAS/responsefile.nd.txt /WAS61ND
3.) Edit the following option in the response file you created in Step 2
o -OPT silentInstallLicenseAcceptance="true"

o -OPT installLocation="/QIBM/ProdData/WebSphere/AppServer/V61/ND"
o0 -OPT defaultProfileLocation="/MylASP/QIBM/UserData/WebSphere/AppServer/V61/ND"
o -OPT PROF_enableAdminSecurity="false"

o0 -OPT PROF_omitAction=samplesinstallAndConfig

4.) Install WebSphere using the modified response file from Step 3
0 INSTALL -options /was61nd/responsefile.nd.txt

7.3.3 Installing WebSphere on the backup system

The steps below show how to perform the install on the backup system. After performing these steps you
will have the product dir (ProdData) on SYSBAS and the profile dir (UserData) on the iASP.

1.) Ensure the iASP is available on to the backup system.
2.) CD to the WAS dir on the WebSphere installation image
o cd/QOPT/WEBSPHERE/WAS
3.) Make a copy of the default response file into the dir of your choosing
0 cp /QOPT/WEBSPHERE/WAS/responsefile.nd.txt /\WAS61ND
4.) Edit the following option in the response file you created in Step 2
o -OPT silentinstallLicenseAcceptance="true"

o -OPT installLocation="/QIBM/ProdData/WebSphere/AppServer/\V61/ND"

0 -OPT defaultProfileLocation="/MylASP/QIBM/UserData/WebSphere/AppServer/\V61/ND"
o -OPT allowOverrideProfileLocation="true"

o -OPT profileType="none"

o0 -OPT PROF_enableAdminSecurity="false"

o -OPT PROF_omitAction=samplesinstallAndConfig

5.) Install WebSphere using the modified response file from Step 3
0 INSTALL -options /was61nd/responsefile.nd.txt

Note: The two option in bold prevent the default profile from being created a second time. The default pro-
file already exists on the IASP and was created when the install was done on the primary system.
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7.3.4 Adding iASP group to WebSphere’s job description

WebSphere will not be able to see libraries and databases on the iIASP unless the job description Web-
Sphere 6.1 runs under is changed to set the iIASP group. That can be done using

e CHGJOBD JOBD(QWAS61/QWASJOBD) INLASPGRP({MYiASP})

Note: This must be done on both Primary and Backup systems

7.3.5 Changing Host Name in WebSphere

By default when WebSphere is installed it uses what ever the system name is set to as the host name
throughout the configuration files. That is not always the name we want WebSphere to use. In a high
availability environment like we created here we want WebSphere to use the Takeover IP Address. By
switching WebSphere to use the TakeOverlP Address we can then run WebSphere on either the backup
or primary system and avoid any IP or naming issues when a switch over occurs. To change Web-
Sphere’s host names follow the instructions listed in the Info Center link below.

http://publib.boulder.ibm.com/infocenter/wasinfo/vérl/topic/com.ibm.websphere.base.iseries.doc/info/iseri
es/aeltagt_hostname.html

Note: This since the profile directory resides on the iIASP changing the host name only needs to be done
once.

7.3.6 Recommended clean up after a switch over

When a switch over is done it is recommended that WebSphere’'s OSGi cache is cleaned up. This step
could be added to an auto start or stop program and occur automatically when a switch over is done.
Chapter 8 provides more details on creating auto start or stop programs.
To cleanup the OSGi cache do the following:

1. Ensure the server is not running

2. cd /MYIASP/Websphere_profile_dir/profiles/ProfileName/bin

3. Run: osgiCfglnit
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7.4 Installing M3 WorkPlace

Installing M3 WorkPlace can be done using the standard instructions in: Installation Guide for M3 Work-
place, System i. However, there are a few changes that need to be made. These changes are covered in
the sections below.

7.4.1 Manual work around for older LCM versions (Optional)

For users running LCM 9.0.3.0 together with M3BE 14.0.1 follow the directions below. If you are on ver-
sion 9.1.5.0 of LCM this section can be skipped. LCM versions prior to 9.1.5.0 do not handle Web-
Sphere product dir and profile dir being in separate locations. Thus the following steps must be done be-
fore proceeding to section 7.4.2

1. Make a copy of the following files:

o C:\Program Files\Lawson \LifeCycle Man-
agen\Server\products\General\templates\check_was_path.vm

o C:\Program Files\Lawson \LifeCycle Man-
ager\Server\products\General\templates\server_add_middleware.vm

2. Edit the CheckWasPath installationPath line in check_was_path.vm so it matches below
0 <CheckWasPath installationPath="/QIBM/ProdData/WebSphere/AppServer/vX/ND"/>
0 Where vX = WebSphere version (v61 or v7).

3. Edit the addpath path line in server_add_middleware.vm so it matched below

0 Set: <addpath path="/gibm/proddata/websphere/appserver/vX/nd"
type="WASPRODPATH" />

0 Where vX = WebSphere version (v61 or v7).
4. Follow stepsin 7.4.2
5. Restore check_was_path.vm and server_add_middleware.vm using the copy made in step 1.

Note: It is important to ensure these files are restored since leaving the modified version in place will af-
fect any future installs done via LCM.
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7.4.2 Installing M3 WorkPlace

Install M3 WorkPlace can be done using the standard instructions in: Installation Guide for M3 Workplace,
System i. Below are the modifications needed to install M3 WorkPlace into the iASP.

1. During the “Attach IBM WebSphere Application Server” step make sure you specify the path to
the WebSphere install you created above. i.e.
H{MYiASP}/QIBM/UserData/WebSphere/AppServer/V61/ND

2. During the “Install M3 Workplace Application” step if the “File root path” is under the WebSphere
directory, make sure that you specify the path to the WebSphere install you created previously.

3. The first time you go the “Replicate M3 Business Engine Users” step it will fail since it will be un-
able to see the M3 Business Engine db on the iASP. You must go through replicate users once
and allow it to fail .This creates a configuration directory. The steps below show how to modify the
files in that configuration directory to allow replicate users to complete successfully.

a. Openfile:
IMYIASP/QIBM/UserData/WebSphere/AppServer/V61/Base/profiles/profile_name/replica
tion/{config_name}/properties.xml

b. Locate the following lines from:
< <database>
<driver>com.ibm.as400.access.AS400JDBCDriver</driver>
<url>jdbc:as400:10.1.1.98;naming=sql;access=read only;block

size=512;blocking enabled=true;do escape processing=false;data compres-
sion=true;prompt=false;transaction isolation=none</url>

<databasename></databasename>
<user>M3DBUSR</user>
<encryptedpassword>{{ENCRYPTED}##01eF4+VhYAhFY=</encryptedpassword>
</database>
c. Modify the url and databasename lines as shown below.
< <database>
<driver>com.ibm.as400.access.AS400JDBCDriver</driver>
<url>jdbc:as400:10.1.1.98;database name={MYiASP};naming=sql;access=read
only;blocksize=512;blocking enabled=true;do escape processing=false;data
compression=true;prompt=false;transaction isolation=none</url>
<databasename>={MYiASP}</databasename>
<user>M3DBUSR</user>
<encryptedpassword>{{ENCRYPTED}##01eF4+VhYAhFY=</encryptedpassword>
</database>

d. Retry " Replicate M3 Business Engine Users” step but use the existing configuration that
was modified here

4. Complete rest of M3 Workplace install

© IBM Copyright, 2010 Version: March 31, 2010

www.ibm.com/support/techdocs

Lawson M3 on IBM PowerHA for i Page 28 of 47



7.5 Moving M3 WorkPlace Databases to iASP

All of the M3 WorkPlace databases need to be moved to the iASP. This can be done through HASM by
going back to step 4, Set up your high availability solution, and selecting the retry option on the Migrate
libraries step. See figure 15 below. The databases we moved were:

e MWPX0
e MIEADMXO0
e MIEMETAXO
Note: WebSphere needs to be shutdown before performing this step.
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4 = = =
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% ¥R2-Auto Install @ WWQEA - World Wid... |_J i5/05S Integrated Jav... |_J Home Fﬁ:i The World Clock - Tim... |_| sendfixnumber.wss =
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t Up High Availability Selution

Set Up High Availability Solution
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Verify administrative switchover from ERPMLXZ to ERPMLX2 00:21:00 00:01:12 Complete[®]

Verify administrative switchover from ERPMLXZ to ERFPMLXZ 00:22:00 00:10:56 Completa[®]

Migrate user profiles 00:00:00 00:00:00 Completa[k]
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Migrate directories 00:00:00 00:00:00 Complete[®]

Verify administrative switchover from ERPMLXZE to ERFMLXZ 00:21:00 00:02:18 Completa[®]
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Figure 14. Migrate libraries
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7.6 Additional M3 WorkPlace changes

After installing M3 WorkPlace and moving the databases to the iASP there are a few additional steps that
need to be done. Those steps are below.

7.6.1 Set Authorities for M3 WorkPlace databases

Authorities are not preserved when the database were restored to the iASP in section 7.5. The steps be-
low show how to properly setup the authorities for the M3 WorkPlace databases.

1. GRTOBJAUT OBJ(MWPx0) OBJTYPE(*LIB) USER(MWPADM MWPUSR) AUT(*USE)
2. Invoke the following SQL Stored Procedures:

o call MWP90.pMISC_setrights_sp_exec (MWPXx0', 'MWPUSR)

o call MWP90.pMISC_setrights_sp_exec (MWPx0', ' MWPADM")

o call MWP90.pMISC_setrights_sp_write (MWPXx0' , ' MWPADM)

7.6.2 Migrating M3 WorkPlace user profiles

All of the user profiles used by M3 WorkPlace need to be migrated into our high availability environment.
This can be done through HASM by going back to step 4, Set up your high availability solution, and se-
lecting the retry option on the Migrate user profiles step. See figure 16 below. In our test the following
M3 WorkPlace user profiles were migrated:

¢ MIEADMx0, MIEMETAX0, MWPADM, MWPUSR, and MWPx0
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Eile Edit View History Bookmarks Tools Help
. — ” = =
- - =, @J E L https:/ferpmlx2; 2005 /ibm/console login.do?action=secure | B ': 3 | M
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. . B h - =
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i 888~
[ tigh Avaita >{\\ --- Select Action --- (2]
|~
it Up High Availability Solution
Set Up High Availability Solution
Complete the following steps to set up your high availability solution. Cross-Site Mirroring with Geographic
Click Go to vi d start the indicated step. ~ paen na
Click Close xit.
systems involved in the solution must be in dedicated state during solution ‘ J =
[step |Estimated Time  [Actual Time |Status
Set up high availability policies Complete
Set up high |=bility 00:40:00 01:38:39 Complate[®]
Werify administrative switchover from ERPMLX3 to ERPMLX2 00:21:00 00:01:12 Cnmp|etei£]
Verify administrative switchover from ERPMLXZ to ERPMLX3 00:22:00 00:10:56 Completeﬁ]
Migrate user profiles 00:00:00 00:00:00 CUmplet.*ﬂ e
Migrate libraries 00:00:00 00:00:00 Complate[®]
Migrate directories 00:00:00 00:00:00 Cnmp|etei£]
Verify administrative switchover from ERPMLX3 to ERPMLX2 00:21:00 00:02:18 CompletelB]
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Figure 15. Migrate user profiles
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7.6.3 Changing Host Name in M3 Workplace

By default M3 WorkPlace also uses what ever the system name is set to as the host name throughout its
configuration files. Again that is not always the name we want to use. In a high availability environment
like we created here we want M3 WorkPlace to use the TakeOverlP Address. By switching M3 WorkPlace
to use the TakeOverlP Address we can then run M3 WorkPlace on either the backup or primary system
and avoid any IP or naming issues when a switch over occurs. Steps to modify the M3 WorkPlace files
are below.

1. Edit mne.properties
a. Openfile:

e /MYIASP/QIBM/UserData/WebSphere/AppServer/V61/Base/profiles/MWPx0/inst
alledApps/MWPx0Cell/MWP_EAR.ear/MNE.war/WEB-
INF/properties/mne.properties

b. change line below from :
e HelpUrl=http://mysystem.comany.com/mnehelp
c. To:
e HelpUrl=http://mysystem.comany.com/mnehelp
2. Modify M3 WorkPlace application server configuration
a. Log into WorkPlace and select user manager
b. Select Work with application server
c. Open application server
d

Change IP address to takeover IP address
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7.7 Move Life Cycle Manager to iIASP

The /LifeCycle IFS directory was moved during the setup of the high availability solution, see section
6.1.3 for more details. In addition make sure LCM library exists on both the primary and backup systems
and both libraries contain the same objects. The LCM library should have been created on the backup
system since objects in it are part of the Administrative Domain that was created during the setup of the
high availability solution. If the library doesn’t exist or is missing objects copy the missing objects over to
the backup system. All objects in library LCM can be part of an Administrative Domain. Thus it is recom-
mended to add any missing objects manually to the Administrative Domain.

Note: Starting with M3 10.1 (M3BE 14.1.2 and LCM 9.1.5.0) support has been added to Lawson’s Life
Cycle Manager, LCM, to allow both LCM and M3 Business Engine to be directly installed into an iASP. In
addition support was added to apply fixes and perform function like upgradedb on installations that reside
on an iASP. This report was written with the intention of showing how to migrate an existing M3 installa-
tion into an IASP for new installations running M3 10.1 (M3BE 14.1.2 and LCM 9.1.5.0) or higher some
steps in the report can be skipped.
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8. Creating and Registering Auto Start
and Stop Programs

To further automate the switchover and/or failover process, exit programs can be utilized. Exit programs
can be used to automatically stop and start the Lawson M3 applications during a switchover and auto-
matically start the Lawson M3 applications during a failover. Exit programs can also be used to keep
objects, not migrated to the iIASP or part of the administrative domain, synchronized between the produc-
tion and backup systems.

Two exit programs will need to be used, one for the shutdown and one for the startup. To use an exit
program, the name and location of the exit program must be entered in the designated data area in library
QUSRHASM. The name of the data areas are QSHUTDOWN and QSTARTAPP. In order for the pro-
grams to be called on a switch over they need to be registered in a specific data area.

e For the Startup program:
0 CHGDTAARA DTAARA(QUSRHASM/QSTARTAPP) VALUE('STARTUP MYLIB )
e For the Shutdown program:
0 CHGDTAARA DTAARA(QUSRHASM/QSHUTDOWN) VALUE('SHUTDOWN MYLIB )

The programs can reside in any library you choose and can be any name of your choosing. However if
the name of the library and/or program is less than 10 characters, then the names must be padded with
spaces as shown in the above example. Also the library and program names cannot exceed 10 charac-
ters in length.

The exit programs are called with the user profile QPGMR. During the processing of the exit programs
we created the user profile is switched to M3SRVADM, so it is necessary to grant QPGMR the necessary
authority to M3SRVADM in order to execute the exit programs successfully. Run the command below to
grant the necessary authority.

e GRTOBJAUT OBJ(MBSRVADM) OBJTYPE(*USRPRF) USER(QPGMVR) AUT(* USE)

The exit programs need to exist on both the production and backup host and all of the commands to con-
figure the exit programs need to be run on both hosts. See Appendix A.1 and A.2 for sample exit pro-
grams we used.

Note: HASM does not support parameter passing for exit program. If parameter passing is required you
can register your exit program via the Cluster Resource Group or CRG instead of HASM. The draw back
to using the CRG is you lose the automated planned switch overs that the HASM management web page
gives you. Instead any planned switch over would have to be done manually. For more details on using
exit program via the CRG refer to Redbook SG24-7405, “Implementing PowerHA for IBM i”.
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9. Testing of Cross Site Mirroring with
Lawson M3

Several tests were run using the Lawson M3 Order Entry benchmark. See Appendix A.3 for a description
of the benchmark. The first tests were done to validate that the M3 environment was working on both the
primary and backup system. The second set of tests was done to get a general idea of the overhead of
using mirroring. The final tests were done to calculate the times it takes to perform a switch over.

9.1 Validation of M3 environment

The chart below shows results that were achieved on both the primary and backup systems. Both sys-
tems were identical in terms of hardware and software and thus results should be equivalent, which is
what the results in Figure 17 show as well. The key here is the validation of the M3 applications on our
high availability solution. Not only is M3 fully functional on the primary system, but when switched over to
the backup system all applications continue to run without any issues.

Verification of M3 High Availability Environment

_ 200,000 _ . 100%
§ A4

. 146,754 146420 | 500

& 150,000 | 80%

8 - 60%

= 2
= 100,000 - 5
o - 40%

&

g 50,000 oot

S

E 0- - 0%

Primary Backup

Figure 16. Verification of M3 in a High Availability Environment

9.2 Over head of mirroring

There is overhead for having and maintaining a mirrored copy of the iASP. That overhead can vary de-
pending on your configuration. Figure 18 shows the overhead we saw on the primary system for mirror-
ing. In addition to overhead on the primary system there is overhead on the backup system as well in the
form of CPU usage. CPU will be used on the backup system to maintain the mirrored copy of the data .In
the tests done here the CPU usage on the backup system was 8%. Again results may vary, but this
overhead needs to be taken into account when planning your high availability solution.
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Overhead of Mirroring on Primary System
. 200,000 1
=}
£ -3% .
g 150,000 | 150,659 146,754 T
8
£ 115
= 100,000 + o
[} (@)
o + 0
o)
T 50,000
o + 0
©
>
= 0 : 0

No Mirroring Mirroring

Figure 17. Overhead of Mirroring on Primary System

9.3 Switchover times

Several switch overs were done and timed to gauge the time it takes for an average switch over to occur.
Times may vary based on size and type of system you have and the number of database objects in the
IASP. The size of the db objects should not have any significant impact on the switch over times. Also the
size and number of non-database objects such as IFS objects should not have any significant impact on
the switch over times. For the tests here only one M3 database was present. In a customer environment it
may be possible to have several databases in the iIASP, hence that could cause the switch over times to
be higher than what is reported here. The key point of the times reported here is to show that switching
over is not an instantaneous event. It takes a certain amount of time and switch over times is another fac-
tor that needs to be accounted for when planning your high availability solution.

The average time for a switch over in our environment was 17 minutes. It did not matter if we were switch-
ing from the primary system to the backup system or visa versa. Switchover times in each case did not
vary by much more than a minute. Also the 17 minute switch over time includes calling both the startup
and shutdown programs. Calling these programs adds on average about 2 to 3 minutes to the switch over
process. Thus if we exclude the startup and shutdown exit programs the switch over times would be
closer to 14 minutes on average.
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10.Summary

High availability in a Lawson M3 environment can be a crucial element in today’s demanding business
environment. By utilizing the PowerHA for | High Availability Solution Manager it is possible to greatly
reduce the complexity of implementing and managing a geographic mirroring high availability solution.
When properly migrated and configured in a geographic mirror environment, the Lawson M3 applications
will be able to easily switch back and forth between production and backup systems. By creating and reg-
istering startup and shutdown exit programs the Lawson M3 application can also be automatically re-
started on the backup system after a planned switchover or failover. Also by utilizing a Takeover IP ad-
dress the host that the Lawson M3 applications are running on will be transparent to the user.

Running your Lawson M3 applications in a geographic mirror environment provides the data resiliency
and the flexibility to quickly recover from both planned and unplanned outages. Thus the combination of
geographic mirroring with PowerHA for i High Availability Solution Manager allows you to easily imple-
ment and manage a high availability environment that achieves your availability goals.

Note: Starting with M3 10.1 (M3BE 14.1.2 and LCM 9.1.5.0) support has been added to Lawson’s Life
Cycle Manager, LCM, to allow both LCM and M3 Business Engine to be directly installed into an iASP. In
addition support was added to apply fixes and perform function like upgradedb on installations that reside
on an iASP. This report was written with the intention of showing how to migrate an existing M3 installa-
tion into an IASP for new installations running M3 10.1 (M3BE 14.1.2 and LCM 9.1.5.0) or higher some
steps in the report can be skipped.
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Appendix

A.1 Startup exit program

Below is the code example for the startup exit program. This program is made up of two components. A
CL program and a Qshell script. Each is listed below.

Passing parameters into an exit program is not supported by the High Availability Solution Manager, thus
the M3 environment name, HTTP Server name and other values are hard coded and will need to be
changed. After making the necessary modifications, compile the exit program and place it in a library of
your choosing. Regardless of the library used to store the exit programs, make sure that the user profile
QPGMR has at least *USE authority to that library. QPGMR is the user profile used by the High Availabil-
ity Solution Manager to call the exit program.

Note: This program is given as an example only to help guide you on how to create a startup exit pro-
gram. This may not be an optimal solution for all environments.

A.1.1 CL Startup exit program

AR R R EEEREEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEY]

/* PROGRAM STARTUPMB */
/* PURPCSE: Start Lawson M jobs */
/* */
/* PARAMETERS: None. Paraneters are not supported by HASM */
/* */
/* Note: Program subnits a batch jobs which runs a .qgsh script */
/* Batch Job nane is: MBSTART */
/* Check MBSTART JOB LOG FOR ADDTI ONAL ERRORS */
/********************************************************************************/
/* LI CENSE AND DI SCLAI MER */
/* This material contains |BM copyrighted progranm ng source code ("Source */
/* Code"). |[IBMgrants you a nonexclusive |license to conpile, link, execute, */
/* display, reproduce, distribute and prepare derivative works of this Source */
/* Code. The Source Code has not been thoroughly tested under all */
/* conditions. |IBM therefore, does not guarantee or inply its reliability, */
/* serviceability, or function. |BM provides no program services for the */
/* Source Code. */
/* */
/* Al Source Code contained herein is provided to you "AS |IS" wi thout any */
/* warranties of any kind. THE | MPLI ED WARRANTI ES OF MERCHANTABI LI TY, FITNESS */
/* FOR A PARTI CULAR PURPCSE AND NON- | NFRI NGVENT ARE EXPRESSLY DI SCLAI MED. */
/* SOME JURI SDI CTI ONS DO NOT ALLOW THE EXCLUSI ON OF | MPLI ED WARRANTI ES, SO */
/* THE ABOVE EXCLUSI ONS MAY NOT APPLY TO YQU. I N NO EVENT WLL |IBMBE LIABLE */
/* TO ANY PARTY FOR ANY DI RECT, | NDI RECT, SPECI AL OR OTHER CONSEQUENTI AL */
/* DAMAGES FOR ANY USE OF THE SOURCE CODE | NCLUDI NG, W THOUT LI M TATI ON, ANY */
/* LOST PROFITS, BUSINESS | NTERRUPTI ON, LOSS OF PROGRAMS OR OTHER DATA ON */
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/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*
/*

YOUR | NFORMATI ON HANDLI NG SYSTEM OR OTHERW SE, EVEN | F VVE ARE EXPRESSLY
ADVI SED OF THE POSSI BI LI TY OF SUCH DAMAGES.

(O Copyright 1BM CORP. 2008

Al rights reserved.

US Governnent Users Restricted Rights -
Use, duplication or disclosure restricted
by GSA ADP Schedul e Contract wi th | BM Corp.
Li censed Material - Property of |BM

*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/
*/

/********************************************************************************/

PGM
DCL VAR( &ADM NI D) TYPE(*CHAR) LEN(10)
DCL VAR( &CURUSER) TYPE(* CHAR) LEN( 10)
DCL VAR( 8ADMHANDLE) TYPE(*CHAR) LEN(12)
DCL VAR( &CURHANDLE) TYPE(*CHAR) LEN(12)
MONVEG MSG D( CPF2103)
MONVBG MSG D( CPF0000) EXEC( GOTO CMDLBL( ERROR) )
/* REMEMBER CURRENT USER PROFI LE: *
RTVJOBA  CURUSER( &CURUSER)
CALL PGM QSYS/ QSYGETPH) +
PARM &CURUSER ' * NOPWDCHK'  &CURHANDLE)
/* SWTCH TO LAWSON MB USER PROFI LE MBSRVADM *)
CHGVAR VAR( &ADM NI D) VALUE(' MBSRVADM )
CALL PGM QSYS/ QSYGETPH) +
PARM &ADM NI D ' * NOPWDCHK'  &ADVHANDLE)
CALL PGM QSYS/ QATSETP)  PARM &ADVHANDLE)

/*

/*

/*

Setup Environnment */
ADDLI BLE LI B( M3DJVA)
SETASPGRP  ASPGRP( HASM ASP)

START LAWSON M3 JOBS */
QSH CvVX( ' / et c/ MB/ St art upMB. gsh')
SW TCH BACK TO ORI G NAL USER PROFI LE: */

CALL PGM QSYS/ QATSETP)  PARM &CURHANDLE)
GoTO CMDLBL ( END)
ERROR:
SNDPGWVBG MG D( CPF0001) MSGF( QCPFMSG) MBGDTA(' LAWSON +
MB STARTUP FAI LED' ) NMBGTYPE( * ESCAPE)
END:
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A.1.2 Qshell startup script

B R B P R B B R R B A R R A R R R R R B R

# Program StartupMs.gsh #
# Purpose: Starts up MBBE jobs, M3 WorkPlace, and HTTP Server instance #
# #
# Logging: Log is witten to /etc/M/startup.|og #
# #
# #
HHHHH
LI CENSE AND DI SCLAI MER #
This material contains |IBM copyrighted progranm ng source code ("Source

Code"). [IBMgrants you a nonexclusive license to conpile, |ink, execute,
di spl ay, reproduce, distribute and prepare derivative works of this Source
Code. The Source Code has not been thoroughly tested under all

conditions. |IBM therefore, does not guarantee or inply its reliability,
serviceability, or function. |BM provides no program services for the
Sour ce Code.

Al'l Source Code contained herein is provided to you "AS | S" without any
warranties of any kind. THE | MPLI ED WARRANTI ES OF MERCHANTABI LI TY, FI TNESS
FOR A PARTI CULAR PURPOSE AND NON- | NFRI NGVENT ARE EXPRESSLY DI SCLAI MED.
SOVE JURI SDI CTI ONS DO NOT ALLOW THE EXCLUSI ON OF | MPLI ED WARRANTI ES, SO
THE ABOVE EXCLUSI ONS MAY NOT APPLY TO YOU. | N NO EVENT WLL | BM BE LI ABLE
TO ANY PARTY FOR ANY DI RECT, | NDI RECT, SPECI AL OR OTHER CONSEQUENTI AL
DAMAGES FOR ANY USE OF THE SOURCE CODE | NCLUDI NG, W THOUT LI M TATI ON, ANY
LOST PROFI TS, BUSI NESS | NTERRUPTI ON, LOSS OF PROGRAMS OR OTHER DATA ON
YOUR | NFORMATI ON HANDLI NG SYSTEM OR OTHERW SE, EVEN | F WE ARE EXPRESSLY
ADVI SED OF THE PGCSSI BI LI TY OF SUCH DAMAGES.

H o OHF OH OH OH OH OH OH O OH OH O H OH OHHH H HH

HOH H OH OH H OH OH OH H OH OH H OH OH OH HOH OH HOH OH H K OH H R

COPYRI GHT
- -
# (C) Copyright |1BM CORP. 2008
# Al rights reserved.
# US Government Users Restricted Rights -
# Use, duplication or disclosure restricted
# by GSA ADP Schedul e Contract with | BM Corp.
# Licensed Material - Property of |IBM
# #

T R T R B B R T B B B R T R R T R R TR R T T B T T

# Create log file
if [ -e /letc/M3/startup.log ]
then
rm/etc/ M3/startup.|og
fi

touch -C 819 /etc/ M3/ startup.| og
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# Start MBBE jobs and MB License Server
echo "Starting M3 environment BM' | tee -a /etc/M/startup.|og
syst em " MBDJVA/ STRWX ENVI RON(BM) TYPE(*SBM AUTCSTART( * YES)
LI CSERVER(*YES)" 2>&1 | tee -a /etc/M3/startup.| og

# Start M3 Wor kPl ace
echo "Starting WrkPl ace i nstance MAP60" | tee -a /etc/M/startup.log
/' hasm asp/ gi bm pr oddat a/ webspher e/ appserver/v61/ base/ bi n/ startserver

—profil eName MAP60 MAP_AS 2>&1 | tee -a /etc/M3/startup.log

# Start HITP Server |nstance
echo "Starting HTTP Server: MAP60" >> /etc/M/startup.log
system " STRTCPSVR *HTTP HTTPSVR(MAP60)" 2>&1 | tee —a /etc/M3/startup.|og
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A.2 Shutdown exit program

Below is the code example for the shutdown exit program. This program is made up of two components.
A CL program and a Qshell script. Each is listed below.

Passing parameters into an exit program are not supported by the High Availability Solution Manager,
thus the M3 environment name, HTTP Server name and other values are hard coded and will need to be
changed. After making the necessary modifications, compile the exit program and place it in a library of
your choosing. Regardless of the library used to store the exit programs, make sure that the user profile
QPGMR has at least *USE authority to that library. QPGMR is the user profile used by the High Availabil-
ity Solution Manager to call the exit program.

Note: This program is given as an example only to help guide you on how to create a shutdown exit pro-
gram. This may not be an optimal solution for all environments.

A.2.1 CL Shutdown exit program

IR R EE LR EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEY]

/* PROGRAM SHUTDOWNMB */
/* PURPCSE: Shutdown Lawson M3 j obs */
/* */
/* PARAMETERS: None. Paraneters are not supported by HASM */
/* */
/* Note: Programsubnits a batch jobs which runs a .qgsh script */
/* Bat ch Job nane is: MBSTOP */
/* Check MBSTOP JOB LOG FOR ADDTI ONAL ERRORS */
/********************************************************************************/
/* LI CENSE AND DI SCLAI MER */
/* This material contains |BM copyrighted progranm ng source code ("Source */
/* Code"). |[IBMgrants you a nonexclusive license to conpile, link, execute, */
/* display, reproduce, distribute and prepare derivative works of this Source */
/* Code. The Source Code has not been thoroughly tested under all */
/* conditions. |IBM therefore, does not guarantee or inply its reliability, */
/* serviceability, or function. |BM provides no program services for the */
/* Source Code. */
/* */
/* Al Source Code contained herein is provided to you "AS |IS" wi thout any */
/* warranties of any kind. THE | MPLI ED WARRANTI ES OF MERCHANTABI LI TY, FITNESS */
/* FOR A PARTI CULAR PURPOSE AND NON- | NFRI NGVENT ARE EXPRESSLY DI SCLAI MED. */
/* SOME JURI SDI CTI ONS DO NOT ALLOW THE EXCLUSI ON OF | MPLI ED WARRANTI ES, SO */
/* THE ABOVE EXCLUSI ONS MAY NOT APPLY TO YOU. |IN NO EVENT WLL IBMBE LIABLE */
/* TO ANY PARTY FOR ANY DI RECT, | NDI RECT, SPECI AL OR OTHER CONSEQUENTI AL */
/* DAMAGES FOR ANY USE OF THE SOURCE CODE | NCLUDI NG W THOUT LI M TATI ON, ANY */
/* LOST PROFITS, BUSINESS | NTERRUPTI ON, LOSS OF PROGRAMS OR OTHER DATA ON */
/* YOUR | NFORMATI ON HANDLI NG SYSTEM OR OTHERW SE, EVEN | F WE ARE EXPRESSLY */
/* ADVI SED OF THE POSSI BI LI TY OF SUCH DAMAGES. */
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/*

/* COPYRI GHT

[* ceeeeo--

/* (C) Copyright |BM CORP. 2008

/* Al rights reserved.

/* US CGovernnent Users Restricted Rights -

/* Use, duplication or disclosure restricted
/* by GSA ADP Schedul e Contract with | BM Corp.
/* Licensed Material - Property of |BM

/*

*/
*/
*/
*/
*/
*/
*/
*/
*/
*/

DCL VAR( &ADM NI D) TYPE(*CHAR) LEN( 10)
DCL VAR( &CURUSER) TYPE(* CHAR) LEN( 10)
DCL VAR( 8ADMHANDLE) TYPE(*CHAR) LEN(12)
DCL VAR( &CURHANDLE) TYPE(*CHAR) LEN(12)

MONVEG MSG D( CPF2103)
MONVBG MG D( CPF0000) EXEC( GOTO CMDLBL( ERROR) )
/* REMEMBER CURRENT USER PROFI LE: */
RTVJOBA  CURUSER( &CURUSER)
CALL PGM QSYS/ QSYGETPH) +
PARM &CURUSER ' * NOPWDCHK'  &CURHANDLE)
/* SWTCH TO LAWSON MB USER PROFI LE MBSRVADM */
CHGVAR VAR( &ADM NI D) VALUE(' MBSRVADM )
CALL PGM QSYS/ QSYGETPH) +
PARM &ADM NI D ' * NOPWDCHK'  &ADVHANDLE)
CALL PGM QSYS/ QATSETP)  PARM &ADVHANDLE)

/* Setup environment */
ADDL| BLE LI B( MBDJVA)
SETASPGRP  ASPGRP( HASM ASP)
/* SHUTDOWN LAWSON MB JOBS */
@Q@SH CMVX( ' / et ¢/ M3/ Shut downMB. gsh')
/* SWTCH BACK TO ORI G NAL USER PROFI LE: */

CALL PGM Q@SYS/ QATSETP)  PARM &CURHANDLE)
GOoTO CVDLBL ( END)
ERROR:
SNDPGWSG  MsG D( CPF0001) MSGRF( QCPFMBG) MSGDTA(' LAWSON +
M3 SHUTDOWN FAI LED ) MSGTYPE(* ESCAPE)
END:
ENDPGM
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A.2.2 Qshell Shutdown script

BT R TR R T R T T R T R T R T R T R T R

# Program Shut downMs. gsh #
# Purpose: Shuts down MBBE jobs, MB WorkPl ace, and HTTP Server instance #
# #
# Logging: Log is witten to /etc/ M/ shutdown. | og #
# #
# #
B R R R R
LI CENSE AND DI SCLAI MER #
This material contains |BM copyrighted programm ng source code ("Source

Code"). [IBMgrants you a nonexclusive license to conpile, |ink, execute,
di spl ay, reproduce, distribute and prepare derivative works of this Source
Code. The Source Code has not been thoroughly tested under all

conditions. |IBM therefore, does not guarantee or inply its reliability,
serviceability, or function. |BM provides no program services for the
Sour ce Code.

Al'l Source Code contained herein is provided to you "AS | S" without any
warranties of any kind. THE | MPLI ED WARRANTI ES OF MERCHANTABI LI TY, FI TNESS
FOR A PARTI CULAR PURPOSE AND NON- I NFRI NGVENT ARE EXPRESSLY DI SCLAI MVED.
SOVE JURI SDI CTI ONS DO NOT ALLOW THE EXCLUSI ON OF | MPLI ED WARRANTI ES, SO
THE ABOVE EXCLUSI ONS MAY NOT APPLY TO YOU. | N NO EVENT WLL |IBM BE LI ABLE
TO ANY PARTY FOR ANY DI RECT, | NDI RECT, SPECI AL OR OTHER CONSEQUENTI AL
DAMAGES FOR ANY USE OF THE SOURCE CODE | NCLUDI NG, W THOUT LI M TATI ON, ANY
LOST PROFI TS, BUSI NESS | NTERRUPTI ON, LOSS OF PROGRAMS OR OTHER DATA ON
YOUR | NFORVMATI ON HANDLI NG SYSTEM OR OTHERW SE, EVEN | F WE ARE EXPRESSLY
ADVI SED OF THE PGCSSI BI LI TY OF SUCH DAMAGES.

H o OHF OH OH OH HF OH OH OHOH OH O H OH O HH HH

HOH O H OH OH H OH OH OH H OH OH HH OH H O OH OHHHOH OH KK H R

COPYRI GHT
- -
# (C) Copyright |1BM CORP. 2008
# Al rights reserved.
# US Government Users Restricted Rights -
# Use, duplication or disclosure restricted
# by GSA ADP Schedul e Contract with | BM Corp.
# Licensed Material - Property of |IBM
# #

B R B P R B T B A R A B A R R R R R R R R B R

# Create log file
if [ -e /etc/M3/shutdown.log ]
t hen
rm /etc/ M3/ shut down. | og
fi
touch -C 819 /etc/ M3/ shutdown. | og
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# Stop MBBE jobs and MB License Server
echo "Stopping MB environment BM' | tee -a /etc/ M/ shutdown. | og
syst em " MBDIVA/ STRWX ENVI RON(BM) ACTI ON( SHUTDOWN) " 2>&1 | tee -a
/ et c/ M3/ shut down. | og

echo "Stoppi ng Movex License Server" | tee -a /etc/ M/ shutdown. | og
j obi d=$(ps -s MBLICSVR | grep nBsrvadm nBlicsvr | cut -c53-)
if [ "$jobid =""]
then
echo "Error License Server Process not found" | tee -a

/ et ¢/ M3/ shut down. | og
el se
system "ENDIOB $j obi d" 2>&1 | tee -a /etc/ M3/ shutdown.| og
fi

# Stop MB WorkPl ace
echo " Stoppi ng WrkPl ace i nstance MAP60" | tee -a /etc/ M/ shutdown. | og
/ hasm asp/ gi bm proddat a/ webspher e/ appser ver/ v61/ base/ bi n/ st opser ver

-profil eNane MAP60 MAP_AS 2>&1 | tee -a /etc/ M/ shutdown. | og

# Stop HTTP Server |nstance
echo "Stopping HTTP Server: MAP60" | tee -a /etc/ M/ shutdown.l| og
syst em " ENDTCPSVR *HTTP HTTPSVR( MAP60) " 2>&1 | tee -a
/ et ¢/ M3/ shut down. | og

# End MB Subsystens

echo "Ending M3 Subsystens" | tee -a /etc/ M/ shutdown.| og

syst em " ENDSBS SBS(MBJVA) OPTI ON(*I MVED)" 2>&1 | tee -a
/ et c/ M3/ shut down. | og

syst em "ENDSBS SBS(M3JVAAS]) OPTION(*I MVED)" 2>&1 | tee -a
/ et ¢/ M3/ shut down. | og

syst em " ENDSBS SBS(MBJVABCH) OPTI ON(*I MVED)" 2>&l | tee -a
/ et c/ M3/ shut down. | og

system "ENDSBS SBS(M3JVAI NT) OPTION(*I MVED)" 2>&1 | tee -a
/ et ¢/ M3/ shut down. | og

system "ENDSBS SBS(M3JVAM J) OPTION(*I MVED)" 2>&1 | tee -a
/ et ¢/ M3/ shut down. | og

system "ENDSBS SBS(M3LI CSVR) OPTI ON(*I MVED) " 2>&1 | tee -a
/ et ¢/ M3/ shut down. | og
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A.3 Lawson M3 Order Entry Benchmark

The Lawson M3 Order Entry Benchmark kit uses a load generation tool to simulate a number of virtual
users entering orders at a reasonable rate. The Order Entry transaction, OIS100, is what is used for this.
The Order Entry transaction was chosen for its relative complexity and connection to a real life scenario.
Further, it's easily repeatable, can be run infinitely and allows for a large variance in data.

The results from the order entry tests can be calculated into an entity called Universal Performance Unit
or UPX. UPX is the sizing indicator used by Lawson M3 for customer sizings. The UPX is a theoretical
transaction consisting of an average CPU time required for a typical customer load. A theoretical number
of UPX'es per hour can calculated via a user number, activity and the production timeframe.

Thus even though a customer may have many other transactions types than just the order entry transac-
tion that is running here, the results here likely still apply, since all other transaction can be derived via
CPU time from this one transaction using UPX. It's is the overall performance of the Lawson M3 Business
Engine to handle high volumes of transactions that is being stressed, the transaction type in not key in
this, since all business logic share the same application foundation and architectural design.

Only a small number of virtual users, or vusers, were used to drive the scenario. The vusers were config-
ured to wait an average of one second between each step. Thus there is almost no key think time be-
tween steps of a transaction. This is not at all representative of a customer environment, however, the
goal of the benchmark is to achieve the maximum throughput from the Lawson M3 Business Engine on a
given system configuration.

The benchmark scenario works as follows:

After logging in, the user performed an order entry operation consisting of seven steps:

Create a new order
Enter order line 1
Enter order line 2
Enter order line 3
Enter order line 4
Enter order line 5
Close the order

NouokrwbhE

Throughput is calculated by counting the number of fully invoiced order lines once every minute through-
out the benchmark test. Once the run was complete, the number of invoiced order lines per hour over a
particular measurement interval was calculated from this data. The measurement interval was defined to
be a 90 minute period beginning 15 minutes after the run started. The reported throughput metric for this
benchmark is number of invoiced order lines per hour. An invoiced order line is one that has completed all
of the interactive and batch processing required for that order and the order lines to have a status of 77 or
completed. To demonstrate that the results were repeatable, each result consisted of two runs with iden-
tical parameters.
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