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Note: A later version of IBM API Connect is available.
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Forum
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Support
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Contact IBM Support for API Connect and API Manager

For more information, including expert advice and pricing plans, visit the IBM API Connect product page
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API Connect overview

IBM® API Connect is an integrated API management offering, with capabilities and tooling for all phases of the API lifecycle. Key steps of the API lifecycle include create,
secure, manage, socialize, and analyze. IBM API Connect Version 2018 delivers enhanced capabilities for the market-leading IBM API management solution. In addition
to the ability to deploy in complex, multi-cloud topologies, this version provides enhanced experiences for developers and cloud administrators in your organization.

Use of inclusive terminology: While IBM values the use of inclusive language, terms that are outside of IBM's direct influence are sometimes required for the sake of
maintaining user understanding. As other industry leaders join IBM in embracing the use of inclusive language, IBM will continue to update the product interface to reflect
those changes.

IBM API Connect has two main focuses: the first is providing best in class API Management tooling, and the second is having a cloud native solution. This allows users to
create, manage, and secure applications that are deployed across a variety of on-premises and cloud environments.

The following table explains the key phases in the API lifecycle in more detail.

Table 1. Key phases of the API lifecycle

Lifecycle Phase Description

Create Develop and write API definitions from an API development environment, eventually bundling these APIs into consumable products, and deploying
them to production environments.

For tutorials, walk-throughs, and in-depth guides for building, testing, and deploying APIs and Products in API Connect, see Tutorials, and Developing
your APIs and applications.

Secure Leverage the best-in-class API Gateway, gateway policies, and more, to manage access to your APIs and back-end systems.

To learn more about adding security to your API, see Configuring API security.

To learn more about how to add API Gateway policies to your API, see API policies and logic constructs.

Manage Governance structures are built in to the entire API lifecycle, from managing the view/edit permissions of APIs and Products being deployed, to
managing what application developers can view and subscribe to when APIs are deployed.

To understand and leverage API Connect management and governance controls along the API lifecycle, see Managing your APIs.

Socialize API Connect comes with an advanced Developer Portal that streamlines the onboarding process of application developers, and can be completely
customized to an organization's marketing standards.

To understand more about using the Developer Portal, see Developer Portal: Socialize your APIs.

Analyze Developers and Product Managers alike are given the tooling in API Connect to understand their API traffic patterns, latency, consumption, and more
to make data driven insights into their API initiatives.

To learn more about how to leverage API Connect analytics tooling, see API Analytics.

API Connect has four major components: API Manager, Analytics, Developer Portal, and Gateway. These four components can be deployed in a variety of hybrid and multi-
cloud topologies. The API Connect infrastructure can either be deployed and managed by an IBM team in an IBM Cloud environment, or it can be deployed and managed
by the customers in their own dedicated environment or third-party cloud. There is also the option for having hybrid scenarios, for example, with the API Connect
Reserved Instance Offering, users are able to have their API Manager and Developer Portal running in the IBM Cloud, but then place remote gateways next to their back-
end services.

Configuration of customer deployed API Connect clouds is done through the Cloud Manager. For in-depth guides and instructions see Configuring and managing your
server environment.

For information about the API Connect components that provide these capabilities, and details about the strategy for packaging and publishing APIs for use by API
consumers, see:
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Packaging strategy and terminology in API Connect
API Connect components

Note: For a comprehensive technical guide to best practices, considerations, and deployment options for API Connect, see the API Connect 2018.4.1.x Whitepaper.

e What's new in the latest release (Version 2018.4.1.24)

IBM API Connect 2018.4.1.24 contains fixes and the following enhancements. Note that fix packs 2018.4.1.21, 2018.4.1.22, and 2018.4.1.23 were not released.
These fix packs were skipped to resume synchronized release numbering with IBM DataPower®.

Version 2018.4.1 known limitations

This page describes known limitations for IBM API Connect Version 2018.4.1.

Available deployment options of API Connect

IBM API Connect is offered as several deployment options, depending on your needs.

API Connect concepts

To help you get started, read about the API Connect concepts and obtain a high level understanding of the API management solution.

API Connect gateway types

IBM API Connect provides two gateway types, DataPower API Gateway and DataPower Gateway (v5 compatible).

API Connect user roles

The IBM API Connect solution provides an infrastructure, tools, and facilities that allows users to create, manage, and stage APIs. The ability to perform tasks in the
API Connect user interfaces is controlled through user roles, and the permissions that are assigned to those roles.

API Connect support

If you experience a problem with IBM API Connect that you cannot resolve, you can check the IBM Support website for the most recent technical bulletins and
fixes. Otherwise, you can contact IBM Support.

API Connect glossary

The IBM API Connect and Cloud Manager glossary of terms and definitions.

Accessibility features for IBM API Connect

Accessibility features help users who have a physical disability, such as restricted mobility or limited vision, to use information technology products successfully.
Legal information

Notices, and terms and conditions for information centers.

IBM API Connect Considerations for GDPR Readiness

Information about features of IBM API Connect that you can configure, and aspects of the product’s use, that you should consider to help your organization with
GDPR readiness.

Essential reading

These articles by IBM API Connect product specialists provide a wealth of supporting information on APIs and the API economy.

Note: IBM API Connect 2018.x was EOS after 30 April 2023. See support policy for details.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

What's new in the latest release (Version 2018.4.1.24)

IBM® API Connect 2018.4.1.24 contains fixes and the following enhancements. Note that fix packs 2018.4.1.21, 2018.4.1.22, and 2018.4.1.23 were not released. These
fix packs were skipped to resume synchronized release numbering with IBM DataPower®.

Note: You can access the latest files from Fix Packs Available for IBM API Connect v2018.x.

VMware only: You must upgrade to 2018.4.1.20 before upgrading to 2018.4.1.24
On VMware, the only upgrade that is supported for version 2018.4.1.24 is from 2018.4.1.20; you cannot upgrade directly from older releases.

Ability to disable the Portal web endpoint check
When you create or register a Developer Portal service, the Portal subsystem checks that the Portal web endpoint is accessible. However sometimes, for example
due to the complexity of public and private networks, the endpoint cannot be reached. In this instance, you can disable the Portal web endpoint check so that the
Developer Portal service can be created successfully.
To disable the endpoint check, complete one of the following updates depending on your platform:

On Kubernetes
Add the following section to the Portal custom resource (CR) template:

spec:
template:
- containers:
- env:
- name: PORTAL_ SKIP WEB_ENDPOINT VALIDATION
value: "true"
name: admin
name: www

On VMware
In your apicup project, create a file called ptl-extra-values.yaml (or edit the file if one already exists), and add the following section:

spec:
template:
- containers:
- env:
- name: PORTAL_SKIP_WEB_ENDPOINT_VALIDATION
value: "true"
name: admin
name: www

For more information, see Registering a Portal service.
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e What's new in Version 2018.4.1.20
IBM API Connect 2018.4.1.20 contains fixes and the following enhancements.
e What's new in Version 2018.4.1.19
IBM API Connect 2018.4.1.19 includes the following enhancements. Note: 2018.4.1.18 was not released. This fix pack was skipped to resume synchronized
release numbering with IBM DataPower.
e What's new in Version 2018.4.1.17
IBM API Connect Version 2018.4.1.17 includes the following enhancements.
e What's new in Version 2018.4.1.16
IBM API Connect Version 2018.4.1.16 includes the following enhancements.
e What's new in Version 2018.4.1.15
IBM API Connect Version 2018.4.1.15 includes the following enhancements.
e What's new in Version 2018.4.1.13
IBM API Connect Version 2018.4.1.13 includes the following enhancements.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

What's new in Version 2018.4.1.20

IBM® API Connect 2018.4.1.20 contains fixes and the following enhancements.

Note: You can access the latest files from Fix Packs Available for IBM API Connect v2018.x.

Upgrading to 2018.4.1.20 from 2018.4.1.19 on VMware requires intermediate control plane files
Upgrading to 2018.4.1.20 from 2018.4.1.19 on VMware requires intermediate control plane files as explained in the topic, Upgrading API Connect subsystems in a
VMware environment.

Upgrading to 2018.4.1.20 on OpenShift requires upgrading API Connect first
If you are upgrading from 2018.4.1.19 or earlier to 2018.4.1.20 on OpenShift, you must upgrade API Connect before upgrading OpenShift to version 4.10.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

What's new in Version 2018.4.1.19

IBM® API Connect 2018.4.1.19 includes the following enhancements. Note: 2018.4.1.18 was not released. This fix pack was skipped to resume synchronized release
numbering with IBM DataPower®.

Note: You can access the latest files from Fix Packs Available for IBM API Connect v2018.x.

Drupal 9 upgrade compatibility check now added to the Developer Portal upgrade process
A compatibility check has been added to the Developer Portal upgrade process to verify that any additional contributed modules, custom modules, or sub-themes,
declare that they are compatible with Drupal 9. Any Developer Portal sites that contain modules or sub-themes that don't have this version declaration will fail to
upgrade. For information about how to make the Drupal 9 version declaration in custom modules or sub-themes, see Installing Drupal 8 based custom modules or
sub-themes into the Drupal 9 based Developer Portal. For more information about Drupal 9, see About Drupal 9 on the drupal.org website.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

What's new in Version 2018.4.1.17

IBM® API Connect Version 2018.4.1.17 includes the following enhancements.

Note: You can access the latest files from Fix Packs Available for IBM API Connect v2018.x.

Prevent the Access-Control-Allow-Credentials header from being returned in a CORS response
By default, when CORS is enabled for an APL, every response to a CORS request contains the following header:

Access-Control-Allow-Credentials: true

However, the inclusion of this header does not provide optimal security. A new x-ibm-gateway-cors-allow-credentials-when-no-cors-policy API property is provided
to allow you to prevent the return of this header. For more information, see API properties.

Upgrade from Drupal 8 to Drupal 9 content management system
The Developer Portal is now based on the Drupal 9 content management system. This is an in-place upgrade, so no specific steps need to be taken. However, if you
are using additional contributed modules, or custom modules or sub-themes, you should check that they are compatible with Drupal 9, and not using any
deprecated APIs for example. There are tools available for checking your custom code, such as drupal_check on GitHub, which checks Drupal code for
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deprecations. For information about how to make the core version of custom modules or sub-themes compatible with Drupal 9, see Installing Drupal 8 based

custom modules or sub-themes into the Drupal 9 based Developer Portal. For more information about Drupal 9, see About Drupal 9 on the drupal.org website.
Timestamp format changed for Developer Portal restore operations

The timestamp format that is used in Developer Portal restore operations has changed from YYYY-MM-DD HH:MM:SS to YYYYMMDD . HHMMSS. For more information,

see:

e Backing up and restoring the Developer Portal in a Kubernetes environment
e Backing up and restoring the Developer Portal in a VMware environment
e Backing up and restoring the Developer Portal on IBM Cloud Private

New IP security command available in the Developer Portal
IP security is enabled by default, but you can now use an internal Developer Portal command to toggle the IP security between enabled and disabled at the Portal
service level. For more information, see How to manage IP security in the Developer Portal.

Directly navigate to specific APIs and operations in the Open API Explorer Documentation
You can now use the URL to navigate directly to specific APIs and operations in the OpenAPI Explorer Documentation for the API Connect REST APIs. You can also
select the APIs for a specific version by using the drop-down menu in the header bar. See Open API Explorer Documentation for Version 2018.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

What's new in Version 2018.4.1.16

IBM® API Connect Version 2018.4.1.16 includes the following enhancements.

Note: You can access the latest files from Fix Packs Available for IBM API Connect v2018.x.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

What's new in Version 2018.4.1.15

IBM® API Connect Version 2018.4.1.15 includes the following enhancements.

Note: You can access the latest files from Fix Packs Available for IBM API Connect v2018.x.

Planning to upgrade to IBM API Connect V10?
Be sure to review the Upgrade requirements and limitations in the V10 documentation before you begin.

Helm v3 is required
Forv2018.4.1.15, Kubernetes deployments must use Helm v3. For new installations, see Requirements for deploying API Connect into a Kubernetes environment.
When upgrading from a prior version of API Connect, you must upgrade from Helm v2 to Helm v3. See Upgrading API Connect subsystems.

Adding additional documentation to products and APIs
You can embed additional documentation pages within the api swagger documentation. These pages can be base64 encoded strings or markdown strings of the
html content of the page. These pages show up in the navigation, on the left side, underneath the overview for that product or APL, and above the paths. Any styling
that is needed to theme the documentation can be included in the Developer Portal custom theme. For more information, see Using x-embedded-doc to add
additional documentation to products and APIs.

Ability to send API Manager metadata from the Developer Portal
For content created or updated after Version 2018.4.1.13, the Developer Portal propagates more metadata to API Manager for consumerorgs, users, and
applications.

This metadata might be values that the user provided by adding extra fields to content types, or added programmatically by using custom modules.

The benefit of this is that when you add custom fields to consumerorgs, users, and applications, this data is now also stored as metadata in API Manager.
Storing this data allows the Developer Portal to correct or repopulate the custom fields from a webhook or a snapshot.

Detect illegal XML characters in API request headers
A new x-ibm-gateway-inspect-request-headers API property enables the inspection of the HTTP headers in the API request to check for characters in the
header values that are illegal XML characters. By default, there is no inspection, and such characters cause the API request to fail with an HTTP 500 Internal Server
Error, but with this property you can choose to replace these characters with ?, or to have the API request fail with an HTTP 400 Bad Request if any such characters
are found. For more information, see API properties.

Badgerfish support for handling of empty XML elements by the map policy
The x-ibm-gateway-map-xml-empty-element API property provides new options that enable empty XML input element values to be placed into JSON
badgerfish value properties. For more information, see API properties.

New Invoke policy properties for HTTP support
With the DataPower® API Gateway, the Invoke policy now provides the following new properties:

e Restrict to HTTP 1.0: HTTP transactions are restricted to version 1.0.
e Allow chunked uploads: Chunked-encoded documents are sent to the server.

For more information, see Invoke.

Log policy performance enhancements
Rather than sending event data to the analytics server individually, the Log policy now buffers event data and sends it to the analytics server in batches according to
the time interval configured for the Analytics Endpoint on the DataPower API Gateway. For more information on the Log policy, see Log.
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Change to the way in which the sending of client ID and scope to a third party OAuth provider is controlled
A new suppress-parameter header enables you to suppress the sending of client ID and scope to a third party OAuth provider; by default these parameters are
now sent. For more information, see OAuth introspection for third-party OAuth providers

When activating an account through a local user registry, the specified email address must match the invitation email address
When a user activates a Cloud Manager or API Manager account through an API Connect local user registry, the email address that the user enters on the sign up
page must match the email address to which the invitation email was sent, otherwise the account activation fails. Previously, a different email address could be
supplied.
For other user registry types, the user supplies their existing credentials when activating their account and, upon authentication, the API Connect user record is
updated from the backend identity provider.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

What's new in Version 2018.4.1.13

IBM® API Connect Version 2018.4.1.13 includes the following enhancements.

Note: You can access the latest files from Fix Packs Available for IBM API Connect v2018.x.

A tutorial on how to create a drop-down menu link
You can create and use drop-down menus, or nested menus, to enhance the use of your Developer Portal.
For more information, see Creating a drop-down menu link.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Version 2018.4.1 known limitations

This page describes known limitations for IBM® API Connect Version 2018.4.1.

Note: The limitations that are documented on this page will be removed as they are addressed in the IBM API Connect product. For the most up-to-date list of product
limitations, visit the English version of this page.

You cannot upgrade to API Connect 10.0.6.0 or later from from any version of 2018.

A direct upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading to
10.0.6.0.

VMware only: You must upgrade to 2018.4.1.20 before upgrading to 2018.4.1.24
On VMware, the only upgrade that is supported for version 2018.4.1.24 is from 2018.4.1.20; you cannot upgrade directly from older releases.

Override plan rate limits are not displayed in the Endpoint tab
Any override plan rate limits that have been added to your API for individual operations are not displayed in the API Endpoint tab in the UI. Only the plan rate limit is
displayed.

Updates to members in the UI might not automatically refresh

Updates to members in the Cloud Manager and API Manager UIs might not automatically refresh. However, you can click the Refresh icon G to manually refresh
your browser.

APIC repair job fails when streaming-connection-idle-timeout is set to 0
The recommended timeout value is 1 hour. The value is set in the kubelet config file. For information on configuring this setting, see the Kubernetes kubelet
documentation at https://kubernetes.io/docs/reference/command-line-tools-reference/kubelet/.

Viewing multiple dashboards in a non-incognito browser is not supported
Either an incognito (private) browser tab, a separate browser instance, or a full page refresh is required for viewing dashboards in multiple Analytics services
simultaneously.

Default vanity API endpoints are not displayed for a Catalog with Spaces enabled

Limitations in the analytics record of request_body
Logging the API request_body in Analytics is subject to the following limitations:

e A non-xmlrequest body is not supported in the analytics record
e A non-json request body is not supported in the analytics record
e A multipart request body is not supported in the analytics record

An API returns a Content-Type header of unknown
If an API contains a GatewayScript policy that executes an apim. setvariable function call that manipulates message .body, the Content-Type header is set
to unknown. This might cause issues with invoke policy target servers, or the API client. To resolve this problem, you must immediately follow the
apim.setvariable function call with an apim.output function call that specifies the content type of the payload that was written to message . body by
apim.setvariable.

User interfaces behave incorrectly after upgrading to a new fix pack
After upgrading to new fix pack release, the user interfaces might exhibit incorrect behavior such as missing icons, errors when attempting an action, and looping
situations. To resolve this problem, first clear your browser cache before using a user interface, then if the problem persists disable your browser cache.
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An OpenAPI definition that contains regular expression syntax fails validation
IBM API Connect supports the GO regular expression syntax. When you import an OpenAPI definition into the API Designer or API Manager user interfaces, or

validate one with the apic validate, the validation will fail if the OpenAPI source contains unsupported regular expression syntax, with errors that include Does
not match

format 'regex';for example:

- Must validate at least one schema (anyOf) (context:

(root) .paths./example/types.post.parameters.0.schema.properties.items, line: 0, col: 0)

- Must validate one and only one schema (oneOf) (context: (root).paths./example/types.post.parameters.0, line: 46164, col:
21)

- paths./example/types.post.parameters.0.schema.properties.items.properties.pattern Does not match format 'regex'

(context: (root).paths./example/types.post.parameters.0.schema.properties.items.properties.pattern, line: 0, col: 0)

When scaling down a Kubernetes cluster of DataPower gateways, the cluster might enter an unrecoverable state if the peering primary instance is lost
If you are scaling down a Kubernetes cluster of DataPower gateways, you must first complete the following steps to ensure that the peering primary instance is not
lost:

1. List the pods in the cluster; for example:

$ kubectl get pods -n default --selector app=dynamic-gateway-service

NAME READY  STATUS RESTARTS  AGE
rbeb67b8620-dynamic-gateway-service-0 1/1 Running 0 3h31lm
rbeb67b8620-dynamic-gateway-service-1 1/1 Running 0 3h32m
rbeb67b8620-dynamic-gateway-service-2 1/1 Running 0 3h34m

2. Enter the DataPower admin CLI for gateway 0, by entering the following command and logging in at the prompt; for example:

$ kubectl attach -n default -it rbeb67b8620-dynamic-gateway-service-0

w

Switch to the API Connect domain and enter config mode:
idg# switch apiconnect

idg[apiconnect]# config

Global mode

4. Show the gateway peering status; for example:

idg[apiconnect] (config)# show gateway-peering-status

Address Configuration name Pending updates Replication offset Link status Primary
1.2.3.1 gwd 0 18331896 ok no
1.2.3.1 rate-limit 0 3091219 ok no
1.2.3.1 subs 0 3150127 ok no
1.2.3.1 tms 0 3063575 ok no
1.2.3.2 gwd 0 18330948 ok no
1.2.3.2 rate-limit 0 3091067 ok no
1.2.3.2 subs 0 3149975 ok no
1.2.3.2 tms 0 3063257 ok no
1.2.3.3 gwd 0 18330948 ok yes
1.2.3.3 rate-limit 0 3091067 ok yes
1.2.3.3 subs 0 3149975 ok yes
1.2.3.3 tms 0 3063257 ok yes

o

For each of the configuration names, set gateway 0 to be the peering primary instance:

idg[apiconnect] (config)# gateway-peering-switch-primary gwd

The instance is now the primary in the peer group.

idg[apiconnect] (config)# gateway-peering-switch-primary rate-limit
The instance is now the primary in the peer group.

idg[apiconnect] (config) # gateway-peering-switch-primary subs

The instance is now the primary in the peer group.

idg[apiconnect] (config)# gateway-peering-switch-primary tms

The instance is now the primary in the peer group.

6. Show the gateway peering status to confirm the changes; for example:

idg[apiconnect] (config)# show gateway-peering-status

Address Configuration name Pending updates Replication offset Link status Primary
1.2.3.1 gwd 0 19067953 ok yes
1.2.3.1 rate-limit 0 3218172 ok yes
1.2.3.1 subs 0 3277032 ok yes
1.2.3.1 tms 0 3189160 ok yes
1.2.3.2 gwd 0 19067953 ok no
1.2.3.2 rate-limit 0 3218172 ok no
1.2.3.2 subs 0 3277200 ok no
1.2.3.2 tms 0 3189160 ok no
1.2.3.3 gwd 0 19069241 ok no
1.2.3.3 rate-limit 0 3218172 ok no
Lo2:808 subs 0 3277508 ok no
1.2.3.3 tms 0 3189312 ok no

Truststore and keystore settings in a shared TLS client profile are not reflected in API Manager
If you create a shared TLS client profile in the Cloud Manager user interface and assign a truststore and a keystore, these truststore and keystore settings are not
reflected in that TLS client profile in the API Manager user interface and cannot be set there. Furthermore, the TLS client profile list views display the value shared
for the truststore and keystore rather than the correct values. To workaround this problem, create the truststore, keystore, and TLS client profile separately for each
provider organization in the API Manager user interface, then enable the TLS client profile in your Catalogs as required.

An invited Space owner cannot work with consumer organization groups
If you enable Spaces in a Catalog and invite a user with Space Owner permission, the invited user cannot create, edit, or manager consumer organization groups,
and cannot add consumer organizations to an existing consumer organization group.

Install Assist utility not supported on Windows when upgrading to v2018.4.1.10
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A known limitation prevents successful use of the Windows platform version of the Install Assist utility, when upgrading to v2018.4.10. The workaround is to use a
Linux or macOS version of the binary to complete the upgrade.

The apic cloud-settings:topology command doesn't return a topology object
If you use the apic
cloud-settings: topology command without a --format parameter, it returns only the string CloudTopology rather than the cloud topology. To retrieve the
topology object, include the --format parameter, with a value of either yaml or json as required.

The apic cloud-settings:mail-server-configured command response is incorrect
If you use the apic
cloud-settings:mail-server-configured without a --format parameter, it returns only the string MailServerConfigured rather than a boolean value
to indicate whether an email server has been configured in the cloud settings. To retrieve the correct response, include the --format parameter, with a value of
either yaml or json as required.

API Designer user interface might not open correctly if there are badly formed OpenAPI YAML files in the startup directory
If, when launching the API Designer user interface, the startup directory that you select contains one or more badly formed OpenAPI YAML files, the interface might
fail to load correctly, with an error such as the following:

Cannot read property 'type' of null
To resolve this problem, remove any invalid OpenAPI YAML files from the startup directory, then restart the API Designer user interface.

Pagination setting is global across the API Connect user interfaces
If you set the Items per page value on any page in either the Cloud Manager or API Manager user interface, that setting is then applied to all pages in both user
interfaces in the same browser session. If you want to set the value separately for a specific page, open it in a private browser window. Such a setting in a private
browser window is specific to that window and is lost when the window is closed.

In Catalina, testing the WSDL-SOAP flow in designer assembly editor has no dependencies
In Catalina, for designer, if you want to use test functions inside the assembly editor for the WSDL-SOAP flow, the Invoke button is disabled. Also, you cannot
generate the parameter body.

To resolve this situation, you can directly publish the WSDL-SOAP APIs to the API Manager UL Then, use the test function inside the API Manager UI - Assembly
Editor. However, when you generate the body you must remove the comments <-- ... -->,asin some cases the comments are not processed correctly.

The User Security policy in API Designer does not make user registries available for selection
If, in the API Designer user interface, you add a User Security policy to an API assembly, the User registry list in the policy configuration window does not contain
any user registries to select from. To work around this problem, add the user registry to the policy directly on the Source tab; define the following property in the -
user-security: policy configuration:

user-registry: user registry name

where user_registry_name is the value of the name property of the required user registry.

Ingress timeout settings might need adjustment to enable improved synchronization in Version 4.1.8
API Connect Version 4.1.8 contains a set of core updates designed to improve synchronization, and to strengthen stability and data integrity. Due to the changes,
we recommend increasing the ingress time-out settings if you see 504 or 409 errors when trying to create or delete a provider organization or catalog. The
increased stability also means that APIs and Products take longer to process, compared to versions prior to 2018.4.1.8.

To change ingress timeout settings, see the section "Kubernetes/ingress-nginx ingress controller config.map settings" in the topic Kubernetes ingress controller
prerequisites.

Upgrade of management server to Version 2018.4.1.8 can take longer than during previous upgrades
The upgrade of the management server from prior versions to Version 2018.4.1.8 may take longer than during previous fix pack upgrades. The extended time is due
to underlying schema changes, and can be as long as several hours for long established deployments with a large amount of data.

Manual backup required when upgrading to Version 2018.4.1.8 iFix 2 or later
When upgrading to Version 2018.4.1.8 iFix 2 or later, you must complete a manual backup just prior to starting the upgrade. The manual backup is required
because the upgrade can take an extended period of time. See Requirements for upgrading on VMware and Requirements for upgrading on Kubernetes.

Manual backup required when increasing memory allocation for the management database on Version 2018.4.1.8 iFix 2 or later
When changing memory allocation for the management database on Version 2018.4.1.8 iFix 2 or later, you must complete a manual backup just prior to changing
the allocation. See Increasing the memory allocation for the management database on VMware and Increasing the memory allocation for the management
database on Kubernetes.

If you are using API Connect v2018.4.1.8 or later, there can be a temporary delay in data sync between Management server and other services
Because of changes to improve stability, certain conditions can cause a temporary delay in the syncing of data between the Management server and other services
such as the Gateway or Developer Portal. For example, there can be a temporary delay before a newly published Product runs on the Gateway, or is displayed on
the Developer Portal. No action is needed to resolve the delay. Wait a few minutes and the Gateway and Developer Portal should be back in sync.

Deletion of organizations, catalogs, and applications can fail
The deletion of organizations, catalogs, or applications can fail, if they or resources inside them (like draft APIs inside provider organizations) were created with
Version 2018.4.1.6 or earlier. This problem does not exist if organizations, catalogs or applications, and resources inside them were created with Version
2018.4.1.7 or later. For Version 2018.4.1.6 or earlier, internal locks can remain in place and prevent successful deletion. If you encounter this problem, please
contact IBM Support and open a support ticket. IBM Support can help you to clear the locks so that the deletions complete successfully.

Management of refresh tokens not available in the UI
You must use the command line interface (CLI) to enable and manage refresh tokens. The use of refresh tokens is supported in API Manager, API Designer, the
Developer Portal, and the CLI Toolkit, provided that the user logs in with a non-OIDC Provider user registry. If the registry type used for user login is OIDC, then the
refresh setting is ignored. When the token expires, the user is always redirected to the login page. For more information, see Specifying cloud settings for refresh
tokens.

The Applications page doesn't indicate how many applications there are in the list
On the Applications page in a Catalog, there is no indication of how many applications there are in total. Therefore, if the total number of applications exceeds the
Items per page setting, the list is incomplete with no indication that there are further applications that aren't displayed. To ensure that you view all applications, set
the Items per page setting to the maximum value, then use the next page arrow to scroll through the complete list.

The API republish icon isn't enabled after an API update
If you make a change to an API definition in the Assemble view and save your changes, the API republish icon might not be enabled automatically, preventing you
from republishing your updates. In such situations, enable the republish icon by refreshing the page, or by navigating to another view and then returning to the
Assemble view.

Upgrade of DataPower API Gateway to Version 2018.4.1.7 or later requires installation of the DataPower monitor pod
API Connect Version 2018.4.1.7 introduces a new monitor pod for DataPower API Gateway. The monitor pod is required for all deployments of Version 2018.4.1.7
on Kubernetes. Installation of the monitor pod is required when upgrading DataPower Gateway from prior versions to version 2018.4.1.7 or later. For upgrade
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instructions, see Upgrading API Connect in a Kubernetes environment.

Enablement of DataPower Gateway high performance peering on a currently deployed system requires interruption to API transaction processing.
API Connect Version 2018.4.1.7 introduces high performance peering to DataPower API Gateway. If you do not enable high performance peering during initial
installation, you can reconfigure to enable it later. Note that the reconfiguration process requires an interruption to API transaction processing, so you should plan
accordingly. For Kubernetes, see Enabling high performance peering for DataPower API Gateway on Kubernetes. For VMware environments, see Enabling multiple
peering objects on gateway services external to Kubernetes.

Setting resource limits in Kubernetes can cause containers to behave oddly at run time
In Kubernetes, you can set resource limits for each container. However, limiting CPU means that the container processes might slow down if they try to use too
much. Limiting memory means that the Kubernetes code kills processes that try to allocate memory that would take the container over its limit. These limits can
result in odd behavior such as the containers continually trying to start a daemon process, such as nginx or node, and exiting with success immediately.

Field validation for the Client security policy is incorrect
When configuring a Client Security policy in an API assembly in the API Designer or API Manager user interfaces, there is the following incorrect validation behavior:

e The ID Name field is required, but the API definition can be saved without entering a value in the field.

e The Secret Name field is required only when the Secret Required option is selected, but the user interface indicates that the Secret Name field is required
regardless. Furthermore, when the field is required, the API definition can be save without entering a value.

o If the Authenticate Client Method is set to Third party, the User Registry Name field is required, but the API definition can be saved without entering a value
in this field.

The title of a WSDL API can't be changed
If, when editing a WSDL API definition, you attempt to change the Title field, an error is returned. You can, however, change the title by modifying the title
property in the OpenAPI source on the Source tab.

A WSDL API cannot be saved as a new version
If, when editing a WSDL API definition, you attempt to change the Version field, or use the Create new version option, an error is returned.

User interface URL returns 404 error on OpenShift
If IBM API Connect is deployed to an OpenShift environment, attempts to open the API Manager user interface at the URL https://api_manager ui_endpoint
returns a 404 error because the redirect to the full URL fails. To avoid this problem, use the full URLs for the user interfaces, as follows:

e API Manager user interface: https://api_manager ui_endpoint/manager
e Cloud Manager user interface: https://cloud admin ui_endpoint/admin

User interface does not provide the option to assign roles when inviting Space members
When you invite a user to join as a member of a Space by using the API Manager user interface, it is not possible to assign roles to the user. This means that when
the user receives the invitation, activates their account, and logs in, they have no permissions. To resolve this problem, assign the required roles to the user after
they have activated their account, by selecting the roles alongside the user on the Members page in the Space.
You can, however, assign roles when adding a member to a Space, and when adding or inviting members to a Catalog.

Requests that take longer than the value of the nginx timeout cause a 409 error
Requests that take longer than the value of the nginx timeout can cause a 409 error, such as:

Another request is operating on portal-subsystem-03729230-4df7-4419-94c9-e7691b616382 with the same name,
please try again.

The error occurs because the ingress controller is sending a repeat request when the previous one timed out. Your request will still continue processing in the
background.

In some scenarios, applications crash due to lack of sufficient memory for Cassandra
Some applications that consume extensive amounts of memory can crash because the memory requirements exceed the memory allocation for Cassandra. For
example, a large number of subscription tables, or upgrade requirements. Sample error from Cassandra logs:

r7430a60641-apiconnect-cc-0.log:io.netty.util.internal.OutOfDirectMemoryError:
failed to allocate 16921 byte(s) of direct memory (used: 67100185, max: 67108864)

Workaround: Choose one of the following:

e Allocate more memory on Cassandra. See Increasing the memory allocation for the management database.
e Scale up Cassandra by adding a node, which increases the memory in the cluster

Adding members to a provider organization might fail
When adding members to a provider organization, the Cloud Manager user interface lists the current owner and members as well. If existing members are selected,
the add action will fail.

Upgrading with new certificates breaks analytics ingestion
If the analytics subsystem certificates are modified after installation ( by using the apicup certs set command, followed by the apicup install command to deploy
the change to the cluster), the analytics ingestion ingress will no longer be recognized by the Gateway. The analytics service must be re-registered in the Cloud
Manager interface so that the new certificates are recognized.

Publishing a large Product might result in an out of memory error
Publishing a Product that contains large numbers of APIs might result in an out of memory error. To resolve this problem, divide the Product into multiple Products
with fewer APIs, or increase or tune the memory settings for API Connect/Cassandra.

Users are not logged out of the user interfaces after tokens expire
If an API Manager or Cloud Manager user interface session times out, the user does not get redirected to the login page and might see an error. To redirect to the
login page, refresh the browser window.

User interfaces are not supported in Microsoft Edge
The API Manager and Cloud Manager user interfaces are not supported in the Microsoft Edge web browser. To work in the user interfaces, use a different browser.

New gateways cannot connect to existing gateways after the gateway peering certificates are changed
Changing the gateway peering SSL certificates after gateway installation causes new gateways to be unable to connect to existing gateways, resulting in an outage.
A full restart of the gateway StatefulSet (by deleting all the StatefulSet pods) is required for the gateways to come back online.

Changes to an OAuth provider are not reflected in the consuming APIs
If you modify the endpoints, scopes, or grants for an OAuth provider, the APIs that consume that OAuth provider will be affected. You might need to update the
consuming APIs accordingly.

Deletion of a non-empty provider organizations, Catalogs, or Spaces might fail
The deletion of provider organization, Catalog, or Space that contains a large number of resources might fail. Before deleting provider organizations, Catalogs, or
Spaces, first delete the contained resources.

No option to bulk delete APIs or Products
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In the API Designer and API Manager user interfaces, there is currently no option to delete multiple APIs or Products in a single operation; in the user interfaces,
APIs and Products must be deleted individually. However, you can bulk delete APIs and Products by using the REST API or CLI interfaces.

Cannot publish an imported API that was generated with IBM API Connect Version 5.0 LoopBack®
If you import an API YAML file that was generated with IBM API Connect Version 5.0 LoopBack, attempts to publish the API fail. Before publishing, remove the
catalogs section, and the invoke policy named t1s-invoke-profile, from the YAML source of the API definition; for example:

catalogs:
apic-dev:
properties:
runtime-url: $(TARGET_ URL)
sb:
properties:
runtime-url: 'http://localhost:4001

Can't publish an API that has duplicate security definition entries
The API Designer and API Manager user interfaces allow you to add duplicate security definitions to an API. However, attempts to publish the API will fail with
OpenAPI validation errors. Ensure that the security definitions in an API are unique.

API import can fail if there are validation errors
Validation errors in the OpenAPI definition of an API can cause the importing of the API to fail. The errors must be corrected in the OpenAPI source before the API
can be imported successfully. You can use the apic
validate CLI command to validate the OpenAPI definition before importing.

Kubernetes might excessively evict pods
In Kubernetes, if insufficient memory, CPU, or storage resources are provided then pods are evicted randomly. To avoid this problem, allocate sufficient resources
to the pods. In addition, there are known issues with log rotation in Kubernetes that are documented here:
https://github.com/kubernetes/kubernetes/issues/59902. The lack of log rotation can cause logs to grow, limited only by the amount of storage on the node,
eventually causing pods to restart. Therefore ensure that appropriate log levels are configured for all API Connect components.
You may also follow the instructions described here https://success.docker.com/article/how-to-setup-log-rotation-post-installation to set the maximum size of the
log before it is rolled (max-size) and the maximum number of log files that can be present (max-files). More information about the Docker JSON File logging driver is
available here: https://docs.docker.com/config/containers/logging/json-file/.

A Product that was defined in API Connect Version 5 might fail to publish
If you import a Product and it's referenced APIs, and the Product and APIs were defined in API Connect Version 5, attempts to publish the Product fail because the
API references are lost from the Product. To resolve this situation, add the APIs to the Product, by using either the Product Design page or Source page, before
publishing again.

API Manager pods might restart due to an out of memory condition
It is possible that during heavy workloads over long periods of time the API Manager pods might reach an out-of-memory condition causing them to restart. The
multiple node design of the environment will handle the load while the pod restarts.

Changing the analytics association for a Gateway service might result in an error 504
If you change the analytics association for a Gateway service in the Cloud Manager user interface, and the Gateway service is enabled in multiple Catalogs, the user
interface operation might timeout with an error 504. However, the operation itself completes successfully.

The migration of many subscriptions in a single operation might fail
If you use any of the following CLI commands, or their API Manager user interface equivalents where available, and the resulting number of application
subscriptions that need to be migrated is large, the operation might fail:

e apic products:replace
¢ apic products:execute-migration-target
e apic products:migrate-subscriptions

You can resolve the problem in either of the following ways:

e Use the apic products:migrate-subscriptions to migrate the subscriptions in small batches. If you are replacing a Product, repeat the apic
products:replace command after migrating all the subscriptions.

e Seta migration target, by using either the apic products:set-migration-target command or the Set migration target operation on the Product in the API
Manager user interface. to allow users to migrate their subscriptions individually.

The deletion of many subscriptions in a single operation might fail
If you use any of the following CLI commands, or their API Manager user interface equivalents where available, and they result in many consumer organizations
needing to be deleted in turn, the operation might fail:

e apic orgs:delete

e apic catalogs:delete

e apic catalogs:clear

e apic spaces:delete

e apic spaces:clear

* apic consumer-orgs:clear

The operations might fail due to the large number of child resources that need to be deleted in conjunction with the resources you are trying to delete. As a
workaround, delete the child resources, such as the consumer organizations, individually prior to deleting the parent resource.

Logging in to the API Connect user interfaces fails when using the Safari web browser
If you are using the Safari web browser and a Basic Authorization header exists for the same DNS domain in which API Connect is running, attempts to log in to the
API Connect user interfaces, or to sign up by using an activation link, fail. To avoid this problem, use an alternative web browser.

Endpoints cannot be changed by using APICUP after they have been configured in Cloud Manager
The changing of endpoints with APICUP after they have been configured in Cloud Manager is not supported. Any such endpoint changes will not be propagated to a
running deployment.

If the name of an API is changed, Products that contain the API fail to publish
If you change the x-ibm-name field of an API in the Source tab, or you change the Title field of an API in the Design tab, thereby causing the x-ibm-name field to
be updated, any Products that contain the API fail to publish because the API name reference in the Product is not updated. To resolve this problem, open the
Source tab for the Product and update the API name references to match the new name.

If an API is deleted from a Product, it is not deleted from Plans in the Product
If an API is deleted from a Product, it is not deleted from any Plans in the Product that contain that API. After deleting an API from a Product you must manually
delete the API from any Plans to which it was previously added.

The apicup utility appears to hang after executing a backup or restore command
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On Version 2018.4.1, the apicup utility might appear to hang after you run a backup or restore command. You can verify that apicup is still running, or
succeeded:

e For a backup command, such as apicup subsys exec backup:
o Verify that the backup job is created. Enter kubectl get jobs -n <namespace> and verify that the job successful status is 1.
o Verify that the backup pod is created. Enter kubectl get pods -n <namespace>
-a and verify that the pod status is either still running or completed.
e Forarestore command, such as apicup subsys exec restore:
o Verify that the restore job is created. Enter kubectl get jobs -n
<namespace> and verify that the job successful status is 1.
o Verify that the restore pod is created. Enter kubectl get pods -n <namespace>
-a and verify that the pod status is either still running or completed.

Unenforced APIs are not supported in the user interfaces
The setting of the Enforced API option to false, meaning that the API is to run on a gateway other than an API Connect gateway, is not currently supported in the
API Designer or API Manager user interfaces. Attempts to publish, from the user interfaces, a Product that contains a non-enforced API will fail. To publish such a
Product, use the developer toolkit CLI, or the REST APIs.

The API Designer user interface cannot be used with an OIDC user registry
You cannot use an OIDC user registry for logging in to the API Designer user interface. Either configure a non-OIDC registry for API Designer use, or use the
equivalent capability in the API Manager user interface.

API Designer limitation when running on IBM Cloud
API Designer cannot establish a connection to the management server in order to create a cloud connection when the management server is running on the IBM
Cloud platform.

Terms of use cannot be enforced for OIDC Developer Portal users.
You can configure terms of use for users of the Developer Portal so that the user must accept the terms and conditions before they can register or log in. This
feature does not work if the user is using OIDC.

For more information, see Forcing new users to accept terms and conditions.

An OAuth provider fails if the resources that it references aren't enabled in the Catalog
If you enable an OAuth provider in a Catalog then any resources that it references, such as API user registries or TLS client profiles, must be enabled in the same
Catalog; if not, then although the OAuth provider might publish successfully it will fail at run time. For information on enabling resources in a Catalog, see Creating
and configuring Catalogs.

API Connect does not support resizing storage capacity or modifying storage class of the Cassandra database
If you updated cassandra-volume-size-gb or storage-class in apiconnect-up.yml prior to upgrading the management server, the upgrade completes
successfully but the Cassandra servers are not upgraded. You can correct this problem by following the troubleshooting steps in Upgrading in a Kubernetes
environment.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Available deployment options of API Connect

IBM® API Connect is offered as several deployment options, depending on your needs.

V2018 Reserved Instance

IBM API Connect V2018 Reserved Instance offers an individual API Connect instance that runs on IBM-managed infrastructure. V2018 Reserved Instance provides value
by balancing the flexibility of a shared V2018 Reserved Instance infrastructure with the isolation of a single-tenant deployment based on the topology and functionality of
API Connect.

V2018 Reserved Instance offers the following key features:

e Common log-in with other IBM services that use IBMid.

e Isolation from other users of the IBM Cloud public service.

e Managed, monitored, and operated by the API Connect Operations team.

o Deployed across multiple pods within the datacenter-zone for resilience.

e Optionally deployed as a High Availability (HA) deployment with a 99.95% SLA, for an additional cost.

For more information, see the API Connect V2018 Reserved Instance documentation.

IBM Cloud Private

The IBM Cloud Private format provides some of the advantages of the public cloud, but with more security and control. The IBM Cloud Private deployment includes the
following key features:

e Cloud environment that is set up on a private server.
e Security precautions can be added, including a private firewall.
e Control the timing of updates.

On premises

The on premises format provides an installed version of API Connect. The on premises deployment includes the following key features:
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e Highest level of security, as it is installed on your company server that can be behind a firewall.

e Control the timing of updates.

Comparison table

The following table provides a convenient comparison of the different formats:

Feature V2018 Reserved Instance | IBM Cloud Private | On-premises
Managed by IBM operations | Yes No No
Additional P-Orgs By request Yes Yes
Shared gateways No No No
Single Tenant gateways Yes Yes Yes
Remote gateways Yes Yes Yes
VPN connectivity No Yes Yes
Single-DC HA Yes Yes Yes
Multi-DC HA Available at an extra cost | Yes Yes
Custom branding Yes Yes Yes
CMC access No Yes Yes
API Manager access Yes Yes Yes
DataPower UI access No Yes Yes
User-defined policies Yes! Yes Yes
Gateway log offload Yesl Yes Yes
Analytics offload Yesl Yes Yes
Custom extensions Yesl Yes Yes

1 1f any custom code is required for these features, IBM agrees to apply code (supplied by you) to your reserved instance of API Connect; however, IBM cannot write or
maintain custom code in the SaaS environment.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

API Connect concepts

To help you get started, read about the API Connect concepts and obtain a high level understanding of the API management solution.

API Connect uses a proprietary packaging strategy for creating and publishing collections of APIs.

e API Connect components
The API Connect components provide a unified user experience across the API lifecycle. Changes in one stage of the API lifecycle are automatically reflected in the
other components of API Connect.

e API Connect: End-to-end solution example
This example summarizes the concepts relating to the creation and use of APIs in the API Connect on-premises solution. It depicts the workflow and highlights
some of the default roles for the tasks completed during the API lifecycle.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Packaging strategy and terminology in API Connect

API Connect uses a proprietary packaging strategy for creating and publishing collections of APIs.

The packaging strategy supports API providers in meeting the requirements of the API consumers. An understanding of the concepts and terminology behind the
packaging strategy is required before developing and deploying APIs using IBM® API Connect.

The following sections describe the concepts and terminology behind the packaging strategy for IBM API Connect:

* APIs

e Plans and Products

e Catalog and Spaces

e Organizations and users

e LoopBack® applications

e Sample provider organization with two Catalogs

APIs

An Application Programming Interface (API) is an industry-standard software technology. An API is a set of routines, protocols, and tools for building software
applications. An API specifies how software components interact and provides quick access to common assets and processes. APIs can be public (such as offered on
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GitHub), can require client credentials, or can be kept private within an application. Thus, APIs are classified as external (public), partner (protected), or internal (private),
based on how they are consumed.

An API is composed of operations, called methods, which are offered in one of the following styles in API Connect:

e AREST APILis structured according to the principles of Representational State Transfer. REST APIs use HTTP or HTTPS requests to PUT, GET, POST, and DELETE
data (also referred to as CRUD operations). REST identifies resources using URIs. Data can be described in a variety formats (XML, HTML, JSON, TXT, etc.), with
JSON being the popular choice. REST APIs specify MIME (Multipurpose Internet Mail Extensions) types. REST is platform- and language-independent and works
across firewalls using HTTPS. REST APIs leverage HTTP standards for security, caching, and status codes. HTTP clients and servers are available for all major
programming languages and operating system/hardware platforms. REST implementations are easily scaled due to use of HTTP and browsers as a uniform
interface.

e A SOAP (Simple Object Access Protocol) API is a web service that is exposed as an API. SOAP interfaces are described in WSDL (Web Services Description
Language) format. The WSDL is an XML document describing the structure for headers, messages, URL endpoints, and datatypes used to access a web service.
SOAP is considered more secure than REST as it supports WS-Security as well as SSL. SOAP also contains WS-Reliable Messaging for reliability, rather than relying
on retrying the operation (as does REST). SOAP requires a client application and is better suited for enterprise applications that require secure transactions.

APIs can be versioned and packaged into multiple Products for distribution to API consumers on the Developer Portal. For information about creating and managing APIs,
see Developing your APIs and applications and Managing your APIs.

Plans and Products

Plans and Products are proprietary packaging constructs that are unique to API Connect. API providers use Products to offer one or more APIs to the application
developers who will consume the APIs (API consumers). The providers use Plans to control access to APIs and to manage API usage. Products are packages that contain
both the APIs and the accompanying Plans. See Working with Products.

To make an API available to an application developer, it must be included in at least one Product and at least one Plan.
Plans perform the following functions:

e Control which APIs an application developer can use

e Make available a collection of operations from one or more APIs

e Apply rate limits to APIs to differentiate between offerings

¢ Implement different rate limits to specify how many requests a consuming application is allowed to make during a specified time interval

Plans can use differing rate limits to provide different levels of service to API consumers. For example, a "Demo Plan" might enforce a rate limit of ten calls per minute,
while a "Full Plan" might permit up to 1000 calls per second.

A Product in API Connect bundles a set of APIs and Plans into one offering that is intended for a particular use. You can create Plans only within Products, and these
Products are then published in a Catalog. The following rules apply for the relationship between Products and Plans:

e APlan can belong to only one Product.
e A Product can have multiple Plans that each contain a different set of APIs.
e APlanin one Product can share APIs with Plans from any other Product.

Multiple Plans within a single Product provide different levels of performance for the same offering. For example, a Product can include a "Demo Plan" that makes a single
API available, and a "Full Plan" that makes several APIs available.

Products are used to manage the lifecycle of the APIs they contain. The states in the Product lifecycle include draft, staged, published, deprecated, and retired. A Product
in draft state is moved to the staged state when it is staged to a Catalog. A Product moves to the published state when the Product is published. The APIs in a Product
become accessible to API consumers when the Product is in the published state and they then become visible on a Developer Portal. After a Product is published,
application developers can use the Developer Portal to gain access to its APIs by registering applications to one or more Plans in the Product.

The following diagram illustrates the hierarchy of Products, Plans, and APIs.

Plan 1A Plan 24 Plan 2B
- T
AP API 2 AP 3

For more information about managing the lifecycle of Products, see Working with Products in the API Manager.

Catalogs and Spaces

A Catalog contains a collection of Products. Catalogs are staging targets through which Products (together with the accompanying Plans and APIs) are published on a
Developer Portal. Catalogs are used to separate Products and APIs for testing before publishing them on a Developer Portal. In a typical workflow, an API provider uses a
development Catalog when developing and testing APIs, and uses a production Catalog for publishing APIs that are ready for external use. Each Catalog has an associated
Developer Portal for exposing the published Products. A Catalog includes runtime capability through an associated gateway service that handles any API requests for the
APIs in that Catalog.

API Connect includes a syndication feature that enables API providers to partition a Catalog into multiple staging targets (or Spaces) for API development purposes. Each
API provider development team can use its own dedicated Space to manage its Products independently of other teams. A Space has its own set of capabilities relating
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specifically to the Products and APIs that are created and published to that Space. Products and APIs in all Spaces in a given Catalog are published to the same Developer
Portal. Spaces are not visible on the Developer Portal. Application developers who consume the APIs on the Developer Portal are unaware of the Space configuration used
by the API Developers. On the Developer Portal, the APIs are seen as a coordinated offering within a Catalog.

For more information about Catalogs and Spaces, see Working with Catalogs and Using syndication to partition Catalogs into Spaces.

Organizations and users

In the context of API Connect, there are two types of organizations: provider and consumer. An organization can encompass a project team, department, or division.

A provider organization owns APIs, and associated Plans and Products, and can additionally own provider applications that are called by APIs. To complete the various
functions in the API lifecycle, a provider organization assigns responsibilities for certain tasks. Some standard responsibilities within a provider organization include:

e A provider organization owner who has the full set of access permissions to API Connect functions, and can also commission APIs and track their business
adoption.

e API developers who design and develop APIs and applications for the provider organizations to which they belong.

¢ Anadministrator who manages the lifecycles of APIs and publishes APIs for discovery and use.

e A'"community" manager who manages the relationship between the provider organization and application developers, provides information about API usage, and
provides support to application developers.

A consumer organization owns only developer applications, and consumes the APIs and applications produced by the provider organization. Standard responsibilities
within a consumer organization include:

e A consumer organization owner who adds application developers to the consumer organization, views the Products and APIs that the provider organization has
made available on the Developer Portal, and subscribes to APIs to use them in applications.

e Application developers who view the Products and APIs that the provider organization has made available on the Developer Portal, and subscribe to use these APIs
in applications.

The provider and consumer organization responsibilities map to roles within API Connect. Some roles are independent of an organization; for example, an administrator

who manages the cloud infrastructure and keeps the system running. For information about the full set of defined roles and access permissions, see API Connect user
roles.

Users have an existence in the API Connect ecosystem that is independent of an organization. A user can be a member of more than one provider or consumer
organization.

There can be multiple provider organizations in one API Connect cloud, to provide an API development environment for each line of business of an enterprise. The API
Connect cloud is a collection of servers that comprise an API Connect installation, including the configuration information and metadata that they contain. The cloud
infrastructure is shared by all organizations, and managed independently of them (by a cloud or system administrator). The following diagram shows the relationship
between the provider organizations, consumer organizations, and users. The clusters shown are logical groupings of servers with the same capability.

Anatomy of the IBM API Connect cloud
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For more information about organizations, see Administering provider organizations and Administering consumer organizations.

LoopBack applications

In addition to APIs, provider organizations can also create applications (with associated APIs), which are built using Node.js and Java technology. When published, these
APIs and applications are called by developer applications. The developer applications contain client code that accesses APIs to interact with a service, system, or
content. The developer applications are typically mobile or web applications that use the HTTP protocol.

For information about creating LoopBack applications, see Creating APIs and applications.

Sample provider organization with two Catalogs

The following diagram shows an example for how APIs, Plans, Products, Catalogs, and Spaces fit within provider and consumer organizations. In this example, two
Catalogs are created in the provider organization to act as staging targets for different sets of requirements.

e Catalog 1 does not require separation of the Products for use by individual provider development teams, and so does not have Spaces enabled. API developers with
access to this Catalog create draft APIs, and stage and publish them as Products to the Catalog. Several consumer organizations are granted permission to explore,
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discover, and use the published Products and APIs. In each of the consumer organizations, the published Products and APIs from Catalog 1 are exposed on a single
Developer Portal.

Catalog 2 is partitioned into two Spaces (X and Y) so that two provider development teams can manage their Products independently. These teams stage and
publish their APIs (as Products) separately to the individual Spaces, to make them accessible to application developers in multiple consumer organizations. In each
of the developer organizations, the published Products and APIs from both Spaces are exposed in the same Developer Portal, and application developers who
access this portal will see the APIs from both Spaces as a coordinated offering.
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¢ Understanding rate limits for APIs and Plans
In API Connect, you can configure rate limiting on APIs and Plans to manage network traffic and API usage.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Understanding rate limits for APIs and Plans

In API Connect, you can configure rate limiting on APIs and Plans to manage network traffic and API usage.

What are rate limits and burst limits?

A rate limit is the maximum number of calls you want to allow in a particular time interval. Setting rate limits enables you to manage the network traffic for your APIs and
for specific operations within your APIs. API Connect supports two types of rate limiting:

Rate limit

A specified number of calls to be accepted within a defined time period; for example, 100 calls per minute. In API Connect, rate limits can be defined as unlimited,
or with a specified number of calls per second, minute, hour, day, or week. When the limit is reached, no more calls are accepted from that customer until the
beginning of the next time period. For example, you might want to permit a total of 2000 calls per hour (rate limit). If a customer makes 1000 calls in the first 10
minutes, they cannot complete any more calls until the hour has expired.

Burst limit
A rate limit that is applied to a very small time period. In API Connect, burst limits are defined for multiples of seconds or minutes. When a burst limit is reached,
calls are not accepted until the time period has expired. Once that pause is over, calls continue to be accepted until the rate limit is reached. Configuring a burst

limit prevents usage spikes and ensures that the rate limit is evenly spread across its overall time period. For example, you might want to permit a total of 1000
calls per hour (rate limit) and a maximum spike of 50 calls per second (burst limit).

Where can you apply rate limits?
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You can configure rate limiting at several levels of an API and the Plan containing it. Use the different settings to fine-tune your rate limits for your customers and
environment. The more granular settings on APIs override the settings defined in a Plan that contains that API. For example, if you set a rate limit to 100 calls per minute
on a Plan, that limit only affects APIs in the Plan that don't already have a more granular rate limit defined. The following list explains where you can configure rate limits,
in decreasing levels of granularity:

1. API assembly
You can define a rate limit within the API's assembly (its process flow). This is useful when you want to dynamically set the rate limit based on a GatewayScript
action; for example, you might want to increase the base rate limit only for certain users, IP addresses, or server names. For more information on configuring a rate
limit on an API assembly, see the following documentation:

e Rate Limit policy,

N

. Plan: API path and operation
You can define a rate limit for a specific path and operation of an API within a Plan; for example, you might allow unlimited calls to a GET operation but enforce a
limit on PUT operations for the same APL. You can even define multiple rate limits on the same path and operation. For more information on configuring rate limits
on API paths and operations within a plan, see the following topics:

e Defining rate limits for an API operation
e Describing Plans in your Product
3. Plan: all APIs
You can additionally define a general rate limit at the Plan level. This limit is applied as a default for each API in the plan. Any rate limit defined at a more granular
level overrides the general Plan-level limit. For more information, see Editing a draft Product.

Note: If the subscriber changes to a different Plan, only the Plan-level rates limit are reset. If there is a rate limit specified in the API's definition or assembly, that
rate limit is still enforced under the new Plan.

How can you test rate limits?

When you're ready to test rate limits on an API or Plan, make sure you deploy it in a test Catalog where automatic subscriptions are not enabled. Execute a larger number
of calls than specified by your rate limit, within a shorter period of time. Then verify that calls exceeding the limit were not accepted. If you enabled the use of a hard limit,
each API call that is over the limit is returned with an error message.

The built-in test application that is used by the API Manager and API Designer Test tool is not subject to rate limits if you enabled automatic subscriptions for the Catalog
where you are testing. To ensure that your rate limits are applied as intended, create a new test Catalog that requires manual subscriptions and test your API and Plan
there. For more information on creating and configuring Catalogs, see Working with Catalogs.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

API Connect components

The API Connect components provide a unified user experience across the API lifecycle. Changes in one stage of the API lifecycle are automatically reflected in the other
components of API Connect.

e Cloud Manager

e The developer toolkit

e API Manager

e API Gateways

e Runtime

e Developer Portal

e API Analytics

e Typical tasks per interface component
e API Connect server requirements

Cloud Manager

The API Connect Cloud Manager component is used to manage the API Connect on-premises cloud. The Cloud Administrator uses this UI to:

¢ Define the cluster of Management servers, Gateway servers, and containers that are required in the cloud, and configure the topology. For information about
Management servers and Gateway servers, see API Connect server requirements. For information about containers, see Runtime.

e Manage (modify, move, remove, restart, reboot) the servers in the cloud.

e Monitor the health of the cloud.

¢ Define and manage the provider organizations that develop APIs. (Assigned managers or owners of provider organizations can also complete this task.)

¢ Define additional cloud administrators, or set up users with roles that enable access to specific capabilities.

e Add user registries for authenticating users and securing APIs, and configure the secure transmission of data (for example, through websites).

For more information about the Cloud Manager, see Managing your cloud.

The developer toolkit

The developer toolkit provides the tools for modeling, developing, and testing APIs and LoopBack® applications. The developer toolkit includes a command line interface
(CLI). It also incorporates LoopBack, an open source Node.js framework.
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API developers use the API management functions in the API Manager or the CLI to create draft API definitions for REST and SOAP APIs, or for OAuth provider endpoints
that are used for OAuth 2.0 authentication. The API definitions can be configured to add the API to a Product, add a policy assembly flow (to manipulate
requests/responses), and to define security options and other settings. APIs can then be tested locally prior to publishing, to ensure they are defined and implemented
correctly.

Using LoopBack, an API developer can create a Node.js application, connect to a data source such as a back-end database or a REST API to be consumed, and then
expose the application as a REST API by creating a model definition. A LoopBack model defines the application data, validation rules, data access capabilities, and
business logic for an API, and provides a REST API by default. This REST API can then be used by a REST API definition that was created using the API Manager or CLI and
exposed to your users. The API and its associated application, which are implemented as a LoopBack project, must both be published to enable the project to be run.
LoopBack projects can also be tested locally by creating a local runtime environment. The following diagram illustrates the LoopBack project architecture:

- LoopBack project
LoopBack application Product
Plan
| AR EI
Data + endpoint ! p

SOUTCe: ; e
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Invokes

Draft APIs (in their containing Products) that are created by using the API Manager, CLI, or LoopBack are published to Catalogs. Applications created using LoopBack are
published to containers, from where they run when called. (For information about containers, see Runtime.)

The developer toolkit is installed locally, for offline API and application development. For more information about the developer toolkit, see Developing your APIs and
applications. For more information about LoopBack, see LoopBack: The Node.js API Framework.

API Manager

The API Manager provides a user interface that facilitates promotion and tracking of APIs that are packaged within Products and Plans. API providers can move the
Products through their lifecycle, and manage the availability and visibility of APIs and Plans.

Catalogs and Spaces are created in the API Manager to act as staging targets through which APIs, Plans, and Products are published to consumer organizations. API
providers can stage their Products to Catalogs or Spaces, and then publish them to make the APIs in those Products visible on a Developer Portal for external discovery.

To control access to the available API management functions, users in the provider organization can be set up in the API Manager UI with assigned roles and permissions.
API providers can also use the UI to manage the consumer organizations that sign up to access their APIs and Plans. Developer communities can additionally be created
as a way of grouping together a collection of consumer organizations to whom a particular set of Products and Plans can be made available.

The API Manager UI also includes functions to manage the security of the API environment, and provides access to analytics information about API invocation metrics
within customizable dashboard views.

For more information about the API Manager, see Managing your APIs.

API Gateways

Gateways enforce runtime policies to secure and control API traffic, provide the endpoints that expose APIs to the calling applications, and provide assembly functions
that enable APIs to integrate with various endpoints. They also log and report all API interactions to the API Connect analytics engine, for real-time and historical analytics
and reporting. The following Gateway is available for use in API Connect:

e The DataPower® Gateway is an enterprise API Gateway that is built for departments and cross-enterprise usage. This Gateway provides a comprehensive set of API
policies for security, traffic management, mediation, acceleration, and non-HTTP protocol support. The DataPower Gateway is deployed on a virtual or physical
DataPower appliance and supports multiple Catalogs per instance or cluster. The DataPower Gateway can handle enterprise level complex integration, and
supports containers for flexible runtime management.

Your API Connect offering (or edition) can include a virtual DataPower Gateway, and support for a physical DataPower Gateway is also available, subject to certain
conditions.

Runtime

You can run applications and API implementations in API Connect in a containerized runtime.

Containerized runtime
A containerized runtime environment provides a lightweight deployment location for APIs and applications. A container wraps an application in a complete file
system that includes everything it needs to run, such as code, runtime, system tools, and system libraries. You can use Docker Swarm or Kubernetes containers to
run your APIs and applications being managed by API Connect.

Developer Portal

The Developer Portal provides a customizable self-service web-based portal to application developers to explore, discover, and subscribe to APIs.

When API providers publish APIs in the API Manager, those APIs are exposed in the Developer Portal for discovery and usage by application developers in consumer
organizations. Application developers can access the Developer Portal UI to register their applications, discover APIs, use the required APIs in their applications (with
access approval where necessary), and subsequently deploy those applications.
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The Developer Portal provides additional features, such as forums, blogs, comments, and ratings, for socialization and collaboration. API consumers can also view
analytics information about the APIs that are used by an application, or used within a consumer organization. For more information, see Developer Portal: socialize your
APIs.

API Analytics

API Connect provides the capability to filter, sort, and aggregate your API event data. This data is then presented within correlated charts, tables, and maps, to help you
manage service levels, set quotas, establish controls, set up security policies, manage communities, and analyze trends. API analytics is built on the Kibana V5.5.1 open
source analytics and visualization platform, which is designed to work with the Elasticsearch real-time distributed search and analytics engine.

API Connect server requirements

From an on-premises cloud, you can create, promote, use, and track APIs. An on-premises cloud is composed of various appliances, where each appliance is a server of a
specific type. The collection of servers defines your cloud and determines how to distribute the work of managing, analyzing, routing, and storing data.

Your on-premises cloud can be a combination of new and existing physical appliances and virtual appliances, or can be entirely composed of virtual appliances. The type
and quantity of servers in an API Connect environment are determined by the individual needs of each enterprise, but the minimum requirement is one Management
server, one Analytics server, one Gateway server, and one server to host the Developer Portal.

The API Connect on-premises cloud includes the following server types:

e Management server. Stores all of the cloud configuration, and controls communication between the other servers within API Connect. Manages the operations of
the various servers in the API Connect cloud and provides the tools to interface with the various servers. The Cloud Manager and API Manager user interfaces run
on the Management server.

e Analytics server. Provides analytic functions that collect and store information about APIs and API users.

e Gateway server. Processes and manages security protocols and stores relevant user and appliance authentication data. The Gateway server also provides assembly
functions that enable APIs to integrate with various endpoints, such as databases or HTTP-based endpoints.

¢ Developer Portal server. Provides a customizable social developer portal with a full-featured content management system, and includes clustering capability.
Enables API providers to build portals for their application developers, and provides the interface for application developers to discover APIs and subscribe to
usage Plans contained in the published Products for use in their applications.

Note: All Management appliances in an API Connect cloud must run at the same firmware level as each other. Gateway appliances can run on different firmware levels to
each other, but it is recommended that all of the Gateway appliances run on the same level as each other.

Typical tasks per interface component

API Connect offers both command line and graphical user interfaces. Provider and consumer organizations use different interfaces for completing typical tasks. Refer to
the following table to locate the interface that corresponds to a specific task.

Table 1. API Connect Tasks per interface component

Organization Type Interface Component Tasks
API Provider Command Line Interface (CLI) | Create APIs, Plans, and Products
API Manager UI Create APIs, Plans, and Products
API Manager UI Create Catalogs and Spaces; Create Consumer Organizations
Cloud Manager UI Create Provider Organizations
API Consumer (application developer) | Developer Portal Access APIs to create and run applications; Create Consumer Organizations

e If self-service onboarding is enabled for a Catalog, a consumer organization is automatically created when an application developer signs up or is invited by the API
provider to a Developer Portal, and the application developer then becomes the owner of that consumer organization.

Related concepts

e Packaging strategy and terminology in API Connect

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

API Connect: End-to-end solution example

This example summarizes the concepts relating to the creation and use of APIs in the API Connect on-premises solution. It depicts the workflow and highlights some of
the default roles for the tasks completed during the API lifecycle.
The following diagram shows an example of the workflow steps that are completed by the provider and consumer organizations.
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Action: 1

Cloud Owner || Cioud Administrator The minimum requirements for an on-premises API Connect solution consist of one Management server to manage APIs, one
Gateway server to direct API traffic, one Analytics server to analyze the APIs, and a server to host the Developer Portal. As a Cloud Owner or Cloud Administrator, you
gather a collection of Management, Analytics, Gateway, and Developer Portal servers to create clusters to load balance and isolate traffic. A cluster has a single network
address through which you can access its capabilities.

Action: 2

Organization Manager || Organization Owner | i, yhe infrastructure in place, Organization Managers and Organization Owners can manage organizations of users who
create APIs, provider applications, and associated Products. Users belong to one or more provider organizations and individually or collectively work on the APIs or
applications that belong to the organization. Project teams, departments, and company divisions are all examples of groups of users that might be members of the same

provider organization in API Connect.

Action: 3 4 5

EhLDavecper |Once defined as a user in a provider organization and assigned access permissions, API Developers (who might be assigned more than one role) can
design, develop, and test APIs, and associate them with Plans and Products. As an API Developer, you specify policy settings to limit the usage of the APIs exposed by the
Plan. You can define a single quota policy that applies to all the API resources accessed through the Plan, or you can define separate quota policies for specific API
resources. You can also define policies on API resources to configure capabilities such as security, logging, routing of requests to target services, and transformation of
data from one format to another. Such policies control aspects of processing in the Gateway during the handling of an API invocation, and are the building blocks of
assembly flows. While developing and maintaining APIs, you can also create separate deployment targets called Catalogs for testing and production. Each Catalog is
associated with a specific Developer Portal and endpoints. If you have administrative privileges, you can restrict deployment access to a Catalog and require actions, such

as approving deployment of new API versions.

Action: 6

E e g |To control access to APIs that are ready for publication and ready to be included in applications, a Product Manager defines and manages
organizations of users who own developer applications and call published APIs from these applications. A consumer organization is assigned an owner, and might
represent a business partner, or a group of internal or external developers. Consumer organizations can also be grouped into communities to which one or more APIs (in
their containing Plans and Products) can be collectively published. As a Product Manager, you manage access to APIs, manage the relationship between the provider
organization and consumer organizations, provide support to application developers when needed, and analyze API usage.

Action: 7 8

AL |After APIs are created and successfully tested, an API Administrator publishes one or more Products to expose the APIs on the Developer Portal for
discovery and use. APIs are included in a Plan, which is contained in a Product, before being published, and can be published to one or more consumer organizations,
thereby restricting visibility of the API. Only application developers in the specified organizations can see the API on the Developer Portal and obtain application keys to
access it. The API Administrator is also responsible for managing the lifecycle of Products and their associated APIs, and uses analytics to track API usage and determine

whether an API is fulfilling its intended purpose.

Action: 9

SN CIREE After a consumer organization is created, its designated Consumer Organization Owner can invite other users to join the consumer organization
so that they can access the Developer Portal and use the APIs that have been made available to the consumer organization. The Consumer Organization Owner, or another
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user with relevant access, can also configure the Developer Portal site; for example, customize its appearance, create and control forums, post blog entries, and configure
blogs.

Action: 10 11 12

After a Product is published, authorized App Developers gain access to its APIs by registering applications to access the Plans in that Product. An
application developer uses the Developer Portal to browse for a required API, subscribe to its associated Plan, and then includes the API in an application that can
subsequently be deployed to a device.

When the API is invoked from the deployed application on a device, a sample request/response flow of the API Connect runtime interactions might be as follows:

1. The device user opens the application, which then issues the API request.
2. The request is handled by the Gateway (which performs load balancing and security validation for all API requests) and the API runtime:
a. The Gateway validates access policies with the API Manager and invokes the API.
b. The API runtime executes the API and obtains the data payload from the back-end system.
c. The API response is sent back to the Gateway.
d. The Gateway forwards the response to the calling application.
e. The Gateway reports analytics data to the Analytics server.

All members of the consumer organization can optionally view API analytics information relating to individual applications or the entire organization.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

API Connect gateway types
IBM® API Connect provides two gateway types, DataPower® API Gateway and DataPower Gateway (v5 compatible).

DataPower API Gateway

The DataPower API Gateway has been designed with APIs in mind, and with the same security focus as DataPower Gateway (v5 compatible). Where DataPower Gateway
(v5 compatible) was built for flexibility, DataPower API Gateway is built specifically for the API use case, with resulting performance benefits.

DataPower API Gateway was built and optimized for the cloud. Use this gateway if you are running applications in a public or private cloud and want to expose them as
APIs.

DataPower Gateway (v5 compatible)

DataPower Gateway (v5 compatible) provides compatibility with the IBM DataPower Gateway that was provided with IBM API Connect Version 5 and earlier releases.

Consider using DataPower Gateway (v5 compatible) if you are an existing DataPower user and want to utilize your DataPower resources and knowledge.

Gateway comparison

Table 1. Comparison of the DataPower Gateway (v5 compatible) and DataPower API Gateway

Feature DataPower Gateway (v5 compatible) DataPower API Gateway
Native policies No Yes
OAuth provider Full OAuth 2.0 Support Full OAuth 2.0 Support
OAuth policy No Yes
OpenlID Connect Supported through a template Supported natively
Invoke policy Yes Yes
Custom policies Yes Yes
Conditional policies if, operation-switch, switch switch
Activity logging Implicitly executed at the end of API assembly | Configured in the API design, outside of the API assembly.
Parse policy (threat detection) |No Yes
Gateway extensions Yes Yes
Support for mutual TLS (mTLS) | Yes Yes

Related information

e API policies and logic constructs

e Updating the gateway type for an API

¢ Updating the gateway type for a Product

e Specifying a gateway type for an API definition

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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API Connect user roles

The IBM® API Connect solution provides an infrastructure, tools, and facilities that allows users to create, manage, and stage APIs. The ability to perform tasks in the API
Connect user interfaces is controlled through user roles, and the permissions that are assigned to those roles.

The roles described here are the default API Connect roles. In the API Manager user interface, you can create custom roles; for more information, see: Creating custom
roles. You can also create custom roles in the Developer Portal user interface.

The following sections describe the roles and permissions for each of the API Connect user interfaces:

e Userroles in the Cloud Manager UI.

e User roles in the API Manager UL
e User roles in the Developer Portal UI.

User roles and permissions in the Cloud Manager UI

The following table describes the Cloud Manager UI user permissions as configured in the base product. Certain roles can edited as indicated In Table 2, and custom roles
can be created. For instructions on how to create custom roles for the Admin organization (Cloud Manager users), see Creating roles in the admin organization.

Table 1. Cloud Manager UI permissions

Permission Action Meaning
Cloud Settings | View View all items on the Cloud Manager > Settings menu (except Roles)
Manage Add, update, and delete all items on the Cloud Manager > Settings menu (except Roles)
Member View View members on the members list located at Cloud Manager > Members
Manage Add and invite members from Cloud Manager > Members
Org View Org:View is a permission assigned to all Roles in Cloud Manager. It does not provide access to any functionality. It allows a user to
activate their membership. It is the only permission in the Member role.
Provider-Org View View the list of provider organizations at Cloud Manager > Provider Organizations
Manage Add, edit, and delete provider organizations and invite owners from Cloud Manager > Provider Organizations
Settings View View the items on the Cloud Manager > Resources menu plus Roles located at Cloud Manager > Settings > Roles
Manage Add, edit, and delete the items on the Cloud Manager > Resources menu plus Roles located at Cloud Manager > Settings > Roles
Topology View View the items on the Cloud Manager > Topology menu
Manage Add, edit, and delete the items on the Cloud Manager > Topology menu

The following table lists the various Cloud Manager UI roles and the permissions assigned to them.

Table 2. Cloud Manager UI roles

Default role
Role Permissions Actions provides access Notes
to
Owner All permissions | All actions All menus Cannot be modified or deleted.
Administrator All permissions | All actions All menus Can be modified and deleted.
Member Org View Membership Cannot be modified or deleted. Member role is automatically assigned to all users when they
activation only | activate their membership from the invitation. It allows them to activate but does not provide
access to any menus.
Organization Org View N/A Can be modified and deleted.
Manager
Provider-Org View, Manage Provider
Organizations
menu
Topology Org View N/A Can be modified and deleted.
Administrator
Topology View, Manage Topology Menu
Settings View, Manage Resources menu
plus Settings >
Roles
Viewer All permissions | View All menus, view | Cannot be modified or deleted.
only

User roles and permissions in the API Manager UI

The following tables describe the API Manager UI user permissions.

A user with Roles permission can change the permission assignments, and can create custom roles; for more information, see Creating custom roles in the section,
Managing your APIs.

Note: In API Manager, the Owner role has full access and cannot be edited or deleted. All other roles, including custom roles, can be deleted. If you delete a role, users
lose that role. If a user loses that role, their account remains in API Manager, enabling you to add a role to the user at a future date.

Table 3. Organization permissions

Permissions

Action

Permits the member to

Member

View

View organization's members
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Permissions Action Permits the member to
Manage Manage organization's members
Settings View View organization's configuration settings, including roles, TLS profiles, and user registries.
View configuration settings for a Catalog or Space, including policies and OpenAPI extensions.

Manage Manage organization's configuration settings, including roles, TLS profiles, and user registries.

Manage configuration settings for a Catalog or Space, including policies and OpenAPI extensions.
Topology View View topology permissions for configuring portal and gateway services. Also view the clusters.
Manage Manage topology permissions for configuring portal and gateway services. Also manage the clusters.
Org View View organization
Product-Drafts | View View draft APIs and Products
Edit View draft APIs and edit draft Products
Api-Drafts View View draft APIs
Edit Edit draft APIs and view draft Products
Product View View Products
Stage Stage Product
Manage Manage Product
Product- View View Product lifecycle changes
Approval

Stage Approve the staging of a Product

Publish Approve the publishing of a Product

Supersede Approve the superseding of a Product

Replace Approve the replacement a Product

Deprecate Approve the deprecation of a Product

Retire Approve the retiring of a Product

Consumer-Org | View View consumer organization and developers
Manage Manage consumer organization and developers
App View View both production and development applications.

Manage Manage both production and development applications. A member with this permission can also request the promotion of a
development app to a production app. This request triggers a task that needs approval by a member with the App-approval Manage
permission.

App-dev Manage Manage development applications. This permission does not include the ability to manage production apps.
App-Approval View View application approvals, for requests to promote a development app to a production app.

Manage Manage (Approve or Decline) requests for approval to promote a development app to a production app.
Subscription View View application Plan subscriptions that have been created by application developers in the Developer Portal.

Manage Manage the application Plan subscriptions that have been created by application developers in the Developer Portal. The Manage

permission includes ability to migrate a subscription to another plan.
Subscription- View View application Plan subscription approvals
Approval
Manage Manage (Approve or Decline) application Plan subscriptions
Api-Analytics View View analytics
Manage Manage analytics
Child View At the provider organization level, view Catalogs in the provider organization. At the Catalog level, view Spaces in the Catalog.
Create At the provider organization level, create Catalogs in the provider organization. At the Catalog level, create Spaces in the Catalog.
Manage At the provider organization level, manage Catalogs in the provider organization. At the catalog level, manage Spaces in the Catalog.

Management tasks including deleting a Catalog or Space, or transferring ownership of a Catalog or Space.

A user with Settings > Manage permission can change the permission assignments, and can create custom roles; for more information, see Creating custom roles in the
section, Managing your APIs.

Table 4. Default API Manager UI roles and the default permissions assigned to those roles.

Role Role description Permissions Actions
Organization A provider organization owner has the full set of access permissions to API Connect functions, and also All permissions | All actions.
Owner commission APIs and tracks their business adoption.

Administrator

A provider organization administrator has, by default, the full set of access permissions to API Connect functions, |[All permissions [All actions.

and also commission APIs and tracks their business adoption.

APIL
Administrator

API administrators manage the lifecycle of APIs and publish APIs for discovery and use. All permissions | All actions

except cannot
manage the
following
permissions:
Member,
Settings,
Topology, and
Child.

Community
Manager

A community manager manages the relationship between the provider organization and application developers, Member View

provides information about API usage, and provides support to application developers.

Settings View

Topology View gateway
services or
portal services
at the provider
organization.

Org View
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Role Role description Permissions Actions

Drafts View, Edit
Product View
Product- View
approval
Consumer-org | View, Manage
App View, Manage
App-dev Manage
App-approval View, Manage
Subscription View, Manage
Subscription- View, Manage
approval
Api-analytics View, Manage
Child View
Developer API developers design and develop APIs and applications for the provider organizations to which they belong. Member View

Note: The Developer role allows the creation of Products and APIs, and the staging and publishing of Products to

a Catalog or Space, when assigned to a user at the provider organization level, but not when assigned to a user

who is a member only of a Catalog or Space within a provider organization. A Developer in a Catalog or Space can,

however, manage Products that have been staged or published to the Catalog or Space.
Settings View
Topology View gateway

services or

portal services
at the provider
organization.

Org View

Drafts View, Edit

Product View, Stage,
Manage

Product- View, Stage,

approval Publish,
Supersede,
Replace,
Deprecate,
Retire

Consumer-org | View

App View, Manage

App-dev Manage

App-approval View, Manage

Subscription View, Manage

Subscription- View, Manage

approval

Api-analytics View, Manage

Child View, Create

Member Member of a provider organization Org View
Viewer Viewer of a provider organization Member View

Topology View gateway

services or

portal services
at the provider
organization.

Org View
Drafts View
Product- View
approval

Consumer-org | View
App View
App-approval View
Subscription View
Subscription- View
approval

Api-analytics View
Child View

Note: In API Manager, the Organization Owner role has full access and cannot be edited or deleted. All other roles, including custom roles, can be deleted. If you delete a
role, users lose that role. If a user loses that role, their account remains in API Manager, enabling you to add a role to the user at a future date.

User roles in the Developer Portal UI

The following table describes the various Developer Portal UI roles that relate to working with APIs and applications. In addition, you can create custom roles for the
Developer Portal site itself.
Table 5. Developer Portal UI roles
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Role Role Description Permission Actions
Owner Owns and administers the | Organization View, Manage
app developer organization | member

Organization
settings

View, Manage

Organization View

view

Consumer View

product

Consumer app | View or Manage production or development applications

Consumer app-
dev

Manage development applications

Consumer
subscription

View or Manage the application Plan subscriptions that have been created by application developers in
the Developer Portal. The Manage permission includes ability to migrate a subscription to another
plan.

Consumer app-

View application analytics

analytics
Administrator Administers the app Organization View, Manage
developer organization member

Organization

View, Manage

settings
Organization View
Consumer View
product

Consumer app

View, Manage production or development applications

Consumer app-
dev

Manage development applications

Consumer
subscription

View or Manage the application Plan subscriptions that have been created by application developers in
the Developer Portal. The Manage permission includes ability to migrate a subscription to another
plan.

Consumer app-

View application analytics

production-app

analytics
Developer Builds and manages apps | Organization View
in the developer member
organization
Organization View
Consumer View
product
Consumer app | View or Manage production or development applications.
Consumer app- | Manage development applications
dev
Consumer app- | View
analytics
Member Member of the app Organization View
developer organization
Viewer Viewer of the app Organization View
developer organization member
Organization View
settings
Organization View
Consumer View
product
Consumer app | View applications
Consumer View production applications

Consumer app-
analytics

View application analytics

Note: A user called admin is created automatically, that has full administrator access to the Developer Portal site. The admin user can view Products and APIs but has no
access to use APIs. The admin user assumes the email address of the owner of the provider organization associated with the Developer Portal.

Related information

Managing your cloud
Managing your APIs
e Developer Portal: discover and use APIs

Administering provider organizations

Administering consumer organizations

Note: IBM API Connect 2018.x was EOS after 30 April 2023. See support policy for details.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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API Connect support

If you experience a problem with IBM® API Connect that you cannot resolve, you can check the IBM Support website for the most recent technical bulletins and fixes.
Otherwise, you can contact IBM Support.

For the most recent API Connect technical information, see the IBM Support Community.

If you cannot find a resolution, before you contact IBM Support, you must gather information about the problem. For details of the information you must gather before
contacting IBM Support, see MustGather - Collecting data: API Connect problem determination.

Providing IBM Support with a good description of the problem together with the details of your API Connect configuration, helps to expedite the problem resolution.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

API Connect glossary

The IBM® API Connect and Cloud Manager glossary of terms and definitions.

API Administrator (role)
Manages the API product lifecycle for the Provider Organizations for which they are a member.

API Event
An event captured for use by API Connect Analytics or third-party analytics, such as response time, HTTP response code, payload of the request and response
body, and so on. An API event is logged each time an API operation is invoked via the Gateway server.

API gateway
Service that acts as a single entry point or “front door” for provider APIs and back-end services. An API Gateway accepts and processes concurrent API calls, and
performs traffic management, authorization and access control, monitoring, and API version management. See also IBM DataPower Gateway.

API Manager
Graphical tool in API Connect that enables you to manage Catalogs, Spaces, and APIs, users and roles in the Provider organization, consumer organizations and
communities, publish Products to the Developer Portal, and analyze API usage.

API Designer
Graphical tool that runs locally on a laptop or desktop system that enables you to create and modify APIs and LoopBack® apps, and publish them to IBM Cloud or
container runtimes.

API operation
REST API call consisting of an HTTP verb and a URL path (endpoint). For example, GET http://myserver.com/api/users that returns a list of users.

Application
Software that consumes (calls) an API. One or more Applications are registered by a consumer organization to subscribe to APIs. The application is allocated client
ID and client secret credentials that it supplies when invoking API calls.

assembly
Makes side calls to external services and then transforms and aggregates the response before a response is relayed to the calling application.

Availability zones
Isolated locations within data centers from which public cloud services originate and operate. Businesses choose one or multiple worldwide availability zones for
their services depending on business needs. Availability Zones provide high availability for services by providing redundancy across regions.

Availability zone (primary)
For Kubernetes form factor, contains the management service. Other zones can contain other services such as the Developer Portal, but not the management
service.

Catalog
A staging target that behaves as a logical partition of the gateway and the Developer Portal. The URLs for API calls and for the Developer Portal are specific to a
particular Catalog.

client ID
A piece of information that identifies an individual application. An application can invoke an API only if it passes an application key that is recognized by the IBM API
Connect system and is granted access to the API. The application key is passed by the client by using an HTTP query parameter.

client secret
A piece of information used together with the application key to verify the identity of an application. An API can be configured to require that client applications
supply their client secret with their client ID. The client secret functions effectively as a password known only to the application. The client secret is passed by the
client by using an HTTP query parameter.

Cloud Manager (tool)
Graphical tool in API Connect on-premises installation that enables you to define servers, administer and scale system resources, monitor runtime health and
create Provider organizations. The Cloud Administrator is the primary user of the Cloud Manager.

Cloud Administrator (role)
Manages the configuration of resources, regions, and availability zones for the Admin Organization.

cluster
A collection of one or more servers that provide a specific function.

Cold standby
A deployment configuration in which failover servers are in a stopped state until a failover is required, resulting in a longer time window to restore the normal
operation of the solution.

community
A collection of consumer organizations. It is used as a grouping construct when publishing APIs. Communities are used to restrict the visibility and accessibility of
APIs. An API can be published to selected communities, which means that only application developers within those organizations can see the API.

Community Manager (role)
Manages application developer communities for the Provider Organizations for which they are a member.

Consumer organization
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Within a catalog, representation of a business entity that wishes to consume APIs exposed by the Catalog. For example, a third-party application development
company would register themselves as a consumer organization (via the Developer Portal). Each developer in their company can then be registered as a user inside
that consumer organization.
IBM DataPower® Gateway
API Gateway service component of API Connect that helps provide security, control, integration and optimized access to APIs. Due to its security and hardening, it
is well-suited for a deployment in the demilitarized zone (DMZ) for externally-facing production scenarios. Available in physical, virtual, cloud, Linux and Docker
form factors. There are two gateway types, DataPower Gateway (v5 compatible) and DataPower API Gateway; for details, see API Connect gateway types.
Developer (role)
Creates and configures APIs, Products, and policies for the Provider Organizations for which they are a member. An API Developer can be a member of one or more
Provider Organizations. The API Developer focuses on the technical implementation of APIs more than they do on the business relationship with application
developers.
Development Catalog
Catalog used for testing APIs that are under development and in which approvals are bypassed for publishing and lifecycle actions. Pending approvals are canceled
when a non-Development Catalog is converted to a Development Catalog.
Developer Portal
Component of API Connect that provides a customizable graphical web portal for developers to discover APIs, register applications that consume APIs, subscribe
to usage plans, and test and use APIs.
Developer Toolkit
Locally-installed package that includes API Designer and the apic command-line tool that enables you to create, edit, manage, and publish APIs and apps.
Gateway
See API gateway.
Gateway service
API Connect service that provides API gateway functionality, such as microgateway or IBM DataPower.
Hot standby
A deployment configuration in which a set of servers are actively running ready to instantaneously take over in the event of a failure, but not actively serving traffic
until that failover.
Identity provider
Provides identifiers for users looking to interact with a system, assert to such a system that such an identifier presented by a user is known to the provider, and
possibly provide other information about the user that is known to the provider. API Connect supports LDAP, AuthURL, and Local User Registries.
Integrations
Third-party tools to build on and improve your API Connect workflow; for example, Slack, AuthO, etc.
Integration profile
Standard API that you can use to integrate with management services for things like identity, notifications, API analytics, and so on.
Keystore
A repository of security certificates, either authorization certificates or public key certificates, and corresponding private keys, used in SSL encryption. The Keystore
file has a . jks extension.
LoopBack model
A JavaScript object that represents application data and includes validation rules, data access capabilities, and business logic. LoopBack models provide a REST
API by default, and connect to data sources for access to back-end data
LoopBack data source
A JavaScript object that represents a back-end service such as a database, REST API (to be consumed), or SOAP web service. Data sources are backed by
connectors that communicate directly with the database or other back-end service.
Management server
Stores all of the cloud configuration, and controls communication between the other servers within API Connect.
Management service
Consists of one or more Management servers.
Member (role)
The default role for all users in both the Admin and Provider Organization. All users are assigned the Member role in addition to other roles they may require.
microservice
Modular, independently-deployable application service that communicates with other microservices through a REST API. Microservices are typically organized
around capabilities, for example, recommendation, inventory, shipping, or billing.
Mutual authentication
Process in which both entities on a network authenticate each other. In a network environment, the client authenticates the server and vice-versa. It is optional for
TLS. Also called two-way authentication.
Notification settings
How you configure notifications for API Connect users (API providers and consumers).
Notification services
Integrations that provide notification capabilities, such as email.
Notification templates
The configuration of the message format and wording for a notification service.
OAuth provider
The OAuth provider supplies the OAuth authentication for logins. API Connect supports both Native and Third Party OAuth providers. Some common third-party
OAuth providers are Google and Facebook.
OpenAPI Components
Part of API specification that contains a set of reusable objects for aspects of an API specification, such as schemas, responses, regeustBodies, and headers. For
more information, see [OpenAPI v3 specification]( https://github.com/OAI/OpenAPI-Specification/blob/OpenAPI.next/versions/3.0.md#components-object).
organization
The entity that owns APIs or applications that use APIs. A provider organization owns APIs and associated Plans, and can additionally own applications. A
consumer organization owns only applications. An organization has at least one owner. An organization can be a project team, department, or division.
Organization Manager (role)
The Organization Manager manages Provider Organizations for the Admin Organization.
Path
Defines the route through which users access REST APIs. A path consists of one or more HTTP operations such as GET or POST.
Plan
The packaging construct by which APIs are made available to developers. A Plan makes a collection of operations from one or more APIs available, and is published
to communities of application developers. Application developers gain access to APIs by registering applications to access Plans. A Plan carries with it a collection
of policy settings. In the simplest form, a Plan defines a single quota policy that applies to all the API operations that are accessed through the Plan. In more
advanced cases, additional policies can be associated with a Plan.
policy
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A configuration that controls a specific aspect of processing in the Gateway server during the handling of an API invocation at run time. Policies are the building
blocks of assembly flows. Policies provide the means to configure capability, such as security, logging, routing of requests to target services, and transformation of
data from one format to another. Policies can be configured in the context of an API or in the context of a Plan.

Product
Provide a method by which you can group APIs into a package that is intended for a particular use. Additionally, they contain Plans, which can be used to
differentiate between different offerings. You can create Plans only within Products, and these Products are then published in a Catalog.

Provider Organization Owner
Owns and administers API provider organizations, manages application developer communities, authors APIs and defines products, manages the API product
lifecycle. Owners are invited by the Cloud Administrator to join API Connect as an owner of a provider organization.

proxy
Application programming interface that forwards requests to a user-defined back-end resource and relays responses back to the calling application.

Region
A physical location (site or data center) hosting infrastructure isolated from other locations, with independent power and networking connectivity. A region may or
may not have further sub-isolation characteristics such as semi-independent pods or availability zones.

Resources (User registries, TLS Profiles, Notifications)
Resources supply necessary functions for the API Connect cloud, such as user authentication, SSL security, and sending system-generated emails.

role
Defines permissions that can enable functionality for users. Each role has a different set of permissions.

security definition
Specifies all the settings for a particular aspect of API security; for example, the user registry that you use to authenticate access to the API.

server
A single appliance, such as an IBM WebSphere IBM DataPower appliance.

service
A user-configurable element implemented through one or more server processes in the API Connect runtime, such as microgateway, Analytics, IBM DataPower, and
Developer Portal.

SNMP
Simple Network Management Protocol (SNMP) is a popular protocol for network management. It is used for collecting information from, and configuring, network
devices, such as servers, printers, hubs, switches, and routers on an Internet Protocol (IP) network. The SNMP hosts are configured in the API Connect Cloud
Manager.

Space
A subdivision of a Catalog. Each Space is used by a different API provider development team and has its own set of management capabilities relating specifically to
the APIs that the associated team publishes to that Space, enabling each team to manage their APIs independently.

SSL (TLS) Profile
An SSL/TLS profile is used to secure the transmission of data through web sites. SSL certificates guarantee that information you submit to web sites will not be
stolen or tampered with.

subscription
The means by which an application developer gains access to the resources provided by an API. An application developer uses the Developer Portal to subscribe to
the plan in which the API is published.

TLS
Transport Layer Security - a cryptographic protocol that provides secure communication over a network to prevent eavesdropping and tampering. It is a successor
to SSL and runs over TCP.

TLS Profiles
The Cloud Manager and API Manager use TLS profiles to secure transmission of data through web sites. TLS certificates guarantee that information you submit to
web sites will not be stolen or tampered with. A TLS Profile consists of Server name, Protocol used (SSL or TLS), and whether Mutual Authentication is required.

Toolkit
See Developer Toolkit.

Topology administrator (role)
Configures gateway services for the Admin Organization.

Truststore
Stores certificates from trusted Certificate authorities(CA) which are used to verify certificate presented by Server in SSL/TSL Connection. While a keystore stores a
server's credentials, the truststore stores certificates from a third-party CA.

User registry
A database or other collection containing credentials for users such as provider organization members, consumer organization members, and API Connect
administrators. The users are authenticated by an identity provider such as LDAP. User registries authenticate users at login time when accessing the Cloud
Manager or API Manager applications. User registries are also be used to protect APIs so that user credentials must be supplied when an API is called.

vendor extension
An extension to OpenAPI (Swagger) specification required by a particular use case.

Visibility
Setting visibility determines whether a Provider Organization has access to an Availability Zone, or other service.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Accessibility features for IBM API Connect

Accessibility features help users who have a physical disability, such as restricted mobility or limited vision, to use information technology products successfully.

Accessibility features

The following list includes the major accessibility features in IBM® App Connect Enterprise. You can use screen-reader software to hear what is displayed on the screen.

e Supports keyboard-only operation.
e Supports interfaces commonly used by screen readers.
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Tip: This product documentation, and its related publications, are accessibility-enabled for the IBM Home Page Reader. You can operate all features by using the keyboard
instead of the mouse.

If you are reading a PDF file with a screen reader, the default reading option typically returns the best results. In some cases, how the PDF file is generated might require
you to select one of the other reading options. For example, Use reading order in raw print stream.

Keyboard navigation

This product uses standard Linux® and Microsoft Windows navigation keys.

For more information about the commitments that IBM makes towards accessibility, see the IBM Accessibility Center.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Legal information

Notices, and terms and conditions for information centers.

e License updates
IBM API Connect v2018 is changing the way licenses are created to better serve customers in these dynamic times and reduce the number of licenses that need to
be managed.
¢ Tracking API volume for auditing and compliance
For client security reasons, IBM entrusts its clients with monitoring their own API volume and ensuring that it is within the limits of the contract.
¢ Notices
This information was developed for products and services offered in the U.S.A.
¢ Terms and conditions for information centers
Permissions for the use of these publications are granted subject to the following terms and conditions.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

License updates

IBM API Connect v2018 is changing the way licenses are created to better serve customers in these dynamic times and reduce the number of licenses that need to be
managed.

Currently, licenses follow the product numbering standard based on IBM V.R.M.F (Version.Release.Mod.FixPack) structure and API Connect v2018 creates a new license
for every fix pack.

Starting in June 2022, API Connect v2018 future release licenses will be updated to use the single V.R.M Mod-level license that covers all fixes and security roll-ups

underneath it. For example, the next license covering the 2018.4.1.x stream will be listed as "2018.4.1". This will be the master mod-level license for all Fix Pack and
security roll-up releases in this stream. New licensing applies to v2018.4.1.20 and later. There are no changes to license terms, only updates to open-source notices
documented in the notes for each.

Note: For v2018.4.1.20, some API Connect components, such as Analytics, still use the v2018.4.1.19 license even though the platform and most components use the
newer license. The use of the v2018.4.1.19 license for the affected components will not cause installation problems. All components of API Connect v2018.4.1.20 are
covered by the 2018.4.1 license.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Tracking API volume for auditing and compliance

For client security reasons, IBM entrusts its clients with monitoring their own API volume and ensuring that it is within the limits of the contract.

Usage archiving

You should periodically record the number of your API calls from the Analytics tool to maintain a record of your yearly usage. To ensure the most accurate results, you
should capture the counts of the API Calls on a daily basis. For information about creating a query that counts API calls for different response status codes and for a
specified time range, see Counting total API calls for your Analytics service.

Overage charging
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If you exceed your allotted usage, it is your responsibility to report this to IBM in the form of a CSV file so the correct overage charge can be applied. IBM has the right to
audit customer usage data at any time. If unreported overages are found, there are severe penalties.

Overage is based on the measurement period. For example, overage for a contract might be measured by the year. If your API volume exceeds the entitlement after 6
months, you must either pay overages for the remaining period or purchase additional volume.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Notices

This information was developed for products and services offered in the U.S.A.

IBM® may not offer the products, services, or features discussed in this document in other countries. Consult your local IBM representative for information on the products
and services currently available in your area. Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, program, or
service may be used. Any functionally equivalent product, program, or service that does not infringe any IBM intellectual property right may be used instead. However, it is
the user's responsibility to evaluate and verify the operation of any non-IBM product, program, or service.

IBM may have patents or pending patent applications covering subject matter described in this document. The furnishing of this document does not grant you any license
to these patents. You can send license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
U.S.A.

For license inquiries regarding double-byte character set (DBCS) information, contact the IBM Intellectual Property Department in your country or send inquiries, in
writing, to:

Intellectual Property Licensing
Legal and Intellectual Property Law
IBM Japan Ltd.

1623-14,

Shimotsuruma,

Yamato-shi

Kanagawa

242-8502 Japan

The following paragraph does not apply to the United Kingdom or any other country where such provisions are inconsistent with local law: INTERNATIONAL
BUSINESS MACHINES CORPORATION PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT
LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer
of express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated
in new editions of the publication. IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without
notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The
materials at those Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes appropriate without incurring any obligation to you.

Licensees of this program who wish to have information about it for the purpose of enabling: (i) the exchange of information between independently created programs and
other programs (including this one) and (ii) the mutual use of the information which has been exchanged, should contact:

IBM United Kingdom Laboratories,
Mail Point 151,

Hursley Park,

Winchester,

Hampshire,

England

S021 2JN

Such information may be available, subject to appropriate terms and conditions, including in some cases, payment of a fee.

The licensed program described in this information and all licensed material available for it are provided by IBM under terms of the IBM Customer Agreement, IBM
International Program License Agreement, or any equivalent agreement between us.

Any performance data contained herein was determined in a controlled environment. Therefore, the results obtained in other operating environments may vary
significantly. Some measurements may have been made on development-level systems and there is no guarantee that these measurements will be the same on generally
available systems. Furthermore, some measurements may have been estimated through extrapolation. Actual results may vary. Users of this document should verify the
applicable data for their specific environment.

Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other publicly available sources. IBM has
not tested those products and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the capabilities of
non-IBM products should be addressed to the suppliers of those products.

All statements regarding IBM's future direction or intent are subject to change or withdrawal without notice, and represent goals and objectives only.
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This information contains examples of data and reports used in daily business operations. To illustrate them as completely as possible, the examples include the names of
individuals, companies, brands, and products. All of these names are fictitious and any similarity to the names and addresses used by an actual business enterprise is
entirely coincidental.

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrate programming techniques on various operating platforms. You may copy,
modify, and distribute these sample programs in any form without payment to IBM, for the purposes of developing, using, marketing or distributing application programs
conforming to the application programming interface for the operating platform for which the sample programs are written. These examples have not been thoroughly
tested under all conditions. IBM, therefore, cannot guarantee or imply reliability, serviceability, or function of these programs.

Each copy or any portion of these sample programs or any derivative work, must include a copyright notice as follows:

© (your company name) (year). Portions of this code are derived from IBM Corp. Sample Programs. © Copyright IBM Corp. _enter the year or years_. All rights reserved.

Trademarks

IBM, the IBM logo, and ibm.com® are trademarks or registered trademarks of International Business Machines Corp., registered in many jurisdictions worldwide. Other
product and service names might be trademarks of IBM or other companies. A current list of IBM trademarks is available on the Copyright and trademark information page
at https://www.ibm.com/legal/copytrade.shtml.

Java™ and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates.
Linux® is a registered trademark of Linus Torvalds in the United States, other countries, or both.
Microsoft and Windows are trademarks of Microsoft Corporation in the United States, other countries, or both.

Other company, product, and service names might be trademarks of IBM or other companies.

Privacy Policy Considerations

IBM Software products, including software as a service solutions, (Software Offerings) may use cookies or other technologies to collect product usage information, to help
improve the user experience, to tailor interactions with the user or for other purposes. In many cases no personally identifiable information is collected by the Software
Offerings. Some of our Software Offerings can help enable you to collect personally identifiable information. If this Software Offering uses cookies to collect personally
identifiable information, specific information about this offering's use of cookies is set forth in the following paragraphs.

Depending upon the configurations deployed, this Software Offering may use session and persistent cookies that collect each user’s session ID for purposes of session
management, or functional purposes. These cookies can be disabled, but disabling them will also eliminate the functionality they enable.

If the configurations deployed for this Software Offering provide you as customer the ability to collect personally identifiable information from users via cookies and other
technologies, you should seek your own legal advice about any laws applicable to such data collection, including any requirements for notice and consent.

For more information about the use of various technologies, including cookies, for these purposes, See IBM's Privacy Policy at https://www.ibm.com/privacy and IBM's
Online Privacy Statement at https://www.ibm.com/privacy/details the section entitled Cookies, Web Beacons and Other Technologies and the IBM Software Products and
Software-as-a-Service Privacy Statement at https://www.ibm.com/software/info/product-privacy.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Terms and conditions for information centers

Permissions for the use of these publications are granted subject to the following terms and conditions.

Applicability

These terms and conditions are in addition to any terms of use for the IBM® website.

Personal use

You may reproduce these publications for your personal, noncommercial use provided that all proprietary notices are preserved. You may not distribute, display or make
derivative work of these publications, or any portion thereof, without the express consent of IBM.

Commercial use

You may reproduce, distribute and display these publications solely within your enterprise provided that all proprietary notices are preserved. You may not make
derivative works of these publications, or reproduce, distribute or display these publications or any portion thereof outside your enterprise, without the express consent of
IBM.

Rights

Except as expressly granted in this permission, no other permissions, licenses or rights are granted, either express or implied, to the publications or any information, data,
software or other intellectual property contained therein.
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IBM reserves the right to withdraw the permissions granted herein whenever, in its discretion, the use of the publications is detrimental to its interest or, as determined by
IBM, the aforementioned instructions are not being properly followed.

You may not download, export or re-export this information except in full compliance with all applicable laws and regulations, including all United States export laws and
regulations.

IBM MAKES NO GUARANTEE ABOUT THE CONTENT OF THESE PUBLICATIONS. THE PUBLICATIONS ARE PROVIDED "AS-IS" AND WITHOUT WARRANTY OF ANY KIND,
EITHER EXPRESSED OR IMPLIED, INCLUDING BUT NOT LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY, NON-INFRINGEMENT, AND FITNESS FOR A
PARTICULAR PURPOSE.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

IBM API Connect Considerations for GDPR Readiness

Information about features of IBM® API Connect that you can configure, and aspects of the product’s use, that you should consider to help your organization with GDPR
readiness.

For PID(s): 5725-Z22 5725-263

Notice:

This document is intended to help you in your preparations for GDPR readiness. It provides information about features of API Connect that you can configure, and aspects
of the product's use, that you should consider to help your organization with GDPR readiness. This information is not an exhaustive list, due to the many ways that clients
can choose and configure features, and the large variety of ways that the product can be used in itself and with third-party applications and systems.

Clients are responsible for ensuring their own compliance with various laws and regulations, including the European Union General Data Protection Regulation.
Clients are solely responsible for obtaining advice of competent legal counsel as to the identification and interpretation of any relevant laws and regulations that
may affect the clients' business and any actions the clients may need to take to comply with such laws and regulations.

The products, services, and other capabilities described herein are not suitable for all client situations and may have restricted availability. IBM does not provide
legal, accounting, or auditing advice or represent or warrant that its services or products will ensure that clients are in compliance with any law or regulation.

Table of Contents

GDPR

Product Configuration for GDPR

Data Life Cycle

Data Collection

Data Storage

Data Access

Data Processing

Data Deletion

Data Monitoring

Capability for Restricting Use of Personal Data

V0N WN P

N
]

GDPR

General Data Protection Regulation (GDPR) has been adopted by the European Union ("EU") and applies from May 25, 2018.

Why is GDPR important?
GDPR establishes a stronger data protection regulatory framework for processing of personal data of individuals. GDPR brings:

e New and enhanced rights for individuals

e Widened definition of personal data

e New obligations for processors

e Potential for significant financial penalties for non-compliance
e Compulsory data breach notification

Read more about GDPR

e EU GDPR Information Portal
e ibm.com/GDPR website

Product Configuration - considerations for GDPR Readiness

The following sections provide considerations for configuring API Connect to help your organization with GDPR readiness.

Configuration to support data handling requirements
The GDPR legislation requires that personal data is strictly controlled and that the integrity of the data is maintained. This requires the data to be secured against
loss through system failure and also through unauthorized access or via theft of computer equipment or storage media.
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IBM API Connect stores identity data in a local database. This encompasses both clients' employee identity data and end users' identity data. Direct access to this
database is not available. This data is encrypted by default in IBM API Connect Version 5.0 - refer to Disk encryption for details. Identity information collected is
protected in transit, refer to TLS profiles for details on configuring TLS profiles.

API Connect supports a variety of user registry types for authenticating users. Refer to Authenticating by using your enterprise user registry for details. When using
a local user registry, passwords are stored in encrypted form in the local API Connect database. If you want alternative password management, leverage a non-user
registry option to manage passwords.

Administrators, that you define, can view identity information. Administrators can take backups that include identity information. It is your responsibility to protect
these backups.

A core component for an API Connect deployment are gateways. Refer to API Gateways for details about gateways. DataPower® Gateways are commonly
leveraged, refer to DataPower Gateway Version 7.7 Documentation for details on DataPower Gateways. Refer to the DataPower Gateway deployment guidelines
document for considerations for configuring DataPower Gateways to help your organization with GDPR readiness.

Configuration to support Data Privacy

For Developer Portal, you can customize the privacy policy statement, refer to Customizing the privacy policy statement for details.

Configuration to support Data Security

To learn about securing your solution, use the API Connect product documentation (https:/www.ibm.com/support/knowledgecenter/en/SSMNED 5.0.0) and
search for "security".

Data Life Cycle

GDPR requires that personal data is:

Processed lawfully, fairly and in a transparent manner in relation to individuals.

Collected for specified, explicit and legitimate purposes.

Adequate, relevant and limited to what is necessary.

Accurate and, where necessary, kept up to date. Every reasonable step must be taken to ensure that inaccurate personal data are erased or rectified without delay.
Kept in a form which permits identification of the data subject for no longer than necessary.

What is the end-to-end process through which personal data go through when using our offering?

API Connect collects and stores identity information, including first and last name, and email address, for the purposes of user registration. Cloud Manager and API
Manager accounts are for your employees (or designated actors). Developer Portal accounts are for your consumers of your APIs. Identity information can be
collected directly from users or can be copied from LDAP registries. In situations where non-local user registries are used, only email address is copied from LDAP
registry. Developer Portal user accounts can be deleted - refer to Deleting your Developer account for details. Cloud Manager and API Manager user accounts'
identity information can be anonymized by users.

Users of the API Manager UI can publish Products and APIs to the Developer Portal for Application Developers to access and use. Refer to Developer Portal:
discover and use APIs to learn about Developer Portal. Developer Portal accounts are for consumers of your APIs. You can define and customize a terms and
conditions statement that your users must accept before they can register to use your Developer Portal - refer to Customizing the terms and conditions statement
for details.

API Connect optionally logs information related to API invocations. This capability in API Connect is known as API Analytics. Refer to API Analytics for details about
API Analytics.

The API Analytics log information can optionally include unknown / unclassified information such as query headers and request and response information related to
API calls - you control defining the APIs and data associated with API invocations. To disable API Analytics, refer to Enabling or disabling access to analytics event
data in API Connect. Logging preferences can be configured at the API level, refer to Activity Log for details.

The retention period for Analytics data is configurable - refer to Specifying the cloud settings for details. Backup capability for this information is not available.

API Connect logs collect technical information related to service use including tracing of service execution and sequences of operation use. Other technical data
related to service use includes data values that define the mechanisms used to connect to the service, for example, IP address. This data is collected for debugging
and service improvement. Service diagnostics are collected during unexpected or error situations to allow the offering team to correct the situation and hopefully
prevent it from occurring in the future. There is no direct access available to these logs. These logs are managed by API Connect and rollover based on size and time
criteria. The logs can be downloaded from the system, refer to Gathering postmortem information about your servers for details.

API Connect can generate audit events. An audit event is logged from each management node when there are changes to the API lifecycle or to the organization.
For example, publishing a product or creating an organization would trigger this event. The audit event record contains information about the changes to the API
lifecycle or organization. Refer to Audit event fields for details. The retention for these events is the Analytics retention period.

Data Collection

Developer Portal accounts are for consumers of your APIs. You can define and customize a terms and conditions statement that your users must accept before they can
register to use your Developer Portal - refer to Customizing the terms and conditions statement for details. You can customize the privacy policy statement for Developer

Types of Data Collected

API Connect collects and stores identity information, including first and last name, and email address, for the purposes of user registration. Cloud Manager and API
Manager accounts are for your employees (or designated actors). Developer Portal accounts are for your consumers of your APIs. Identity information can be
collected directly from users or can be copied from LDAP registries. In situations where non-local user registries are used, only email address is copied from LDAP
registry. Developer Portal user accounts can be deleted - refer to Deleting your Developer account for details. Cloud Manager and API Manager user accounts'
identity information can be anonymized by users.

You can customize the privacy policy statement for Developer Portal, refer to Customizing the privacy_policy statement for details.

Data Storage

Identity data is stored in API Connect local data store. There is no direct access available to this data store.
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API Analytics leverages Elasticsearch real-time distributed search and analytics engine for storage of logged data. There is no direct access available to this data store.

Identity data is included in backups, refer to Creating a backup of an API Connect configuration for details on taking backups. It is your responsibility to protect and
discard backups.

Data Access

Identity information can be viewed by administrators that you define.

Analytics information can be accessed via a variety of means. Refer to Viewing and exporting analytics and API event data and Analytics in the Developer Portal for details.

Analytics information can be offloaded to third party systems. Refer to Specifying the cloud settings for details.

Technical information related to service use is collected in logs. The logs can be downloaded from the system, refer to Gathering postmortem information about your
servers for details. These logs are managed by API Connect and rollover based on size and time criteria. Downloaded logs can be provided to IBM Support for use in
problem determination.

API Connect can generate audit events. Refer to Audit event fields for details. Audit events can be offloaded to third party systems, refer to Configuring the offload of

events can be emitted as syslog messages, refer to Syslog auditing and your cloud for details.

API Connect logs collect technical information related to service use including tracing of service execution and sequences of operation use. Other technical data related to
service use includes data values that define the mechanisms used to connect to the service, for example, IP address. This data is collected for debugging and service
improvement. Service diagnostics are collected during unexpected or error situations to allow the offering team to correct the situation and hopefully prevent it from
occurring in the future. There is no direct access available to these logs. The logs can be downloaded from the system, refer to Gathering postmortem information about
your servers for details. These logs are managed by API Connect and rollover based on size and time criteria.

Data Processing

Data collected by API Connect or to gateways via API invocations is protected by TLS in transit. Refer to TLS profiles for details.

Data is stored in API Connect local database on the API Connect appliances. There is no direct access available to this data. This data is encrypted by default in IBM API
Connect Version 5.0 - refer to Disk encryption for details.

Cloud Manager and API Manager administrators (defined by you) have read access to identity data.

Data Deletion

Right to Erasure
Article 17 of the GDPR states that data subjects have the right to have their personal data removed from the systems of controllers and processors - without undue
delay - under a set of circumstances.

Data Deletion characteristics
Users can delete Developer Portal user accounts - refer to Deleting your Developer account for details. Cloud Manager and API Manager user account identity data
can be anonymized by the users thus deleting users association to the account data.

Technical information related to service use collected in logs is rolled over based on size and time criteria.

To disable API Analytics, refer to Enabling or disabling access to analytics event data in API Connect. API Analytics data retention period is configurable - refer to
Specifying the cloud settings for details. IBM Support personnel can delete API Analytics data, this capability is only available through screen sharing with your
authorized personnel. Analytics information can be offloaded to other systems - refer to Specifying the cloud settings and Syslog auditing and your cloud for details.
You are responsible for protection and discarding of offloaded data.

Identity information for accounts is included in system backups. You manage the deletion of system backups.

Data Monitoring

Customers should regularly test, assess, and evaluate the effectiveness of their technical and organizational measures to comply with GDPR. These measures should
include ongoing privacy assessments, threat modeling, centralized security logging and monitoring among others.

API Connect can generate audit events. An audit event is logged from each management node when there are changes to the API lifecycle or to the organization. For
example, publishing a product or creating an organization would trigger this event. The audit event record contains information about the changes to the API lifecycle or
organization. Refer to Audit event fields for details. Audit events can be offloaded to a third party system, refer to Configuring destination targets for API Connect analytics
data for more information. Audit events can be emitted as syslog messages - refer to Syslog auditing and your cloud for details.

Capability for Restricting Use of Personal Data

Users of the API Manager UI can publish Products and APIs to the Developer Portal for Application Developers to access and use. Refer to Developer Portal: discover and
use APIs to learn about Developer Portal. Developer Portal accounts are for consumers of your APIs. You can define and customize a terms and conditions statement that
your users must accept before they can register to use your Developer Portal - refer to Customizing the terms and conditions statement for details. You can customize the
privacy policy statement for Developer Portal, refer to Customizing the privacy policy statement for details.

Developer Portal users can modify their own account information, and delete their account.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Essential reading

These articles by IBM® API Connect product specialists provide a wealth of supporting information on APIs and the API economy.

Why Become a Digjtal Business?
Executing a Digital Transformation to become a Digital Business is among the hottest initiatives now — crossing both business and IT. But, is this just the latest
buzzword or is there something to this that is different? Do you know why you should become a “Digital Business”?

Creating A Digital Ecosystem — Past, Present, and Future
The ability to create a digital ecosystem is critical to digital transformation success. Your success is your network reach.

Agile integration
Your business needs a modern, agile approach to integration. It should empower extended teams to create integrations, leverages a complete set of integration
styles and capabilities, and increases overall productivity.

What is an API? and What is the API Economy?
Businesses start to consider APIs and the API Economy at various times. Many are long down their API journeys, while others are still considering whether to start.
This article looks at some of the basics that companies considering APIs might want to know.

What is API Management?
APIs are not new. Software and hardware have had APIs (Application Programming Interfaces) for decades. However, having an API and managing an API are not
the same thing.

Providing APIs or Managing APIs — There is a Big Difference
A discussion of the potential for confusion between APIs that are provided and APIs that are managed.

Recommendations for an API Economy Center of Excellence
What roles are required to drive a successful API initiative, how should this fit in the current organization, and how do these roles relate to existing roles in the
company?

Focus on the API Developer
A productive developer is a happy developer. One of the most frequently discussed topics in the API economy is focusing on the needs of the Application developer
—the consumer target for your APIs.

Agile API development
Agile API Development Customer expectations and behavior are continuously changing. To deliver exceptional customer experience, a business must be nimble to
adapt to these changing needs.

API Products — Who, What, Where, When, Why and How”
An API Product is an API offering made available for consumer use that is offered to a target market to satisfy a customer’s needs.

Changing Culture — How Committed Are You?
How do we change the culture in our organization to create an API culture?

Plan Ahead! Don’t Build an API Superhighway into a Cul-de-sac
Without proper planning, a business can start their API initiatives, build incredible excitement quickly, but find that the path they have taken leads them into a cul-
de-sac (or dead end) that cannot handle the demand they have created.

IBM API Connect 2018.4.1.x Deployment WhitePaper
A technical deep dive on the deployment options for IBM API Connect.

Principles for API Security - White Paper
API security is of paramount importance in gaining the promised benefits without exposure to negative consequences.

Can you trust your APIs?
As enterprises are continuously expanding their digital footprint, they must ensure the API behavior is intact, as it has a far-reaching effect on an application's
execution and end-user experience.

Istio Service Mesh and APIConnect/DataPower Gateway integration
What is Istio, and how can DataPower API Gateway integrate in an Istio Service Mesh.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Tutorials

These tutorials guide you through the steps typically required to set up, configure and run an API Connect cloud. These tutorials cover topics such as creating the cloud
topology, creating Provider organizations, developing and publishing API Products, and promoting those products to external developers.

Introduction

These tutorials are arranged according to the desired goal, such as creating and publishing an API, or managing catalogs of products, or consuming published API
products. These goals can be grouped into categories as follows.

Table 1. Tutorial Categories

Category Description

Cloud Administration Setting up and configuring the API Connect cloud, including the creation of Provider Organizations.

API Provider Administration Setting up and managing catalogs, inviting organization members (such as developers), creating Developer Portals, managing
resources.

API Product Development and Developing and publishing APIs, products and plans, managing product life cycles.

Management

API Product Promotion and Usage Managing the Developer Portal presentation and user administration, as well as consuming published API products as an
external developer.

Time required
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Each tutorial should take approximately 20 - 30 minutes to finish. If you explore other concepts that are related to this tutorial, it might take longer.

Use the links in the following sections to access the tutorials that fit your goals.

Cloud Administration

Table 2. Cloud Administration Tasks. Setting up and
configuring the API Connect cloud, including the
creation of Provider Organizations.

Category Tutorials
Initial Configuration e Initial Cloud Configuration
Provider Organization e Creating a Provider Organization

API Provider Administration

Table 3. API Provider Tasks. Setting up and managing
catalogs, inviting organization members (such as
developers), creating Developer Portals, managing
resources.

Category Tutorials
Developer Portal Set Up e Creating the Portal
® Register a Consumer Application

API Product Development and Management

Table 4. API Development. Developing and
publishing APIs, products and plans, managing
product life cycles.

Note: All tutorials listed here use the API Manager
interface. The user experience using the API
Designer may differ.

Category Tutorials
Getting Started e Invoke a REST API
e Create a SOAP API from WSDL
e ImportanAPI

Building APIs e Expose SOAP as REST API
e Mapping JSON Content

Security e Using OAuth Password Grant Tokens
e Using OpenID Connect security

e Generating a JISON Web Token (JWT)
e Validating a JSON Web Token (JWT)

Managing APIs e Supercede an Existing API

API Product Promotion and Usage through the Developer Portal

There are many tutorials available for the Developer Portal from getting started to advanced customization. For more information, see Developer Portal tutorials.

Prerequisites

e You must have a web browser available, whether you are working online or offline.
e When publishing Products in any of the tutorials you must have the permissions of an Organization Manager or Administrator. However, you can complete several of
the tutorials with fewer permissions. For more information about user roles, see Administering user access.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing and maintaining your IBM API Connect cloud

To ensure that your IBM® API Connect cloud functions, your cloud must have the necessary system requirements to support the installation. During the installation
process, the components of IBM API Connect can be configured to satisfy your requirements.

Note: For a comprehensive technical guide to best practices, considerations, and deployment options for API Connect, see the API Connect 2018.4.1.x Whitepaper.

IBM API Connect 2018.x 35


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5
https://www.ibm.com/downloads/cas/30YERA2R

e Kubernetes
Use the instructions in this section to install, upgrade, and maintain API Connect on Kubernetes.
e VMware
Use the instructions in this section to install, upgrade, and maintain API Connect on VMware.
e IBM Cloud Private
Use the instructions in this section to install, upgrade, and maintain API Connect on IBM Cloud Private.
o OpenShift
You can install API Connect on OpenShift.
o IBM Cloud Pak for Integration
IBM API Connect provides the API management capability in IBM Cloud Pak for Integration.
¢ Migrating a Version 5 deployment
The current migration path from v5 is to API Connect v10. You can get more information about migrating to v10 here:
https:/www.ibm.com/support/knowledgecenter/SSMNED _v10/com.ibm.apic.install.doc/migrating.html.
¢ Using the API Connect operations command line interface
The IBM API Connect v2018 apicops command line interface is targeted at Operations teams. It contains commands to check the health of the system and some
commands to fix specific problems that might be encountered.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Kubernetes

Use the instructions in this section to install, upgrade, and maintain API Connect on Kubernetes.

¢ Installing and upgrading on Kubernetes

Use these instructions to install or upgrade a deployment of API Connect on Kubernetes.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing and upgrading on Kubernetes

Use these instructions to install or upgrade a deployment of API Connect on Kubernetes.

o IBM API Connect Version 2018 software product compatibility requirements
Ensure that you install the minimum API Connect operating system requirements. Use the IBM® Software Product Compatibility Reports site to generate a
requirements report appropriate for your API Connect version and environment.
¢ Estimating internal storage space for Analytics
If you plan to store data locally in your IBM API Connect Analytics deployment, estimate disk space requirements.
¢ Working with certificates
Use the certs command included in the APICUP installer to set and manage certificates for each subsystem. Default certificates are automatically applied, but
defaults can be overridden by user-supplied custom certificates.
e Tips and tricks for using APICUP
The APICUP installer in Install Assist contains built-in time saving functions.
¢ Deploying to a Kubernetes environment
Install Assist provides script-based installation using the APICUP tool into a Kubernetes runtime environment.
e Upgrading API Connect in a Kubernetes environment
Upgrades are performed from the same project directory used for the initial installation.
¢ Deleting the API Connect deployment in a Kubernetes runtime environment
To delete the Kubernetes deployment of API Connect, you delete the Helm charts, Custom Resource Definitions, the Persistent Volumes, and the namespace.
¢ Maintaining a Kubernetes deployment
You can use utilities to complete maintenance tasks such as backup, restore, and certificate management on Kubernetes.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

IBM API Connect Version 2018 software product compatibility requirements

Ensure that you install the minimum API Connect operating system requirements. Use the IBM® Software Product Compatibility Reports site to generate a requirements
report appropriate for your API Connect version and environment.

To generate an API Connect requirements report, complete the following steps:

1. Open the Detailed system requirements for a specific product page on the IBM Software Product Compatibility Reports site.
2. Search for the IBM API Connect product.
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3. In the Search results list, select IBM API Connect.

4. From the Version list, select the required version.

5. Use the Filters to refine the contents of the requirements report.
6. Click Submit to generate your requirements report.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Estimating internal storage space for Analytics

If you plan to store data locally in your IBM® API Connect Analytics deployment, estimate disk space requirements.

This information applies only to Analytics deployments where the ingestion-only option is set to false (the default setting). The formula and guidelines are based on known
information about how the Analytics service stores data, and cannot be directly applied to any other storage system.

Use the following guidelines to calculate a rough estimate of the amount disk space you need for storing stateful data in the API Connect Analytics microservices.

Data storage: calculate how much data you want to store

This section applies if you have chosen a topology that uses the analytics-storage-data or analytics-storage-basic microservices.
The amount of disk space needed for storing analytics data is determined by the following factors:

Number of copies of the analytics data
Each copy of the analytics data must live on a separate node. The number of nodes in your deployment determines the number of copies of analytics data that is
stored in your deployment. With the Production deployment profile, analytics data is replicated to three nodes (two replicas and one primary copy of the data) for
storage. In the Nonproduction profile, you only need to store one copy of the data.
Number of copies of data:

Copies of data = [1 | 3]

Number of days that data is retained
By default, analytics data is retained for 90 days, but you can modify the retention setting as needed. Make sure you know how long you want to store the data
before attempting to calculate required disk space.
Number of days that data is retained:

Data retention = [90 days | preferred length]

Amount of each type of data stored
The required storage space for each type of logging is highly dependent on your APIs and usage. For each API, you can configure logging for the API activity, header,
and payload. You can also customize the data to add, redact, or remove fields, which also impacts the amount of data that you store.
To estimate storage needs, calculate the average size of each type of log. When calculating your estimates, remember that the header logging size is the sum of
activity logging size and the average size of your headers. The payload logging size is the sum of the header logging size and the average size of your payloads.
Typically the average size of an activity logged event is 600-1000 bytes depending on the uniqueness and complexity of your analytics data. This number is highly
dependent on your APIs and your implementations. For a rough estimate, you can use an average of 800 bytes per activity logged event.

If you choose to add fields, calculate the average size of the new fields as well, and add that number to all types of log policies. If you choose to remove fields, you
should not subtract this size from the log policies unless you are also removing headers and/or payloads.

Amount of each type of data that is stored:

Activity log bytes per call = [600-1000 bytes]
Header log bytes per call = Activity log bytes per call + Average size of headers
Payload log bytes per call = Header log bytes per call + Average size of payloads

Percentage of each type of data
Estimate the percentage of each type of log (activity, header, payload) for all API calls.
If you follow best practices of using only activity logging for production environments and using only payload logging for test environments, this number is easy to
determine. If you use different log policies per API, and they depend on "success" or "error" factors, the percentage is more difficult to determine. Typically, if you
do not use an all-or-nothing method for logging, error rates range from 3% to 25% with subsequent payload logging in test and production environments. However,
this is entirely dependent on your use case and your APIs.

Percentage of each type of data that is stored:
% of Activity log = [0, 100 or other estimate]

% of Header log = [0, 100 or other estimate]
% of Payload log = [0, 100 or other estimate]

Estimated number of API calls per month
When planning your API Connect deployment, this number is helpful. When estimating analytics storage, this number is vital because it is directly correlated to how
much storage you need for your deployment.
If you do not know the number of calls per month, but you do know the number of calls per second, use the following formula to convert it to calls per month:

Calls per month = Calls per second * 86400 seconds per day * 30 days per month
Number of API calls per month:

Calls per month = [any estimate]
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Calculating your disk space requirement

Estimate the disk space requirement for each storage node by completing following calculations.
Formula

Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) + (% of
Payload Log * Payload Log bytes per call)

Calls per retention period = Calls per month * (Number of days retained / 30 days per month)

Storage for API calls = Calls per retention period * Bytes per call * Copies of data

Total storage = Storage for API calls + Overhead

Storage per node = Total storage / Nodes

Details

1. Bytes per call:
Estimate the number of bytes that are logged for a single copy of each API call. This can be calculated from the prerequisites of the percentage of each data
type and the amount of each data type stored.

Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) +
(% of Payload Log * Payload Log bytes per call)

2. Calls per retention period:
Calculate the anticipated number of API calls per retention period. This can be calculated from the prerequisites of the estimated calls per month and your
desired data retention.

Calls per retention period = Calls per month * (Number of days retained / 30 days per month)

w

Storage for API Calls:
Calculate the storage needed for all copies of your api calls for your retention period. This can be calculated from steps 1 and 2, as well as the prerequisite of
your total copies of your data.

Storage for API calls = Calls per retention period * Bytes per call * Copies of data

4. Total Storage:
Calculate the total storage you need by adding buffer space to the value from step 3. The Analytics service requires the some overhead space to complete its
operations; for example, to contain system data and temporary debug header or payload logging. In addition, allowing extra space provides a buffer in case
you underestimated the number of calls, or experience an unexpected increase.

There is no specific value for the buffer because it's based on your own situation. One approach is to use a value that brings the Storage for API calls result
from step 3 up to the next round number. Make sure the rounding leaves you with a comfortable amount of additional space. For example, if the result from
step 3 is 380 GB, then adding 20 GB to reach 400 GB is probably not sufficient and you should consider rounding to the a larger value such as 500 GB.

Total storage = Storage for API calls + Buffer

5. Storage per node:
Calculate the total storage amount required per storage node. The number of storage nodes is dependent on your deployment profile. For the development
profile, use 1. For the production profile, it defaults to 3. If you manually scaled the analytics-storage-data or analytics-storage-basic microservices to be
greater than 3, use your actual values.

Storage per node = Total storage / Nodes

Remember: This result is only an estimate. You should monitor the use of space over time and adjust storage as needed.
Example
Deployment information:

Copies of data = 3

Data retention = 90 days

Activity log bytes per call = 850 bytes
Header log bytes per call = 15k bytes
Payload log bytes per call = 30.5k bytes
% of Activity log = 100%

% of Header log = 0%

% of Payload log = 0%

Calls per month = 64 million

Formula:
Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) + (% of
Payload Log * Payload Log bytes per call)
Calls per retention period = Calls per month * (Number of days retained / 30 days per month)
Storage for API calls = Calls per retention period * Bytes per call * Copies of data
Total storage = Storage for API calls + Overhead
Storage per node = Total storage / Nodes
Details:
1. Bytes per call = 850 bytes
(100% of Activity Log * 850 bytes) + (0% of Header Log * 15k bytes) + (0% of Payload Log * 30.5 bytes)
2. Calls per retention period = 192 million calls
64 million calls per month * (90 days retained / 30 days per month)
3. Storage for API calls = 489.6 GB
192 million calls per period * 850 bytes per call * 3 copies of data

4. Total storage = 600 GB
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489.6GB storage + Buffer
Since rounding to 500 GB only provides 10.4 GB of extra space, it's good practice to round to 600 GB instead.

5. Storage per node = 200 GB
600GB Total storage / 3 nodes

In this example, the estimated disk needed on each node for analytics-storage-data and analytics-storage-basic microservices is 200GB.

Master storage: estimate disk space needs

This section applies if you are planning a topology with the analytics-storage-master microservice enabled.

For the analytics-storage-master microservice, estimating the amount of disk space you need is much easier. For a production environment, set this value to 10GB. For a
development environment, you can optionally reduce the value to 5GB.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Working with certificates

Use the certs command included in the APICUP installer to set and manage certificates for each subsystem. Default certificates are automatically applied, but defaults
can be overridden by user-supplied custom certificates.

About this task

Note: Use a single APICUP project for all subsystems, even those in a different cluster. Multiple projects will result in multiple certificate chains which will not match.

o Certificate management: Read This First
Requirements and best practices for managing API Connect certificates.
e Setting and managing certificates
Default certificates are automatically applied, but defaults can be overridden by custom certificates.
* Reference for certificates, commands, and validations
This section contains the reference information for certificates, commands for working with certificates, and validations.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Certificate management: Read This First

Requirements and best practices for managing API Connect certificates.

Important: Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.
For management purposes, API Connect certificates can be grouped by type (default, custom, and common) and by usage (public, public and user-facing, and internal).
Understand each type and usage before you change any certificates.

e Adefault certificate is a private certificate that is uniquely generated by the installer for the current project directory, and will pass validation. Default certificates
are automatically generated for each subsystem by the apicup subsys install command, unless the certificates were explicitly set by using the apicup
certs set command. Note that the default certificates are self-signed, so they might not provide a level of trust suitable for external communication.

e For optimal trust levels, we recommend that you explicitly set all public and user-facing certificates by creating custom certificates.

e Some certificates are common across subsystems. Subsystems require the common certificates to allow them to register with the management subsystem. When
installing any one subsystem, the common certificates are set for that subsystem and for all the other subsystems. If you use custom certificates for the common
certificates, the custom certificates must be set prior to setting any other custom certificates.

e We do not recommend the explicit setting of internal certificates. The changing of internal certificates creates a risk of incompatibility with other internal
certificates.

To review the usage (public, public and user-facing, or internal) of each certificate, see the following Table 1 table.

Table 1. Certificate management best practice

tificat
Certificate Certificate name Best practice management
usage
Public ® apic-gw-service-ingress For optimal trust levels, set these explicitly.

If certificates are not explicitly set by using the apicup certs set command, then default self-signed
certificates are automatically generated by apicup subsys install. Typically you usually want to
customize them, to ensure a level of trust suitable for external communication.
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Certificate Certificate name Best practice management
usage
Public and User- e platform-api, api-manager-ui, For optimal trust levels, set these explicitly.
facing cloud-admin-ui Recommended to be explicitly set as custom certificates because they are presented to an end user through
e consumer-api a browser or Command Line Interface (CLI).
e portal-www-ingress
Internal e root-ca, ingress-ca Do not change. Accept the default certificates. It is possible to change these certificates (except ingress-ca)
e mgmt-db-ca, mgmt-ca, service- |butis strongly discouraged because you risk creating incompatibilities that can block internal
server, service-client, db-server, |[communications.
db-client, service-plugin Each intermediate cert (mgmt-db-ca, mgmt-ca, portal-ca, portal-db-ca, analytics-ca, gw-ca), is used to
e portal-admin-ingress, portal- generate other internal certs. If, for example, you change an intermediate cert, the certs generated from it
client, portal-ca, portal-db-ca, might not work with internal certs generated from other intermediate certs.
service-server, service-client,
apim-client Note that ingress-ca is auto-generated and cannot be set using the apicup certs set command.
e analytics-client-ingress,
analytics-ingestion-ingress,
analytics-ingestion-client,
analytics-client-client
e analytics-ca, service-server,
service-client
* gw-ca, gateway-peering
For VMware appliance deployments
only: k8s-ca, appliance-client
See also:

e Setting and managing certificates

o Reference for certificates, commands, and validations.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting and managing certificates

Default certificates are automatically applied, but defaults can be overridden by custom certificates.

o Setting default certificates
Default certificates are automatically generated by APICUP when the subsystem is installed.

o Setting custom certificates
Use the APICUP installer certs commands to set custom certificates.

¢ Replacing custom certificates
Use the APICUP installer certs commands to replace existing certificates.

¢ Setting common certificates
Common certificates are set for one subsystem, but are applied to all subsystems. Use the APICUP installer certs commands to set the common certificates.

e Setting the encryption-secret for the management database
Use the APICUP installer certs commands to set the encryption-secret for the management database.

¢ Clearing certificates
Certificates can be cleared in order to set new certificates.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting default certificates

Default certificates are automatically generated by APICUP when the subsystem is installed.

About this task

Important:

e Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.
e Toview a list of public, public user-facing, and internal certificates, see Certificate management: Read This First. For details on each certificate, see Certificate

reference.

o Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Upgrading API
Connect in a Kubernetes environment

Default certificates are generated for each subsystem by the apicup subsys
install command. If certificates are not explicitly set by using the apicup certs
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set command, then default certificates are automatically generated by APICUP. The default certificates are self-signed, so they might not provide a level of trust suitable
for external communication.

Procedure

[y

w N

--validate. The subsystem must pass validation before setting the certificates.
Install the subsystem by using the apicup subsys install command.

they are self-signed and always pass validation.

command.

apicup certs list -help

. List all certificates that are set for a subsystem by using the apicup certs list

List all configured certificates

Usage:

apicup certs list SUBSYS [flags]

Flags:
-h, --help

Global Flags:

--accept-license

--debug

help for list

Accept the license for API Connect
Enable debug logging

Following is example output from the apicup certs listcommand:

Common certificates

Name

analytics-client-client

analytics-ingestion-client

ingress-ca

mgmt-db-ca

portal-client

root-ca

CN: analytics-client-client

SubjectKeyId: A2:0F:4E:19:FF:72:EE:AE:02:79:4F:7F:A5:DB:A5:D2
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: analytics-ingestion-client

SubjectKeyId: DE:63:AC:EC:13:E6:33:02:EA:47:92:BF:0D:DA:4F:9B
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: ingress-ca

SubjectKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
CN: mgmt-db-ca

SubjectKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
CN: portal-client

SubjectKeyId: FC:8A:06:09:DE:48:13:5B:07:75:C3:DC:3A:2C:95:9D
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: root-ca

SubjectKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7

. Enter the settings for the subsystem by using apicup subsys set <SUBSYS> and validate the subsystem settings by using apicup subsys get <SUBSYS>

. The default certificates are created for the subsystem. A default certificate is a private certificate that is uniquely generated by the installer for this project directory,

Validation errors

AuthorityKeyId:

Subsystem mgmt_ subsys certificates

Name

api-manager-ui

cloud-admin-ui

consumer-api

db-client

db-server

encryption-secret
mgmt-ca

migration-client

platform-api

service-client

service-plugin

service-server

CN: api-manager-ui

SubjectKeyId: F7:96:78:02:BE:01:83:C4:DF:42:A9:87:94:AB:1D:35
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: cloud-admin-ui

SubjectKeyId: AC:13:32:C2:6D:7B:46:6D:67:B5:41:6E:92:42:D3:4C
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: consumer-api

SubjectKeyId: DE:84:86:40:4F:1E:30:A6:16:0E:CD:5B:8E:0C:1A:46
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: db-client

SubjectKeyId: 8B:77:9B:F9:DD:26:0E:49:7E:E0:7A:81:76:CD:7F:88
AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
CN: db-server

SubjectKeyId: 13:E0:7E:D5:D4:03:6F:9C:10:02:9D:09:59:37:9D:AC
AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
A9:F3:28:0E:1E:AA:D9:5E:86:02:A4:95:69:83:94:30

CN: mgmt-ca

SubjectKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
CN: migration-client

SubjectKeyId: 51:21:E0:E1:A8:1E:F7:C6:F2:1E:EC:6C:F5:45:A8:66
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
CN: platform-api

SubjectKeyId: AC:EF:88:78:01:A1:4D:8E:95:95:7D:3E:C5:43:F9:48
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: service-client

SubjectKeyId: AA:8E:08:FC:8B:84:76:D2:B3:88:15:54:0D:F2:54:76
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
CN: service-plugin

SubjectKeyId: D3:89:FE:A0:8C:8B:AF:08:4F:18:F2:A6:39:CF:F3:73
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
CN: service-server

SubjectKeyId: 6B:CD:BC:99:34:AF:50:D2:95:BF:0C:FD:82:94:E4:D7
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

Validation errors
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For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting custom certificates

Use the APICUP installer certs commands to set custom certificates.

About this task

Important:

Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.

To view a list of public, public user-facing, and internal certificates, see Certificate management: Read This First. For details on each certificate, see Certificate
reference.

Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Upgrading API
Connect in a Kubernetes environment

The APICUP installer can be used to set certificates for each subsystem during installation. If certificates are not explicitly set by using the apicup certs set
command, then default certificates are generated by APICUP. The default certificates are self-signed, so they might not provide a level of trust suitable for external
communication.

Requirements for custom certificates:

e Extended Key Usage (EKU), either serverAuth or clientAuth depending upon the type of certificate. Certificates of type Server must have an Extended Key
Usage with serverAuth purpose. Certificates of type Client must have an Extended Key Usage with clientAuth purpose.

e Subject Alternative Name (SAN) for the required hosts

e Any custom common certificates that are being used must be set prior to setting any custom certificates for a subsystem.

See Certificate Reference to view the list of common certificates and to determine whether an EKU is needed for a certificate and which type of EKU (serverAuth or
clientAuth).

Precedence order for TLS certificates for Management endpoints:

The Management subsystem has four public endpoints: api-manager-ui, cloud-admin-ui, platform-api, and consumer-api. Distinct TLS certificates can be set for
each endpoint. However, if any two endpoints identical, only one TLS certificate will be effective. The order of precedence is: api-manager-ui, cloud-admin-ui,
platform-api, consumer-api.

Following are examples for how precedence is determined for TLS certificates for endpoints:

e If all four endpoints are distinct, then all four TLS certificates will be effective for their respective endpoints.

e Ifall four endpoints are identical, then only the api-manager-ui TLS certificate will be effective for all endpoints, as it is first in the precedence order.

o If the api-manager-ui, cloud-admin-ui, and platform-api endpoints are the same, and consumer-api is a different endpoint, then the api-manager-ui TLS
certificate will be effective for the api-manager-ui/cloud-admin-ui/platform-api endpoints, while the consumer-api TLS certificate will be effective for the
consumer-api endpoint

Note: Once API Connect has been installed (meaning that the apicup subsys install

SUBSYS command has been executed) with a given set of certificates, only the certificates for the public ingress endpoints (portal-www, api-manager-ui, cloud-
admin-ui, platform-api, consumer-api) can be modified. The TLS certificates involved in mutual authentication (portal-admin-ingress, portal-client, analytics-
ingestion-ingress, analytics-ingestion-client, analytics-client-ingress, and analytics-client-client) cannot be modified after the install command has been executed.

Procedure

1

N

Set up and validate the subsystem. Enter the settings for the subsystem using apicup subsys set <SUBSYS>and validate the subsystem settings using
apicup subsys get <SUBSYS> --validate. The subsystem must pass validation before setting the certificates.

. Generate the custom certificate with the appropriate EKU and SAN. You will need to obtain the private key, public certificate, and CA certificates in non-password-

protected PEM format for the custom certificate. Following is an example for how to generate a certificate (platform-api-example) with an EKU serverAuth and SAN
using openssl:

openssl x509 -req -days 360 -in platform-api-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
platform-api-cert -sha256

-extfile <(cat /etc/ssl/openssl.cnf <(printf

"\n[SAN] \nsubjectAltName=DNS: fqdn.myserver.com\nextendedKeyUsage=serverAuth"))

-extensions SAN

where
e DNS:£fgdn.myserver.comis the fully qualified domain name of the endpoint the certificate applies to. This matches the endpoints entered in the APICUP
installer. See Installing the Management subsystem into a Kubernetes environment
e platform-api-example.csr is the file name for the certificate signing request
Following is an example for how to generate a certificate (portal-client) with an EKU clientAuth and SAN using openssl:

openssl x509 -req -days 360 -in portal-client-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
portal-client-cert

-sha256 -extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nkeyUsage=critical,

digitalSignature, keyEncipherment\nextendedKeyUsage = clientAuth\nbasicConstraints=critical,
CA:FALSE\nsubjectKeyIdentifier=hash\n")) -extensions SAN

. Once the certificate has been created, set the certificate by entering the following command:

apicup certs set SUBSYS CERT NAME [CERT_FILE KEY FILE CA_FILE]
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You can find definitions for commands at the following location: Command reference

If the certificate is signed by an intermediate CA, the CA_File argument must point to a file that concatenates the intermediate CA, followed by the root CA, in that
order.

If the certificate is signed by an internal or custom CA, include the full chain in the end certificate. If you omit the full chain, then a user who uses openSSL to access
the endpoint will see the following error: error :num=20:unable to get local issuer certificate

The following example shows the full chain for an end certificate (signed by a custom CA):

——————— BEGIN CERTIFICATE -----
Cert contents for end-cert
-END CERTIFICATE --
------- BEGIN CERTIFICATE -----
Cert contents for Intermediate-CA
———————— END CERTIFICATE ----------
——————— BEGIN CERTIFICATE -----
Cert contents for Root CA
———————— END CERTIFICATE ----------

If the certificate was generated with an EKU serverAuth, it must be assigned to a server certificate. If the certificate was generated with an EKU clientAuth, it must
be assigned to a client certificate.

Repeat for additional custom certificates.

After setting the custom certificates, you can optionally generate the remaining default certificates prior to installation by entering the apicup certs generate
command. The generate command generates any certificates that have not been set, so it will create default certificates for all remaining certificates. It will not
overwrite any custom certificates you have set. You can review the certificates prior to installation.

. List all certificates with apicup certs list SUBSYS. The results will include the generated default certificates and the custom certificates that you set.

Following is example output from the apicup certs
list command:

Common certificates

Name Summary Validation errors
analytics-client-client CN: analytics-client-client

SubjectKeyId: A2:0F:4E:19:FF:72:EE:AE:02:79:4F:7F:A5:DB:A5:D2

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
analytics-ingestion-client CN: analytics-ingestion-client

SubjectKeyId: DE:63:AC:EC:13:E6:33:02:EA:47:92:BF:0D:DA:4F:9B

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
ingress-ca CN: ingress-ca

SubjectKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
mgmt-db-ca CN: mgmt-db-ca

SubjectKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
portal-client CN: portal-client

SubjectKeyId: FC:8A:06:09:DE:48:13:5B:07:75:C3:DC:3A:2C:95:9D

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
root-ca CN: root-ca

SubjectKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7

AuthorityKeyId:

Subsystem mgmt_ subsys certificates

Name Summary Validation errors
api-manager-ui CN: api-manager-ui

SubjectKeyId: F7:96:78:02:BE:01:83:C4:DF:42:A9:87:94:AB:1D:35

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
cloud-admin-ui CN: cloud-admin-ui

SubjectKeyId: AC:13:32:C2:6D:7B:46:6D:67:B5:41:6E:92:42:D3:4C

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
consumer-api CN: consumer-api

SubjectKeyId: DE:84:86:40:4F:1E:30:A6:16:0E:CD:5B:8E:0C:1A:46

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
db-client CN: db-client

SubjectKeyId: 8B:77:9B:F9:DD:26:0E:49:7E:E0:7A:81:76:CD:7F:88

AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
db-server CN: db-server

SubjectKeyId: 13:E0:7E:D5:D4:03:6F:9C:10:02:9D:09:59:37:9D:AC

AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
encryption-secret A9:F3:28:0E:1E:AA:D9:5E:86:02:A4:95:69:83:94:30
mgmt-ca CN: mgmt-ca

SubjectKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
migration-client CN: migration-client

SubjectKeyId: 51:21:E0:E1:A8:1E:F7:C6:F2:1E:EC:6C:F5:45:A8:66

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
platform-api CN: platform-api

SubjectKeyId: AC:EF:88:78:01:A1:4D:8E:95:95:7D:3E:C5:43:F9:48

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
service-client CN: service-client

SubjectKeyId: AA:8E:08:FC:8B:84:76:D2:B3:88:15:54:0D:F2:54:76

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
service-plugin CN: service-plugin

SubjectKeyId: D3:89:FE:A(0:8C:8B:AF:08:4F:18:F2:A6:39:CF:F3:73

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
service-server CN: service-server
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SubjectKeyId: 6B:CD:BC:99:34:AF:50:D2:95:BF:0C:FD:82:94:E4:D7
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

7. Install the subsystem with the certificates using apicup subsys install

SUBSYS. Any missing certificates will be generated. The installation will not proceed if there are any validation issues with the certificates. See Validation reference.
8. Repeat for other subsystems.
9. If necessary, you can replace custom certificates after installation is complete. See Replacing custom certificates.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Replacing custom certificates

Use the APICUP installer certs commands to replace existing certificates.

About this task

Important:

e Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.

e Toview a list of public, public user-facing, and internal certificates, see Certificate management: Read This First. For details on each certificate, see Certificate
reference.

e Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Upgrading API
Connect in a Kubernetes environment

The APICUP installer can be used to update certificates for each subsystem after installation.
Requirements for custom certificates:

e Extended Key Usage (EKU), either serverAuth or clientAuth depending upon the type of certificate. Certificates of type Server must have an Extended Key
Usage with serverAuth purpose. Certificates of type Client must have an Extended Key Usage with clientAuth purpose.

e Subject Alternative Name (SAN) for the required hosts

e Any custom common certificates that are being used must be set prior to setting any custom certificates for a subsystem.

See Certificate Reference to view the list of common certificates and to determine whether an EKU is needed for a certificate and which type of EKU (serverAuth or
clientAuth).

Precedence order for TLS certificates for Management endpoints:
The Management subsystem has four public endpoints: api-manager-ui, cloud-admin-ui, platform-api, and consumer-api. Distinct TLS certificates can be set for
each endpoint. However, if any two endpoints identical, only one TLS certificate will be effective. The order of precedence is: api-manager-ui, cloud-admin-ui,
platform-api, consumer-api.

Following are examples for how precedence is determined for TLS certificates for endpoints:

e If all four endpoints are distinct, then all four TLS certificates will be effective for their respective endpoints.

e If all four endpoints are identical, then only the api-manager-ui TLS certificate will be effective for all endpoints, as it is first in the precedence order.

o If the api-manager-ui, cloud-admin-ui, and platform-api endpoints are the same, and consumer-api is a different endpoint, then the api-manager-ui TLS
certificate will be effective for the api-manager-ui/cloud-admin-ui/platform-api endpoints, while the consumer-api TLS certificate will be effective for the
consumer-api endpoint

Procedure

1. Generate the custom certificate with the appropriate EKU and SAN. You will need to obtain the private key, public certificate, and CA certificates in non-password-
protected PEM format for the custom certificate. Following is an example for how to generate a certificate (platform-api-example) with an EKU serverAuth and SAN
using openssl:

openssl x509 -req -days 360 -in platform-api-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
platform-api-cert -sha256

-extfile <(cat /etc/ssl/openssl.cnf <(printf

"\n[SAN] \nsubjectAltName=DNS: £qdn.myserver.com\nextendedKeyUsage=serverAuth"))

-extensions SAN

where
e DNS:£fqgdn.myserver.comis the fully qualified domain name of the endpoint the certificate applies to. This matches the endpoints entered in the APICUP
installer. See Installing the Management subsystem into a Kubernetes environment
e platform-api-example.csr is the file name for the certificate signing request
Following is an example for how to generate a certificate (portal-client) with an EKU clientAuth and SAN using openssl:

openssl x509 -req -days 360 -in portal-client-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
portal-client-cert

-sha256 -extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nkeyUsage=critical,

digitalSignature, keyEncipherment\nextendedKeyUsage = clientAuth\nbasicConstraints=critical,
CA:FALSE\nsubjectKeyIdentifier=hash\n")) -extensions SAN

N

. Once the certificate has been created, set the certificate by entering the following command:
apicup certs set SUBSYS CERT NAME [CERT_FILE KEY FILE CA_FILE]

You can find definitions for commands at the following location: Command reference
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If the certificate is signed by an intermediate CA, the CA_File argument must point to a file that concatenates the intermediate CA, followed by the root CA, in that
order.

If the certificate was generated with an EKU serverAuth, it must be assigned to a server certificate. If the certificate was generated with an EKU clientAuth, it must
be assigned to a client certificate.

3. Install the subsystem with the new certificate using apicup subsys
install SUBSYS. Any missing certificates will be generated. The installation will not proceed if there are any validation issues with the certificates.
See Validation reference.

4. Repeat for other subsystems requiring new certificates.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting common certificates

Common certificates are set for one subsystem, but are applied to all subsystems. Use the APICUP installer certs commands to set the common certificates.

About this task

Important:

e Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.

e Toview a list of public, public user-facing, and internal certificates, see Certificate management: Read This First. For details on each certificate, see Certificate
reference.

o Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Upgrading APT
Connect in a Kubernetes environment

The common certificates are identical across subsystems. Subsystems require the common certificates to allow them to register with the management subsystem. When
installing any one subsystem, the common certificates will be set for that subsystem and for all the other subsystems. If you are using custom certificates for the common
certificates, they must be set prior to setting any custom certificates. See Certificates reference for a description of the common certificates.

Common certificates cannot be changed between subsystem installs. For example, you cannot set a common certificate for the management subsystem, install the
management subsystem, then change a common certificate for the analytics subsystem, then install the analytics subsystem. This scenario will result in a failed
installation because the common certificates are not identical.

Procedure

Follow these steps to set custom common certificates. If using default certificates, the common certificates will be set for you. See Setting custom certificates

1. Set up and validate all subsystems. Enter the settings for the subsystem using apicup subsys set <SUBSYS> and validate the subsystem settings using
apicup subsys get <SUBSYS> --validate. The subsystem must pass validation before setting the certificates.

. Generate a custom certificate with the appropriate EKU and SAN. You will need to obtain the private key, public certificate, and CA certificates in non-password-
protected PEM format for the custom certificate. Following is an example for how to generate a certificate (platform-api) with an EKU serverAuth and SAN using
openssl:

N

openssl x509 -req -days 360 -in platform-api.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out platform-api
-sha256

-extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nsubjectAltName=DNS:ac-msntest.myserver.com,DNS:ac2-
msntest.myserver.com\nextendedKeyUsage=serverAuth"))

-extensions SAN

Following is an example for how to generate a certificate (portal-client) with an EKU clientAuth and SAN using openssl:

openssl x509 -req -days 360 -in portal-client.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out portal-
client-cert

-sha256 -extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nkeyUsage=critical,

digitalSignature, keyEncipherment\nextendedKeyUsage = clientAuth\nbasicConstraints=critical,
CA:FALSE\nsubjectKeyIdentifier=hash\n")) -extensions SAN

3. Once the certificate has been created and you have a.pem file, set the custom common certificates in one of your subsystems. After setting the custom certificates
for one subsystem, they will take effect for all subsystems. The command is targeted at a specific subsystem, but the common certificates are copied to all

subsystems regardless of which subsystem they are originally set in. Following is an example for setting the portal-client certificate:
apicup certs set mgmt portal-client myCertFile.pem myKeyFile.key
myCAFile.crt

b

Set the remaining certificates for each subsystem, default or custom. See Setting default certificates and Setting custom certificates.
List and validate the certificates for each subsystem. See Validation reference

. Install each subsystem using apicup subsys install

SUBSYS.

oo

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Setting the encryption-secret for the management database

Use the APICUP installer certs commands to set the encryption-secret for the management database.

About this task

Note: Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Upgrading API
Connect in a Kubernetes environment

The encryption-secret is a secure random bytes password used for field level encryption in the management database. You can generate 128 random bytes using the
following command in openssl:

openssl rand -out /path/to/secret/encryption-secret.bin 128

Important: The encryption-secret can only be set once and only during initial installation. See Installing the Management subsystem into a Kubernetes environment.

Procedure

1. Enter the apicup certs set SUBSYS CERT NAME [KEY FILE] command and complete the following values:
e SUBSYS - The subsystem for the encryption-secret is the name of your management subsystem, because it is used for field-level encryption for the
management database.
e CERT_NAME - The certificate name is encryption-secret.
e KEY_FILE - Enter the file name for a secure random bytes string that is 128 bytes in length, for example encryption-secret.bin.
2. Set the remaining certificates if using custom certificates and install the management subsystem.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Clearing certificates

Certificates can be cleared in order to set new certificates.

About this task

Note: Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Upgrading API
Connect in a Kubernetes environment

Existing certificates must be cleared in order to set new certificates. When using default certificates, new certificates are created only for those certificates that are not
set. Some of the use cases for clearing certificates are: expired certificates and configuration changes. For example, of endpoints are changed, the existing certificates
must be cleared and new certificates created.

Procedure

1. Enter the apicup certs set SUBSYS CERT NAME --clear command and complete the following values:
e SUBSYS - The name of the subsystem
e CERT_NAME - The name of the certificate that you want to clear.

2. The certificate will be cleared and can be reset, either as a default or custom certificate.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Reference for certificates, commands, and validations

This section contains the reference information for certificates, commands for working with certificates, and validations.

* Certificate reference

The Certificate reference provides a description of all the certificates required in API Connect.
¢ Command reference

The APICUP installer includes the certs commands to set and manage certificates.
¢ Validation reference

Certificates are validated using several parameters.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Certificate reference

The Certificate reference provides a description of all the certificates required in API Connect.

Before you begin

APICUP sets default certificates for each subsystem during installation. The default certificates are self-signed so may not provide a level of trust suitable for external
communication. Custom certificates can be set and managed following the steps described in Setting custom certificates.

The Certificates reference topic lists all certificates that are set by the apicup

certs commands. The default certificates can be used for the majority of these certificates. The certificates that are marked as public and user-facing are recommended
to be explicitly set as custom certificates because they are presented to an end user through a browser or Command Line Interface (CLI).

The certificates that are described as TLS certificate used by ingress are also considered public in the sense that they interact with a client that sits outside of an API
Connect cluster.

The remaining certificates are considered internal because they interact with internal components.

Certificates that are listed as auto-generated cannot be set using the apicup certs set command. For example, the common certificate ingress-ca is auto-
generated and used as an intermediate CA for all default ingress certificates. If you set an ingress certificate as a custom certificate, you will need to configure an
intermediate CA if desired.

Important:
When setting custom certificates, additional steps must be taken to provide an Extended Key Usage (EKU) serverAuth and ClientAuth and a Subject Alternative Name
(SAN) for the required hosts. These certificates are generated automatically by the apicup certs command when using the default certificates.

e For custom certificates of type server, an additional extended key usage client authentication (EKU serverAuth) certificate is required.
* For custom certificates of type client, an additional extended key usage server authentication (EKU clientAuth) certificate is required.

Procedure

1. Common certificates - The following certificates are common to all subsystems in a deployment. Subsystems require the common certificates to allow them to
register with the management subsystem. The common certificates are identical across subsystems. When installing any one subsystem, the common certificates
will be set for that subsystem and for all the other subsystems. Custom common certificates must be set prior to setting any custom subsystem certificates.

Common certificates cannot be changed between subsystem installs. For example, you cannot set a common certificate for the management subsystem, install the
management subsystem, then change a common certificate for the analytics subsystem, then install the analytics subsystem. This scenario will result in a failed
installation because the common certificates are not identical.

Table 1. Common certificates

Certificate
usI:in;: ::_::EP Type Usage Requirements Description
certs)
root-ca CA internal CA certificate which forms the root of the certificate chain
ingress-ca CA internal signed by: root-ca Auto-generated intermediate certificate used to generate certificates for
subsystem ingress endpoints if not provided by user.
The ingress-ca intermediate certificate cannot be set explicitly, it is
always only generated. TLS certificates for the ingresses are not required
to use ingress-ca as an intermediate certificate, but if a given ingress TLS
certificate is left to be auto-generated then it will be signed by this
ingress-ca.
mgmt-db-ca CA internal signed by: root-ca Intermediate CA certificate used to sign certificates used by Cassandra.
portal-client Client internal Must be signed by the same Client certificate used by management subsystem to authenticate with
authority as the one used for the Portal admin endpoint. Requires EKU clientAuth.
the matching ingress TLS
certificate portal-admin-
ingress.
analytics-client- | Client internal Must be signed by the same Client certificate used by management subsystem to authenticate with
client authority as the one used for analytics client endpoint. Requires EKU clientAuth.
the matching ingress TLS
certificate analytics-
client-ingress .
analytics- Client internal Must be signed by the same Client certificate used by gateway subsystem to authenticate with
ingestion-client authority as the one used for analytics ingestion endpoint. Requires EKU clientAuth.
the matching ingress TLS
certificate analytics-
ingestion-ingress .

2. Management certificates
These certificates apply to a single Management subsystem.

The Management subsystem has four endpoints: api-manager-ui, cloud-admin-ui, platform-api, and consumer-api. Distinct TLS certificates can be set for each
endpoint. However, if any two endpoints identical, only one TLS certificate will be effective. The order of precedence is: api-manager-ui, cloud-admin-ui, platform-
api, consumer-api.

Following are examples for how precedence is determined for TLS certificates for endpoints:
e Ifall four endpoints are distinct, then all four TLS certificates will be effective for their respective endpoints.
e Ifall four endpoints are identical, then only the api-manager-ui TLS certificate will be effective for all endpoints, as it is first in the precedence order.
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o If the api-manager-ui, cloud-admin-ui, and platform-api endpoints are the same, and consumer-api is a different endpoint, then the api-manager-ui TLS
certificate will be effective for the api-manager-ui/cloud-admin-ui/platform-api endpoints, while the consumer-api TLS certificate will be effective for the
consumer-api endpoint

The encryption-secret certificate is unique in that it is a secure random number. It is used to provide field level encryption in management (Cassandra) database. To

set the encryption secret for the management database, use the following command: apicup certs set SUBSYS CERT NAME
For example: apicup certs set mgmtl encryption-secret

[KEY_FILE]

/path/to/keyfile. See Setting the encryption-secret for the management database

Table 2. Management certificates

Certificate . .
name Type Usage Requirements Description
encryption- secure random length: 128 bytes Encryption secret used to do
secret bytes field level encryption in
management (Cassandra)
database
platform-api Server public and user- | The host names for which the certificate is valid must include the TLS certificate used by ingress.
facing platform-api endpoint. A wildcard certificate can be used as the first Requires EKU serverAuth.
element in a host name, for example, if the endpoint is: store.acme.com, Public and user-facing.
the certificate can be one that is valid for host names matching
*acme.com.
consumer-api Server public and user- | The host names for which the certificate is valid must include the TLS certificate used by ingress.
facing consumer-api endpoint. A wildcard certificate can be used as the first Requires EKU serverAuth.
element in a host name, for example, if the endpoint is: store.acme.com, Public and user-facing.
the certificate can be one that is valid for host names matching
*acme.com.
api-manager-ui | Server public and user- | The host names for which the certificate is valid must include the api- TLS certificate used by ingress.
facing manager-ui endpoint. A wildcard certificate can be used as the first Requires EKU serverAuth.
element in a host name, for example, if the endpoint is: store.acme.com, Public and user-facing.
the certificate can be one that is valid for host names matching
*acme.com.
cloud-admin-ui | Server public and user- | The host names for which the certificate is valid must include the cloud- | TLS certificate used by ingress.
facing admin-ui endpoint. A wildcard certificate can be used as the first element | Requires EKU serverAuth.
in a host name, for example, if the endpoint is: store.acme.com, the Public and user-facing.
certificate can be one that is valid for host names matching *acme.com.
mgmt-ca CA internal signed by: root-ca Intermediate CA used to sign
management subsystem
certificates
service-server | Server internal signed by: mgmt-ca Required hosts: Server certificates used by
management services.
e *<namespace> Requires EKU serverAuth.
® *<namespace>.svc
e *<namespace>.svc.cluster.local
service-client Client internal signed by: mgmt-ca Client certificate used by
management services.
Requires EKU clientAuth.
db-server Server internal signed by: mgmt-db-ca Server certificate used by
management (Cassandra)
Required hosts: database to communicate with
* *<namespace> other nodes. Requires EKU
e *<namespace>.svc serverAuth.
e *.<namespace>.svc.cluster.local
db-client Client internal signed by: mgmt-db-ca Client certificate used by
management services.
Requires EKU clientAuth.
service-plugin Client internal signed by: mgmt-ca Client certificate used by plugin
services to talk to management
subsystem. Requires EKU
clientAuth.
migration-client | Client signed by: mgmt-ca This certificate is deprecated

and no longer used, and can be
ignored.

3. Portal certificates

These certificates apply to a single portal subsystem.

Table 3. Portal certificates

Certificate . s e
name Type Usage Requirements Description

portal-admin- Server internal host must match | TLS certificate used by ingress. The portal-client common certificate must be set

ingress admin endpoint prior to setting the portal-admin-ingress certificate. Requires EKU serverAuth.
The portal-admin-ingress TLS certificate does not have any specific requirement
on the authority signing it. If the certificate is auto-generated, it is signed by the
ingress-ca.

portal-www- Server public and user- | host must match | TLS certificate used by ingress. Requires EKU serverAuth.

ingress facing www endpoint

portal-ca CA internal signed by: root-ca | Intermediate CA used to sign portal subsystem certificates

portal-db-ca CA internal signed by: portal- | Intermediate CA certificate used to sign certificates used by portal DB

ca
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Certificate
name

Type

Usage

Requirements

Description

service-server

Server

internal

signed by: portal-
ca

Required hosts:

° *
<namespa
ce>

° *

<namespa
ce>.sve

*
<namespa
ce>.sve.clu
ster.local

Server certificates used by portal services. Requires EKU serverAuth.

service-client

Client

internal

signed by: portal-
ca

Client certificate used by portal services. Requires EKU clientAuth.

apim-client

Client

internal

signed by: portal-
ca

Client certificate used by portal services to talk to management subsystem. Requires
EKU clientAuth.

4. Analytics certificates
These certificates apply to a single analytics subsystem.

Table 4.

Analytics certificates

Certificate
name

Type

Usage

Requirements

Description

analytics-client-
ingress

Server

internal

Required hosts:

e client
ingress
endpoint
*

<namesp

ace>
° *
<namesp
ace>.sve
*.
<namesp
ace>.svc.
cluster.lo
cal

TLS certificate used by ingress. The analytics-client-client common certificate
must be set prior to setting the analytics-client-ingress certificate. Requires
EKU serverAuth.

The analytics-client-ingress TLS certificate does not have any specific
requirement on the authority signing it. If the certificate is auto-generated, it is signed by
the ingress-ca.

analytics-
ingestion-
ingress

Server

internal

Required hosts:

e ingestion
ingress
endpoint
*

<namesp

ace>
° *
<namesp
ace>.svc
*.
<namesp
ace>.svc.
cluster.lo
cal

TLS certificate used by ingress. The analytics-ingestion-client common
certificate must be set prior to setting the analytics-ingestion-ingress
certificate. Requires EKU serverAuth.

The analytics-ingestion-ingress TLS certificate does not have any specific
requirement on the authority signing it. If the certificate is auto-generated, it is signed by
the ingress-ca.

analytics-ca

CA

internal

signed by: root-
ca

Intermediate CA used to sign analytics subsystem certificates

service-server

Server

internal

signed by:
analytics-ca

Required hosts:
° *
<namesp
ace>
*
<namesp
ace>.sve
* *
<namesp
ace>.svc.
cluster.lo
cal

Server certificates used by analytics services. Requires EKU serverAuth.

service-client

Client

internal

signed by:

analytics-ca

Client certificate used by analytics services; requires EKU clientAuth.

5. Gateway certificates
These certificates apply to a single gateway subsystem.
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Table 5. Gateway certificates

Certificate name Type Usage Requirements Description
api-gateway- Server public and user- | host must match api-gateway TLS certificate used by ingress. Requires EKU serverAuth.
ingress facing endpoint (deprecated, see Note.)
apic-gw-service- Server public host must match apic-gw-service | TLS certificate used by ingress. Requires EKU serverAuth.
ingress endpoint
gw-ca CA internal signed by: root-ca Intermediate CA used to sign gateway subsystem certificates
gateway-peering Server internal signed by: gw-ca Server certificates used by gateway services. Requires EKU

serverAuth.

Note: The api-gateway-ingress certificate is a legacy certificate which has been deprecated. It is no longer used to terminate TLS at the api-gateway endpoint. You
configure a TLS profile for the termination of the api-gateway endpoint using the Cloud Manager API Invocation Endpoint and SNI settings when registering the

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Command reference

The APICUP installer includes the certs commands to set and manage certificates.

About this task

The APICUP installer can be used to set certificates for each subsystem during installation. If certificates are not explicitly set using the apicup certs setcommand,
then default certificates are generated by APICUP. We recommend that certificates be set at installation time only (or carried over from an upgrade). The default
certificates are self-signed, so they may not be optimal for external communication.

For a description of the certificates that can be set, see Certificate reference. We recommend that all public and user-facing certificates be explicitly set, including portal-
www-ingress and api-gateway-ingress, and the four management endpoints (platform-api, consumer-api, api-manager-ui, and cloud-admin-ui). Following is the help
reference for the apicup certs setcommand:

apicup certs set --help
Set or clear certificates and keys

Usage:
apicup certs set SUBSYS CERT NAME [CERT_FILE KEY FILE CA_FILE] [KEY FILE] [flags]
Flags:
--clear Clear out a certificate or key entry
-h, --help help for set

Global Flags:
--accept-license
--debug

Accept the license for API Connect
Enable debug logging

Procedure

To set and clear certificates, complete the following steps:

1. Enter the apicup certs setcommand and complete the following values:
Table 1. apicup certs set

Command Values Result
apicup certs Parameters are: Applies the certificate when the
z:;ngisés e SUBSYS - name of the subsystem to which the certificate applies subsystem is installed.
[CERT FILE o CERT_NAME - name of the certificate; see Certificate reference for a list of certificates that can
KEY FILE be set for each subsystem.
CA FILE] e CERT_FILE - Path to the certificate file in PEM format.
[flags] e KEY_FILE - Path to the private key file in PEM format.

e CA_FILE - Path to the Certificate Authority (CA) file. The contents of the file may be the
concatenation of an intermediate CA and the root CA (in that order). Note: When setting the
root-ca certificate, omit the CA_FILE parameter.

apicup certs

KEY_FILE - The file containing the encryption-secret for field level encryption in the management

Applies the encryption-secret

e --help - Displays help for the command.

z:;rs::;s database. Applies only to the management subsystem. The certificate name is encryption- when the management subsystem is
[KEY FILE] secret. The type is secure random bytes with a length of 128 bytes. For example, apicup certs installed.
[flags] set mgmtl encryption-secret /path/to/encryption-secret.bin.Note: Do not specify
any of the [CERT_FILE KEY_FILE CA_FILE] parameters when setting the encryption-secret.
flags Flags are: The specified certificate will be
® --clear e --clear - Clears the specified certificate. For example, apicup certs set mgmtl cleared. When making configuration
® --help encryption-secret --clear changes such as changing endpoints,

the corresponding certificate must be
cleared so that a new certificate can
be set.

2. The apicup certs get command retrieves a specific certificate for the specified subsystem.
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apicup certs get --help
Get a certificate

Usage:
apicup certs get SUBSYS CERT NAME [flags]
Flags:
-h, --help help for get
-o, --output string output to file or - (stdout) (default "-")
-t, --type string type of object to return: cert, key, ca (default "cert")

Global Flags:
--accept-license Accept the license for API Connect

--debug Enable debug logging
Table 2. apicup certs get
Command Values Result
apicup certs get Parameters are: Returns the specified certificate for the specified
SU B Sy S ACERTANANE) e SUBSYS - name of the subsystem to which the certificate applies subsystem.
[£lags] e CERT_NAME - name of the certificate to retrieve; see Certificate reference
for a list of certificates
flags Flags are: e For --output: The specified certificate will
¢ --output e --output string- Specify a file for the retrieved values, or specify "-" to send be retrieved and sent to stdout or saved to
string to stdout. Default is "-" to send to stdout. For example, apicup certs the specified file
® --type string get mgmtl --output e For --type: Certificates will be retrieved
¢ --help myCertsFile that match the type specified.
e --type string - Returns only the specified type. If not specified, the type is
cert. For example, apicup certs get mgmtl --type ca
e --help - Displays help for the command.

. List all certificates that have been set for a subsystem using the apicup certs
list command. You can list the certificates at any time to summarize the certificates that have been set.

apicup certs list -help
List all configured certificates

Usage:
apicup certs list SUBSYS [flags]

Flags:
-h, --help help for list

Global Flags:
--accept-license Accept the license for API Connect

--debug Enable debug logging
Table 3. apicup certs list
Command Values Result
apicup certs list SUBSYS Parameters are: Returns a list of certificates that are configured for the
[flags] e SUBSYS - name of the subsystem for which you want to subsystem.
list certificates
flags Flags are: Help text is displayed.
¢ --help e --help - Displays help for the command.

Following is example output from the apicup certs listcommand:

Common certificates

Name Summary Validation errors

analytics-client-client CN: analytics-client-client

SubjectKeyId: A2:0F:4E:19:FF:72:EE:AE:02:79:4F:7F:A5:DB:A5:D2

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
analytics-ingestion-client CN: analytics-ingestion-client

SubjectKeyId: DE:63:AC:EC:13:E6:33:02:EA:47:92:BF:0D:DA:4F:9B

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
ingress-ca CN: ingress-ca

SubjectKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
mgmt-db-ca CN: mgmt-db-ca

SubjectKeylId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
portal-client CN: portal-client

SubjectKeyId: FC:8A:06:09:DE:48:13:5B:07:75:C3:DC:3A:2C:95:9D

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
root-ca CN: root-ca

SubjectKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7

AuthorityKeyId:

Subsystem mgmt_ subsys certificates

Name Summary Validation errors

api-manager-ui CN: api-manager-ui
SubjectKeyId: F7:96:78:02:BE:01:83:C4:DF:42:A9:87:94:AB:1D:35
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
cloud-admin-ui CN: cloud-admin-ui
SubjectKeyId: AC:13:32:C2:6D:7B:46:6D:67:B5:41:6E:92:42:D3:4C
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AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
consumer-api CN: consumer-api

SubjectKeyId: DE:84:86:40:4F:1E:30:A6:16:0E:CD:5B:8E:0C:1A:46

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
db-client CN: db-client

SubjectKeyId: 8B:77:9B:F9:DD:26:0E:49:7E:E0:7A:81:76:CD:7F:88

AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
db-server CN: db-server

SubjectKeyId: 13:E0:7E:D5:D4:03:6F:9C:10:02:9D:09:59:37:9D:AC

AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
encryption-secret A9:F3:28:0E:1E:AA:D9:5E:86:02:A4:95:69:83:94:30
mgmt-ca CN: mgmt-ca

SubjectKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
migration-client CN: migration-client

SubjectKeyId: 51:21:E0:E1:A8:1E:F7:C6:F2:1E:EC:6C:F5:45:A8:66

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
platform-api CN: platform-api

SubjectKeyId: AC:EF:88:78:01:A1:4D:8E:95:95:7D:3E:C5:43:F9:48

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
service-client CN: service-client

SubjectKeyId: AA:8E:08:FC:8B:84:76:D2:B3:88:15:54:0D:F2:54:76

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
service-plugin CN: service-plugin

SubjectKeyId: D3:89:FE:A(0:8C:8B:AF:08:4F:18:F2:A6:39:CF:F3:73

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
service-server CN: service-server

SubjectKeyId: 6B:CD:BC:99:34:AF:50:D2:95:BF:0C:FD:82:94:E4:D7

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

4. The apicup certs generate command generates and sets default certificates. The generate command only generates and sets a certificate if it is not already
set; it only sets the missing default certificates that have not been explicitly set using the set command. Execute the generate command before running the
apicup subsys install <SUBSYS>command to confirm the certificates are correct before installing. It allows you to validate all certificates before performing
the installation. The generate command is used as a tool to assist you when entering a combination of default and custom certificates. If you need to set specific
certificates you can set them upfront (using set) and then generate the missing ones with default certificates. Or you can generate all certificates upfront and then
override specific certificates to set custom certificates. Using generate helps to avoid validation errors during the installation procedure. Note that you must
configure the subsystems and pass the --validate option before generating the default certificates.

apicup certs generate -help
Generate all unset certificates

Usage:
apicup certs generate SUBSYS [flags]

Flags:
-h, --help help for generate
Global Flags:
--accept-license Accept the license for API Connect

--debug Enable debug logging
Table 4. apicup certs generate
Command Values Result
apicup certs generate Parameters are: Generates certificates that have not been set for the subsystem.

SUBSYS [flags] e SUBSYS - name of the subsystem for which you Generates self-signed certificates.

want to generate certificates
flags Flags are: Help text is displayed.
¢ --help e --help - Displays help for the command.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Validation reference

Certificates are validated using several parameters.

The validations described in the following table are applied for all certificates, but are most helpful for custom certificates. For default certificates, the certificate
validations will always pass, as the required elements are generated by APICUP. However, with custom certificates, some of the required elements may be missing or

incorrect.
Validation Messages Error See also/Action
Verify the certificate is set properly. certificate The certificate is not set.
<cert> not set
unable to load |The certificate is set but cannot be
cert <cert> read
Verify certificate key usage (Extended Key Usage). uﬂal_?le to The certificate is missing the See Certificates Reference to see more
Zeniz cert required key usage. information, including the type, for all
cert>: o
focrar 1oy cernﬁcafes. 3y '
usage <n> See Setting custom certificates for tips
on how to generate the EKUs for custom
certificates.
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certificates are verified against the CA of, respectively, portal-
admin-ingress, analytics-client-ingress, and
analytics-ingestion-ingress.

provided for
this
certificate

ingress, analytics-client-
ingress,and analytics-
ingestion-ingress.

Validation Messages Error See also/Action
Verify the certificate signing CA. If available, the CA file is loaded. unable to The CA file could not be parsed
Then the certificate is verified against the provided CA file, including par_s: Ci\ t: and loaded.
verirty er
enforcement of Extended Key Usage. P——
unal_ale to The certificate failed verification One possible reason for receiving this
periovlicent against the provided CA file. error is that the correct EKU is missing.
<cert> .
For a custom certificate, see Setting
custom certificates for information on
generating EKUs.
Verify certificate hosts. The certificate must be valid for the hosts “nal?le to The certificate is not valid for the | See Certificate reference for the required
listed for the certificate in the Requirements column in the Z:niz cert required host. hosts.
g er :
Certificates Reference.  Aopfing GRes)
Verify that a certificate that is being used as a CA is actually a CA. unable to The certificate is not a valid CA.
verify cert
<cert>:
certificate is
not a CA
Verify client certificate match. The portal-client, analytics- |2 CA_ . The CA certificate is missing for The common certificates portal-
client-client, and analytics-ingestion-client :eztlizcate one of the portal-admin- client, analytics-client-client,
u.

and analytics-ingestion-client
must be set prior to setting any custom
certificates.

client cert
cannot be
verified
against
provided CA
certificate

The verification failed.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Tips and tricks for using APICUP

The APICUP installer in Install Assist contains built-in time saving functions.

Introduction

This section describes tips and techniques for working with the APICUP installation commands. The APICUP installer creates charts and secrets that are then managed by

Helm.

e Running Tiller with APICUP

e Entering multiple settings per command
e Entering multiple values

e Viewing the settings for a subsystem

¢ Validating the settings for a subsystem
e Output an installation plan

e Getting help for commands

e Getting help on a specific command

Running Tiller with APICUP

To run Tiller in a namespace:

export TILLER NAMESPACE=apic

Entering multiple settings per command

To configure multiple settings per command, enter a space between each setting and enter an equals sign (=) to configure the setting.

In the following examples, be sure to replace [spc] with an actual space.

You can set multiple database parameters on one line:

apicup subsys set mgmt cassandra-max-memory-gb=9[spc]cassandra-cluster-size=3[spc]cassandra-volume-size-gb=16[spc]cassandra-

backup-protocol=sftp

You can set all endpoints on one line:

apicup subsys set mgmt platform-api=my.platform.com[spc]api-manager-ui=my.apim.com[spc]cloud-admin-

ui=my.cloud.com[spc]consumer-api=my.consumer.com

Entering multiple values

Separate multiple values for a key/value pair with commas.
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apicup subsys set mgmt dns-servers=8.8.8.8,4.4.4.4 search-domains=a.com,b.com

Viewing the settings for a subsystem

To view the current values that are set for a subsystem, enter the following command: apicup subsys get <subsys_name>. For example: apicup subsys get
mgmt outputs the current values for the subsystem named mgmt and provides a description of each value. The output from the get command is organized into Kubernetes
settings and Subsystem settings. Following is an example:

Figure 1. Output for the get command

Kubernetes settings

Name Value Description

extra-values-file (Optional) Path to additional configuration yml file

ingress-type ingress Ingress type (use ‘route’ for OpenShift)
mode standard mode

namespace default K8S namespace to install into

registry Docker image registry to use

registry-secret
storage-class

Subsystem settings

Docker registry credentials secret
K8S storage class for persistent storage

Name Value Description

cassandra-backup-auth-pass (Optional) Server password for DB backups
cassandra-backup-auth-user (Optional) Server username for DB backups
cassandra-backup-host (Optional) FQODN for DB backups server
cassandra-backup-path /backups (Optional) path for DB backups server
cassandra-backup-port 22 (Optional) Server port for DB backups
cassandra-backup-protocol sftp (Optional) Protocol for DB backups (sftp/ftp)
cassandra-backup-schedule 00 * * * (Optional) Cron schedule for DB backups
cassandra-cluster-size 1 Size of DB cluster (min 3 for HA)
cassandra-max-memory-gb 9 Memory limit for DB

cassandra-volume-size-gb 50 Size of DB storage volume (not resizable)
create-crd true Create DB cluster CRDS (Required cluster admin privilege)
external-cassandra-host (Optional) Hostname of externally hosted DB
Endpoints

Name Value Description

api-manager-ui FODN of API manager UI endpoint
cloud-admin-ui FQDN of Cloud admin endpoint

consumer-api FODN of consumer API endpoint

platform-api FODN of platform API endpoint

Error: Subsystem validation failure. Run with --validate to see details

Validating the settings for a subsystem

The values set for a subsystem can be validated for syntax by entering the --validate option for the get command: apicup subsys get

<subsys_name> --validate. For example: apicup subsys get mgmt

--validate validates the current values for the subsystem named mgmt. In the following example of the output for the --validate option, the check mark indicates a
valid setting. The x indicates an invalid setting with an error message provided.

Figure 2. Output for the --validate option

Subsystem settings

Name Value

cassandra-backup-auth-pass v

cassandra-backup-auth-user v

cassandra-backup-host v

cassandra-backup-path /backups v

cassandra-backup-port 22 v

cassandra-backup-protocol sftp v

cassandra-backup-schedule 00 * * * v

cassandra-cluster-size 1 v

cassandra-max-memory-gb 9 v

cassandra-volume-size-gb 50 v

create-crd true v

external-cassandra-host v

Endpoints

Name Value

api-manager-ui X api-manager-ui is not a valid hostname
cloud-admin-ui X cloud-admin-ui is not a valid hostname
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consumer-api X consumer-api is not a valid hostname
platform-api X platform-api is not a valid hostname

Output an installation plan

Using APICUP, you can generate an installation plan and confirm it is correct prior to running the installation. You can then install the subsystem from the plan.
To output an installation plan, enter the following command:

apicup subsys install SUBSYS --out=install-plan

where <install-plan> is the name of the directory where the installation plan will be stored.

In the example, a directory named install-plan is created in the project directory. The myProject/install-plan directory contains the configuration parameters for the
subsystem.

To install the subsystem from the install-plan, enter the following command from the project directory:
apicup subsys install SUBSYS --plan-dir=<full-path-to-plan-directory>

where <full-path-to-plan-directory> is the full qualified path to the plan directory.

Following are general rules for installing from the installation plan:

¢ Never edit the files in the output directory directly. Instead, if changes are needed, update the parameters using APICUP and generate a new plan.

e Always run APICUP commands from the original project directory created during the initial product installation. The project directory contains the apiconnect-
up.yml file.

e You can generate the plan in any location, but the install command must be run from the project directory. Enter the full path to the plan as the argument to --
plan-dir to perform an installation.

The plan must be current with the project and the certificates. If the plan is older than the last modification date of the project or certificates, you will receive an error
message such as:

the project was modified since the plan was generated, regenerate plan or skip this check
with a --no-verify flag in the command

or
the certs were changed since the plan was generated, regenerate plan or skip this check with

a --no-verify flag in the command

Getting help for commands

You can get help for all commands by entering: apicup --help. Following is an example of the output:
Figure 3. Help for Install Assist apicup commands
APIConnect Install Assist
Usage:
apicup [command]

Available Commands:

certs Subsystem certificates
completion Generates bash or zsh completion scripts
help Help about any command
hosts Commands to configure subsystem hosts
iface Commands to configure hosts interfaces
init Create a new APIConnect UP project
registry-upload Retag and upload images to custom registry
server Starts the APIConnect cluster operator
subsys Subsystem commands
version Get the APIConnect UP version
Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging
-h, --help help for apicup

Use "apicup [command] --help" for more information about a command.

Getting help on a specific command

For help on a specific command, enter --help after the command. For example, apicup subsys get mgmt --help prints out the usage and flags for the get
command. For example:

Figure 4. Help for get command

Get subsystem properties

Usage:
apicup subsys get SUBSYS [flags]

Flags:
--endpoints List endpoints (default true)
-h, --help help for get
--platform List platform settings (default true)
--subsystem List subsystem settings (default true)
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--validate Validate settings

Global Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying to a Kubernetes environment

Install Assist provides script-based installation using the APICUP tool into a Kubernetes runtime environment.

About this task

The Install Assist tool contains the APICUP installation program to provide an automated installation process for API Connect in a Kubernetes environment. This section
contains the software requirements, download and installation procedure, and the recommended minimum allocations for system resources in the Kubernetes cluster.

¢ Requirements for a Kubernetes deployment
Ensure that your environment meets these requirements for deploying API Connect on Kubernetes.

¢ Load balancer configuration in a Kubernetes deployment
When deploying API Connect for High Availability, it is recommended that you configure a cluster with at least three nodes and a load balancer. A sample
configuration is provided for placing a load balancer in front of your API Connect Kubernetes deployment.

¢ Configuring logging for a Kubernetes deployment
Logs must be collected for both running and terminated containers and processes. Logging collection is required for IBM Support to assist with troubleshooting. For
container-based deployments (Kubernetes), specific log commands and mechanisms vary depending on a customer's environment.

¢ Installing API Connect into a Kubernetes environment
You can use Kubernetes and Docker containers to deploy and run API Connect. The Install Assist utility program automates the installation process into a
Kubernetes runtime environment using an installation program called APICUP.

¢ Installing the Gateway subsystem into a Kubernetes environment
Use the Install Assist utility program to install the Gateway subsystem into your Kubernetes runtime environment.

Use node labels to deploy Management, Analytics, and Portal pods to specific worker nodes in a multi-node cluster.

¢ Manually creating a CustomResourceDefinition in a Kubernetes environment
Describes the steps for manually creating the CustomResourceDefinitions which are required for the management subsystem. If the create-crd command is set
to false during installation, the CRDs must be manually created by the Kubernetes administrator.

o Creating an extra values file in a Kubernetes environment
Describes the steps for creating an extra values file for configuration parameters that are not set by Install Assist, such as ingress annotations and resource limits.
An example .yaml file is provided with entries for each subsystem.

¢ Configuring user-defined policies on the API Gateway in a Kubernetes deployment
For a Kubernetes deployment that uses the DataPower API Gateway, user-defined Policies are externally configured. To distribute the user-defined policies on the
DataPower API Gateway, you create a Kubernetes ConfigMap that is installed using the extra values file. The ConfigMap ensures the policies are available to the
Management server.

¢ Installing the toolkit

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for a Kubernetes deployment

Ensure that your environment meets these requirements for deploying API Connect on Kubernetes.

Describes the system requirements for deploying into a Kubernetes runtime environment.
¢ Deployment overview for endpoints and certificates
Refer to this diagram to view the connections and dataflow among the API Connect subsystems, including the endpoints and custom certificates, and the mutual
TLS points.
¢ Firewall requirements on Kubernetes
Diagram for port configuration, and list of active ports, for an IBM® API Connect deployment on Kubernetes.
o Kubernetes ingress controller prerequisites
Describes the prerequisite settings for the ingress controller for a Kubernetes runtime environment.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Requirements for deploying IBM API Connect into a Kubernetes environment

Describes the system requirements for deploying into a Kubernetes runtime environment.

Before you begin

Note: This article refers to third-party software that IBM does not control. As such, the software may change and this information may become outdated.
These instructions assume you have a working Kubernetes environment and understand how to manage Kubernetes.

Kubernetes is a platform for automated deployment, scaling, and operation of application containers across clusters of hosts, providing container-centric infrastructure.
For more information, see https://kubernetes.io.

Pre-installation Requirements
Important:
Use a single APICUP project for all subsystems, even those in a different cluster. Multiple projects will result in multiple certificate chains which will not match.

The original project directory created with APICUP during the initial product installation (for example, myProject) is required to both restore the database and to
upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains pertinent information
about the cluster. Note that the endpoints and certificates cannot change; the same endpoints and certificates will be used in the restored or upgraded system. A
good practice is to back up the original project directory to a location from where it can always be retrieved.

e Refer to the IBM® Software Product Compatibility Reports site for detailed requirements for operating systems, supporting software, and other prerequisites.
Ensure that your Helm installation is up-to-date and compatible with your Kubernetes version. See Detailed system requirements for a specific product.

e The Management server and Gateway firmware versions must match, for example, API Connect 2018.4.1.3 and DataPower 2018.4.1.3.

e For API Connect v2018.4.1.15 and later, Helm v3 is required. See https://helm.sh/.

e Namespaces must be configured in Kubernetes before starting the installation process. We recommend that you do not use the default namespace.

e The timezone for API Connect pods is set to UTC. Do not change the timezone for the pods.

e Block storage is required. Select a block storage format of your choosing in order for API Connect components to be supported. GlusterFS is not
recommended as a storage option due to severe performance degradation. For AWS, the gp2 and iol types of Elastic Block Storage (EBS) are supported. The
Developer Portal and the Analytics component additionally support the use of local volume storage and do not require block storage.

e Manually create the required CustomResourceDefinitions if you are not going to use the APICUP commands in Install Assist to create them. For more

environment.
e When deploying with a DataPower appliance, configure a Gateway Service Management Endpoint and API invocation Endpoint in DataPower. See Configuring
API Connect Gateway Service.

upgrade, and the logs will be lost if not stored remotely.

e Configure the log rotation by setting the max-size and max-files values to a setting appropriate for your deployment. In a Kubernetes deployment,
insufficient values for max-size and max-files can cause logs to grow too large and eventually force pods to restart.
For information, visit the Docker documentation and search for "JSON File logging driver".

e DNS must be configured with domain names that correspond to the endpoints configured at installation time for each subsystem.
Note: Host names and DNS entries may not be changed on a cluster after the initial installation.
The endpoints are also subsequently entered in the Cloud Manager UI to configure the services for your cloud. We recommend that you keep a record of the
DNS entries and endpoint names, as you will need to map the DNS entries and use the same endpoints when restoring a backup of the management
database. Note that endpoints are FQDNSs, entered in all lowercase. See Defining your topology. The following endpoints require DNS entries:
Important: For API Connect on native Kubernetes and OpenShift, do not use coredns 1.8.1 through 1.8.3. These releases have a defect that can prevent pods
for Developer Portal from starting. See https://coredns.io/.
o Four domain names are recommended for the endpoints for the manager subsystem (although these may be mapped to one domain name, if desired),
as follows:
= Cloud Manager URL: <ecm>.<hostname>.<domainname>
= API Manager URL: <apim>.<hostname>.<domainname>
= Platform REST API Endpoint for admin and provider APIs: <api>.<hostname>.<domainname>
= Platform REST API Endpoint for consumer APIs: <consumer>.<hostname>.<domainname>
Note:
Kubernetes ingress limits the character set for DNS names to not support the underscore character "_". This means you cannot specify underscores
in domain names that are used as endpoints. For example, foo_abc.bar.comand foo.bar_abc.com are not supported for <xxx>.<hostname>.
<domainname>, and will cause an error. For example:

1

Invalid value: "foo_abc.bar.com": a DNS-1123 subdomain must consist of lowercase alphanumeric characters, '-' or

and must start and end with an alphanumeric character (e.g. 'example.com', regex used for validation is
'[a-20-9] ([-a-20-9]*[a-20-9])?(\.[a-20-9] ([-a-z0-9]*[a-20-9])?)*")

o The Gateway service requires two domain names to correspond to the following endpoints (both of these endpoints are entered in the Cloud Manager
= The API invocation endpoint that is defined by api-gateway, for example: <gw>.<hostname>.<domainname>. This is the API Endpoint
Base defined in Cloud Manager.
= The management endpoint that is defined by apic-gw-service, for example, <gwd>. <hostname>.<domainname>. This is the Management
Endpoint defined in Cloud Manager.
o The Analytics service requires two domain names to correspond to the following endpoints:
= The analytics-ingestion endpoint, for example, <ai>.<hostname>.<domainname>.
= The management endpoint that is defined by analytics-client, for example, <ac>.<hostname>.<domainname>. This is the endpoint
that is entered when defining an analytics service in Cloud Manager (see Registering an analytics service)
o The Portal service requires two domain names to correspond to the following endpoints (both of these endpoints are entered in the Cloud Manager
when defining a Portal service. See Registering a portal service:
= The portal-admin endpoint, for example, <padmin>.<hostname>.<domainname>. This is the Management Endpoint defined in Cloud
Manager.
= The portal-www endpoint, for example, <portal>.<hostname>.<domainname>. This is the Portal Website URL defined in Cloud Manager.
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e IBM API Connect requires certain repositories, and APICUP automatically creates the repositories in most cases. In some instances, for example, if installing
into AWS ECR, you will need to manually create the following repositories for each subsystem:

MANAGEMENT REPOSITORIES
apim
client-downloads-server
ui

juhu

lur

analytics-proxy

ldap

busybox

cassandra
cassandra-operator
cassandra-health-check
migration

k8s-init

PORTAL REPOSITORIES
portal-db
portal-dbproxy
portal-admin
portal-web
openresty
portal-exec-job

ANALYTICS REPOSITORIES
analytics-cronjobs
analytics-client
analytics-ingestion
analytics-mg-kafka
analytics-mg-zookeeper
analytics-storage
analytics-operator
k8s-init

GATEWAY REPOSITORIES
datapower-api-gateway
k8s-datapower-monitor

e Decide the mode to use for the installation.
Table 1. Deployment modes

Mode Description

dev Development mode (dev) deploys a subsystem with the scale of one. Development mode is recommended for development, testing, and
demonstration purposes.

apicup subsys set mgmt mode=dev

Do not use dev mode for production environments. Development mode does not provide high availability.

standard Standard mode (standard) deploys in high availability mode for a production environment.

apicup subsys set mgmt mode=standard

Usage:

o Mode is set for each subsystem type: Management, Analytics, Developer Portal, and Gateway.
o If you do not specify the mode, a default mode is applied, as follows:
= Version 2018.4.1.4 and later: dev mode
= Version 2018.4.1.3 and earlier: standard mode
o Use of standard mode is supported only on installations with three or more nodes. Installations with less than three nodes must use dev mode. If
you install in standard mode with only a single node, some pods can remain in a pending state. To avoid having pods remain pending, either install in
dev mode or add additional nodes.

e To ensure the API Connect services have time to start, we recommend increasing the proxy-read-timeout and proxy-send-timeout values in the config.map
used to configure the kubernetes/ingress-nginx ingress controller. The following settings should be increased:

o proxy-read-timeout: "240"

o proxy-send-timeout: "240"
240 seconds (4 minutes) is a recommended minimum; actual value will vary depending upon your environment. If there is a load balancer in front of the
worker node(s), then the load balancer configuration may also need to have extended timeouts.

e Ensure that your Kubernetes deployment addresses known security vulnerabilities with SSH to prevent the use of weak SSH Message Authentication Code
(MAC) and Key exchange algorithms (KexAlgorithms) with TCP over port 22. Use of weak algorithms can allow an attacker to recover the plain text message
from the encrypted text. If you have not yet addressed the security vulnerabilities with weak MACs and KexAlgorithms, update your configuration manually
by adding the following lines to /etc/ssh/sshd_config:

KexAlgorithms curve25519-sha256@libssh.org,diffie-hellman-group-exchange-sha256
MACs hmac-sha2-512-etm@openssh.com, hmac-sha2-256-etmQRopenssh.com,umac-128-etm@Ropenssh.com, hmac-sha2-512,hmac-sha2-
256 ,umac-128@openssh.com

System and Software Requirements
The installation instructions have been tested with the requirements described in the Software Product Compatibility Reports. See Detailed system requirements
for a specific product

Note: API Connect v2018 cannot be deployed on NFS.
Important: There are known GlusterFS issues that affect the following functionality areas:

e Elasticsearch, which is used in the API Connect analytics service.
e The Developer Portal service.

If you use GlusterFS, you might encounter severe performance degradation and, in some cases, loss of data.
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For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deployment overview for endpoints and certificates

Refer to this diagram to view the connections and dataflow among the API Connect subsystems, including the endpoints and custom certificates, and the mutual TLS
points.

Introduction

When deploying API Connect, you will create one or more endpoints for the subsystems and then configure certificates or mutual TLS for most endpoints. Figure 1 shows
the endpoints for each subsystem by name, the name of the certificate that secures the endpoint, and whether mutual TLS is required. It also shows the ports consumed
by the endpoints, which are standard for HTTP and HTTPS.

Figure 1. Deployment Overview diagram
Endpoints, certificates, and mutual TLS for the APl Connect subsystems
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Configuring endpoints

The endpoints are configured by the Install Assist program using the APICUP installer. They are set for each subsystem. Endpoints are also entered when configuring the
Topology for the Gateway, Portal, and Analytics subsystems in Cloud Manager.

For instructions on configuring endpoints and installing into a Kubernetes environment, see Installing API Connect into a Kubernetes environment.

Instructions for installing into an IBM Cloud Private environment are here: Deploying to an IBM Cloud Private environment.

Subsystem Endpoints Description Certificates

Management cloud-admin-ui | Configured using APICUP installer. Endpoint on the management server for communication with the Cloud cloud-admin-ui
Manager user interface.
api-manager-ui | Configured using APICUP installer. API Manager URL endpoint on the management server for communication with | api-manager-ui
the API Manager user interface.

consumer-api Configured using APICUP installer. Platform REST API endpoint for running consumer APIs on the management consumer-api
server.

platform-api Configured using APICUP installer. Platform REST API endpoint for running admin and provider APIs on the platform-api
management server.

Portal portal-admin Configured using APICUP installer. Corresponds to Management Endpoint entered in Cloud Manager. Requires a mutual TLS

TLS profile configured with mutual TLS.

portal-www Configured using APICUP installer. Portal Web site URL entered in Cloud Manager. Used publicly to access Portal. | portal-www-

ingress
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Subsystem Endpoints Description Certificates
Analytics analytics-client | Configured using APICUP installer. Corresponds to Management Endpoint entered in Cloud Manager. Requiresa | mutual TLS
TLS profile configured with mutual TLS.
analytics- Configured using APICUP installer. The analytics-ingestion endpoint is used by the Gateway service to push data [ mutual TLS
ingestion to the Analytics service. Requires a TLS profile configured with mutual TLS.
Gateway apic-gw-service | Configured using APICUP installer. This is the endpoint the gateway uses for network communication. Enter this | apic-gw-
endpoint as the Management Endpoint entered in Cloud Manager. service-ingress
api-gateway Configured using APICUP installer. This is the endpoint the gateway uses for API traffic. Enter this endpoint as the | api-gateway-
API Invocation Endpoint in Cloud Manager. ingress

Configuring certificates

The certificates are configured by the Install Assist program using the APICUP installer. The certificates for the endpoints are usually configured as custom certificates as
described in Setting custom certificates.

Configuring mutual TLS

Mutual TLS is configured for TLS profiles in Cloud Manager. See Creating a TLS Server Profile.

Configuring a proxy

If a Developer Portal is deployed externally to the management server zone, it does not have access to the consumer and product APIs. You need to configure a proxy to
enable communication. For more information, see Configuring a proxy.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Firewall requirements on Kubernetes

Diagram for port configuration, and list of active ports, for an IBM® API Connect deployment on Kubernetes.

Required Ports between zones

The following network diagram example helps to explain which ports must be configured in an API Connect network. Specific ports must be configured to enable the
communication between the various zones, both public and private, in a network.

The ports specified in the diagram are default ports. Check your deployment to understand which communication, if any, is configured to use non-default ports.
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Table 1. Key for the network diagram example.
The following table lists the port numbers with a usage description.

Usage description

Default port number

1 API request/response — Users invoking 443 HTTPS from Public zone to Gateway zone
the provided APIs.
2 DataPower® administration — Internal |22 SSH, 9090 HTTPS from Protected zone to Gateway zone
operators who are managing the
Gateway servers.
3 API Manager — Internal business users |443 HTTPS from Protected zone to Management zone
who are defining and monitoring APIs.
4 Cloud Manager — Internal operators 22 SSH, 443 HTTPS from Protected zone to Management zone
who are administering the Cloud.
5 Developer Portal administration — 22 SSH, 443 HTTPS from Protected zone to Management zone
Internal operators who are managing
the Portal servers.
6 Gateway servers post traffic to 443 HTTPS from Gateway servers to Analytics service
Analytics service.
7 Push configuration — Management 3000 or 443 (dependent on configuration) HTTPS Management servers to and from Gateway servers for
servers communicate bi-directionally | webhook delivery
with Gateway servers.
8 Push configuration/webhooks — 443 HTTPS Management servers to Developer Portal servers for webhook delivery
Management servers push
configuration and webhooks to the
Developer Portal.
9 Pull configuration/make API calls — 443 HTTPS from Developer Portal servers to Management servers within Management zone

Developer Portal servers pull
configuration and call REST APIs.
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Usage description Default port number

10 Developer Portal — External developers | 443 HTTPS from Public zone to Developer Portal management zone. The reverse proxy/DataPower WAF for
who are accessing the Developer incoming web traffic to the Developer Portal cluster must be a transparent proxy - no modification of the
Portal. portal URL, port, host name or path is allowed. For more information, see Configuring a proxy.

11 Push API definition to Management 443 HTTPS from Protected zone to Management zone

server. Pick up credential for
microservice code push.

12 Analytics offload Port will depend on type of plugin and protocol used for the offload. Some possible protocols are: HTTP,
HTTPS, TCP, UDP, KAFKA
13 Analytics accesses NTP Standard NTP
14 Analytics access DNS Standard DNS
15 Management service queries Analytics |443 HTTPS within Management zone
service
16 The Portal service invokes an API 443 HTTPS within Management zone

(GET) on the Analytics service to
retrieve data.

Firewall port requirements on Kubernetes

The following tables lists ports that must be open in both cluster and non-clustered deployments.

Table 2. Firewall port requirements common to all subsystems

Subsystem Ports and description

Ports that must be open on all API Connect The following ports must be open on the Management Server, Analytics, and Developer Portal subsystems, whether in
subsystems a cluster or not.

e 22 (inbound and outbound) SSH

e 53 (outbound) DNS

e 123 (outbound) NTP

e 443 (inbound and outbound) Used by all subsystems for communication with other subsystems
e 44135 (inbound and outbound)

Each subsystem uses ports in addition to the ports in Table 2. See the following table.

Table 3. Additional firewall port requirements for each subsystem

Subsystem Ports and description

Management Management Service uses the ports in Table 2 plus:

Service
e 22 remote backup server port (configurable)

If backups are configured to use another port, ensure that the port is open. See Backing up the management database in a Kubernetes
environment.

e 161 (inbound) SNMP
e LDAP server port (if using LDAP user registry), typically 389 (outbound)
e 3007 (outbound) LDAP

Developer Portal | The Developer Portal uses the ports listed in Table 2, plus:

e 22 - Aremote backup server port (configurable)
If backups are configured to use another port, ensure that the port is open. See Backing up and restoring the Developer Portal in a
Kubernetes environment.

Analytics The Analytics subsystem uses the ports listed in Table 2.
Analytics port usage considerations:

e 161 for SNMP is required for both non-clustered and clustered deployments
e Inanon-clustered deployment, no additional ports are required.
e Analytics supports an optional configuration for offload of data. This configuration might require additional outbound ports to be open.

Gateway Server The Gateway Server uses these ports in both non-clustered and clustered deployments:

e 161 (inbound and outbound) SNMP

e 162 (outbound) SNMP traps

e 3000 (inbound) Gateway Service local port (configurable)

e 5550 (inbound) XML management port (configurable)

e 5554 (inbound) REST management port (if enabled; configurable)
e 9022 (inbound) Gateway SSH (if enabled; configurable)

® 9090 (inbound) Web GUI console (if enabled; configurable)

e 9443 (inbound) Gateway local port (configurable)

Communications inside the Gateway cluster

There are a number of important points to note regarding the communications within the Gateway cluster.

e We advise that you use the same port for all Gateway servers within a cluster.
e Gateway servers communicate with each other to synchronize invocation counts.
e All Gateway servers in a Gateway cluster must be able to reach all of the other Gateway servers in the same Gateway cluster.

62 IBM API Connect 2018.x



e Gateway servers in a Gateway cluster do not directly communicate with Gateway servers in a different Gateway cluster.
e All Gateway servers must be able to reach the management subsystem platform API endpoint, which was configured during the installation of your API Connect
environment.

Ethernet interface usage

To separate network traffic, you can use two or more Ethernet interfaces on the DataPower appliance on which a Gateway server is installed. For example, you can use one
interface for internal IBM API Connect communications, and another for processing incoming API calls.

Related concepts

e Installing and maintaining your IBM API Connect cloud

Related reference

e IBM API Connect Version 2018 software product compatibility requirements

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Kubernetes ingress controller prerequisites

Describes the prerequisite settings for the ingress controller for a Kubernetes runtime environment.

Before you begin

Note: This article refers to third-party software that IBM does not control. As such, the software may change and this information may become outdated.
These instructions assume you have a working Kubernetes environment and understand how to manage Kubernetes. Kubernetes is a platform for automated deployment,
scaling, and operation of application containers across clusters of hosts, providing container-centric infrastructure. For more information, see https://kubernetes.io.

Kubernetes/ingress-nginx ingress controller ingress-config.yml settings
A Kubernetes deployment for IBM® API Connect requires the kubernetes/ingress-nginx ingress controller implementation (see
https://github.com/kubernetes/ingress-nginx) with SSL passthrough enabled.
Important: When deploying to an OpenShift environment, an ingress controller is not used. Setting the ingress-type parameter to route using apicup
subsys set SUBSYS ingress-type route command completes the configuration for the ingress on OpenShift. See Settings for OpenShift
API Connect v2018 currently only supports Helm2, but for the purpose of installing the ingress controller we recommend using Helm3 just for that part of the
installation. Follow these steps:

1. Create a file ingress-config.yaml where the following values are required:

controller:
admissionWebhooks:
enabled: false
config:
ssl-protocols: TLSvl.2
extraArgs:

annotations-prefix: ingress.kubernetes.io
enable-ssl-passthrough: true

You may use the following sample ingress-config.yml file to configure the ingress controller:

controller:
admissionWebhooks:
enabled: false
config:

hsts-max-age: "31536000"

keepalive: "32"

log-format: '{ "@timestamp": "$time_iso8601", "@version": "1", "clientip": "$remote_addr",
"tag": "ingress", "remote user": "$remote_user", "bytes": $bytes_sent, "duration":
$request_time, "status": $status, "request": "$request_uri", "urlpath": "$uri",
"urlquery": "$args", "method": "$request_method", "referer": "$http_referer",
"useragent": "S$http user_agent", "software": "nginx", "version": "$nginx version",
"host": "$host", "upstream": "$upstream addr", "upstream-status": "$upstream status"
)

main-snippets: load _module "modules/ngx_stream module.so"

proxy-body-size: "O"

proxy-buffering: "off"

server-name-hash-bucket-size: "128"

server-name-hash-max-size: "1024"

server-tokens: "False"

ssl-ciphers: HIGH:'!'aNULL: !'MD5

ssl-prefer-server-ciphers: "True"

ssl-protocols: TLSvl.2

use-http2: "true"

worker-connections: "10240"

worker-cpu-affinity: auto

worker-processes: "1"

worker-rlimit-nofile: "65536"

worker-shutdown-timeout: 5m
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daemonset:
useHostPort: false

extraArgs:
annotations-prefix: ingress.kubernetes.io
enable-ssl-passthrough: true

hostNetwork: true

kind: DaemonSet

name: controller

rbac:
create: "true"

2. Run the commands:

helm3 repo add ingress-nginx https://kubernetes.github.io/ingress-nginx
helm3 repo update
helm3 install ingress-controller ingress-nginx/ingress-nginx --namespace kube-system --values ingress-config.yaml

Kubernetes/ingress-nginx ingress controller config.map settings
To ensure that the IBM API Connect services have time to start, increase the proxy-read-timeout and proxy-send-timeout values, which are in seconds, in the
kubernetes/ingress-nginx ingress controller config.map to at least the following:

e proxy-read-timeout: "240"
e proxy-send-timeout: "240"

Depending on your environment, you might need to increase these further if the IBM API Connect services do not start. If there is a load balancer in front of the
worker nodes, then the load balancer configuration might also need to have extended timeouts.
Attention: In OpenShift, you must individually annotate all routes are for the Management subsystem (updating the corresponding configuration for an ingress
controller affects all ingresses). Refer to the OpenShift docs on how to annotate the routes: https://docs.openshift.com/container-
platform/4.2/networking/routes/route-configuration.html.

System and Software Requirements
The system and software requirements are described in the Software Product Compatibility Reports. See Detailed system requirements for a specific product

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Load balancer configuration in a Kubernetes deployment

When deploying API Connect for High Availability, it is recommended that you configure a cluster with at least three nodes and a load balancer. A sample configuration is
provided for placing a load balancer in front of your API Connect Kubernetes deployment.

About this task

API Connect can be deployed on a single node cluster. In this case the ingress endpoints are host names for which the DNS resolution points to the single IP address of
the corresponding node hosting a particular subsystem, and no load balancer is required. For high availability, it is recommended to have at least a three node cluster. With
three nodes, the ingress endpoints cannot resolve to a single IP address. A load balancer should be placed in front of an API Connect subsystem to route traffic.

Because it is difficult to add nodes once endpoints are configured, a good practice is to configure a load balancer even for single node deployments. With the load balancer
in place, you can easily add nodes when needed. Add the node to the list of servers pointed to by the load balancer and the ingress endpoints defined during installation of
API Connect can remain unchanged.

To support Mutual TLS communication between the API Connect subsystems, configure the load balancer with SSL Passthrough and Layer 4 load balancing. In order for
Mutual TLS to be performed directly by the API Connect subsystems, the load balancer should leave the packets unmodified, as is accomplished by Layer 4. Following is a
description of the communication between the endpoints that are configured with Mutual TLS:

e API Manager (with the client certificate portal-client) communicates with the Portal Admin endpoint portal-admin (with the server certificate portal-admin-ingress)

e API Manager (with the client certificate analytics-client-client) communicates with the Analytics Client endpoint analytics-client (with the server certificate
analytics-client-ingress)

e API Manager (with the client certificate analytics-ingestion-client) communicates with the Analytics Ingestion endpoint analytics-ingestion (with the server
certificate analytics-ingestion-ingress)

Set endpoints to resolve to the load balancer
When configuring a load balancer in front of the API Connect subsystems, the ingress endpoints are set to host names that resolve to a load balancer, rather than to

the host name of any specific node. For an overview of endpoints, see Deployment overview for endpoints and certificates.

Use these example topologies as a guideline to determine the best way to configure the load balancer for your deployment.

Procedure

¢ Kubernetes cluster with wildcard DNS
In this example, API Connect is deployed to a Kubernetes cluster with three master and six worker nodes. The master nodes have the Kubernetes API server
listening on port 6443. The Kubernetes API Server is used for communicating with the kubectl command line interface. Note that it is generally not necessary for
the Kubernetes API server (on port 6443 in this example) to be exposed outside the cluster through the load balancer, this is just one possible setup shown here.

The kubernetes/ingress-nginx ingress controller is deployed as a daemonset, so that every worker node in the cluster has an ingress controller pod listening on port
443. The API Connect subsystems (API Manager, Developer Portal, Analytics and Gateway) are all deployed on this same cluster.

Note:
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When you configure a load balancer in front of a Management subsystem, specify timeouts of at least 240 seconds. Note that large deployments might need larger
values.

The default timeout is typically 50 or 60 seconds, which is not long enough to avoid 409
Conflict or 504 Gateway Timeout errors. The 409 Conflict error can occur when the time needed to complete an operation is sufficiently long that a
second request gets issued.

For example, to specify 240 seconds when using HAProxy as a load balancer, set timeout
client and timeout server t0240000.

Best practice is to ensure that the same values are specified for the timeout settings for the load balancer and for the Kubernetes ingress controller. The ingress
controller timeout settings are set in the ingress controller config.map. For more information, see the proxy-read-timeout and proxy-send-timeout settings
in Kubernetes ingress controller prerequisites .

A host running HAProxy acts as the load balancer, with a configuration for proxies in the HAProxy configuration file such as:

defaults
log global
mode http
option httplog
option dontlognull
timeout connect 5000
timeout client 240000
timeout server 240000
errorfile 400 /etc/haproxy/errors/400.http
errorfile 403 /etc/haproxy/errors/403.http
errorfile 408 /etc/haproxy/errors/408.http
errorfile 500 /etc/haproxy/errors/500.http
errorfile 502 /etc/haproxy/errors/502.http
errorfile 503 /etc/haproxy/errors/503.http
errorfile 504 /etc/haproxy/errors/504.http

frontend apiservers
bind *:6443
mode tcp
option tcplog
option forwardfor
default_backend k8s_apiservers

frontend ingress
bind *:443
mode tcp
option tcplog
option forwardfor
default_backend k8s_ingress

backend k8s_apiservers
mode tcp
option tcplog
option ssl-hello-chk
option log-health-checks
default-server inter 10s fall 2
server clusterl-master-1 10.169.241.226:6443 check
server clusterl-master-2 10.169.241.163:6443 check
server clusterl-master-3 10.169.241.153:6443 check

backend k8s_ingress
mode tcp
option tcplog
option ssl-hello-chk
option log-health-checks
default-server inter 10s fall 2
server clusterl-worker-1 10.169.241.142:443 check
server clusterl-worker-2 10.169.241.150:443 check
server clusterl-worker-3 10.169.241.188:443 check
server clusterl-worker-4 10.169.241.196:443 check
server clusterl-worker-5 10.169.241.168:443 check
server clusterl-worker-6 10.169.241.156:443 check

A wildcard DNS record allows the resolution of * . example . com to the IP address of the HAProxy host.
The ingress endpoints are defined as:

# API Manager

apicup subsys set mgmt api-manager-ui=apim.example.com
apicup subsys set mgmt cloud-admin-ui=apim.example.com
apicup subsys set mgmt consumer-api=apim.example.com
apicup subsys set mgmt platform-api=apim.example.com

# Developer Portal
apicup subsys set ptl portal-www=portal.example.com
apicup subsys set ptl portal-admin=portal-admin.example.com

# Analytics
apicup subsys set a7s analytics-client=a7s-client.example.com
apicup subsys set a7s analytics-ingestion=a7s-ingestion.example.com

# Gateway
apicup subsys set gw api-gateway=gw.example.com

apicup subsys set gw apic-gw-service=gwd.example.com

The following diagram illustrates the wildcard DNS example:
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¢ Kubernetes cluster without wildcard DNS
This example uses the same topology as the previous one, except that there is no wildcard DNS resolution. Instead, individual DNS records are added, all pointing
to the IP address of the load balancer. For example: portal .example.comand admin.portal.example.com resolve to the IP address of the load balancer.

The Developer Portal ingress endpoints can be defined as:

# Developer Portal
apicup subsys set ptl portal-www=portal.example.com
apicup subsys set ptl portal-admin=admin.portal.example.com

¢ Kubernetes cluster with xip.ioornip.io
This example uses the same topology as the first one, except that there is no specific DNS resolution configured and instead a service such as xip.io ornip.io
provides wildcard DNS resolution. It is not recommended to use this approach for a production setup, as the ingress endpoints configured during installation of API
Connect would be tied to the IP address of the load balancer. This approach can be useful when configuring a test deployment in situations where access to DNS
records is not practical or would introduce delay in the deployment. If the load balancer IP is 192.168.100.100, then the ingress endpoints are configured as:

# Developer Portal
apicup subsys set ptl portal-www=portal.192.168.100.100.xip.io
apicup subsys set ptl portal-admin=portal-admin.192.168.100.100.xip.io

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring logging for a Kubernetes deployment

Logs must be collected for both running and terminated containers and processes. Logging collection is required for IBM Support to assist with troubleshooting. For
container-based deployments (Kubernetes), specific log commands and mechanisms vary depending on a customer's environment.

About this task

For container-based deployments that use Kubernetes, collect logs by using a method suitable for your environment. You can run the following command:
kubectl logs [-f] [-p] (POD | TYPE/NAME) [-c CONTAINER]

for each pod in the Kubernetes cluster. For more information about Kubectl documentation, see https://kubernetes.io/docs/reference/generated/kubectl/kubectl-
commands#logs

However, the logs that are generated by the kubectl logs command do not include terminated pods and processes. Use ELK, or another logging infrastructure, to
gather logs that include terminated pods and processes. For more information, see https:/www.elastic.co/elk-stack.

Specific log commands and mechanisms vary depending on a customer's environment. Log collection must be enabled for all running and terminated containers.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

66 IBM API Connect 2018.x


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5
https://kubernetes.io/docs/reference/generated/kubectl/kubectl-commands#logs
https://www.elastic.co/elk-stack
https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5

Installing API Connect into a Kubernetes environment

You can use Kubernetes and Docker containers to deploy and run API Connect. The Install Assist utility program automates the installation process into a Kubernetes
runtime environment using an installation program called APICUP.

Before you begin

¢ First steps for installing API Connect: Upload files to registry
Before installing API Connect into a Kubernetes environment, you must first download the tar files and then upload them to your registry.
¢ Installing the Management subsystem into a Kubernetes environment
Use the Install Assist utility program to install the Management subsystem into your Kubernetes runtime environment.
¢ Installing the Analytics subsystem into a Kubernetes environment
Use the Install Assist utility program with the APICUP installer to install the Analytics subsystem into your Kubernetes runtime environment.
¢ Installing the Developer Portal subsystem into a Kubernetes environment
Use the Install Assist utility program to install the Developer Portal subsystem into your Kubernetes runtime environment.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

First steps for installing API Connect: Upload files to registry

Before installing API Connect into a Kubernetes environment, you must first download the tar files and then upload them to your registry.

Before you begin

Before starting the installation into a Kubernetes runtime environment, complete the following tasks:

e Ensure you have supported software as described in the IBM® Software Product Compatibility Report for your version of API Connect. See Detailed system
requirements for a specific product.

e Install and run Docker on the local machine being used for API Connect installation.
e Login to your image registry (for example, Artifactory).

o Keep a record of the DNS entries mapped to the endpoints for each API Connect subsystem. You will need to map the DNS entries to new IP addresses when
restoring the management database to a new cluster. See Restoring the management database in a Kubernetes environment.

e The instructions in this section apply to an initial installation of API Connect into a Kubernetes environment. If you already have API Connect installed in a
Kubernetes environment, you perform an upgrade. The upgrade instructions are available here: Upgrading API Connect in a Kubernetes runtime environment

e The Management server and Gateway firmware versions must match, for example, API Connect 2018.4.1.3 and DataPower 2018.4.1.3.

e If you plan to migrate a Version 5 deployment to Version 2018, see Migrating a Version 5 deployment before you start the installation process.

In these First Steps, you will use the APICUP installer included in Install Assist to create a project directory that contains the configuration file apiconnect-up.yml.
Only one project directory is allowed. The configuration for all subsystems is stored in a single apiconnect-up.yml file contained in that project directory. All
subsystems use the same project directory in order to update apiconnect-up.yml.

The first steps for a new Kubernetes installation are:

e Download the tar files containing the latest version of the API Connect subsystems and the Install Assist installer from Fix Central
e Upload the files to your registry
¢ Initialize one project directory for all subsystems

Procedure

Download the appropriate files and then upload them to your image registry.

1. To obtain the most recent release, download the latest Fix Pack from IBM® Fix Central. For new installations, select ALL to list all versions, and then choose the
latest version. For existing installations, choose your current installed version number to obtain the upgrade files. See IBM Fix Central.
a. You will need a tar file for each subsystem and the Install Assist file for your operating system. Install Assist is an easy-to-use tool that automatically
manages certificate creation, deployment configuration, and other technical aspects of configuring an IBM API Connect installation. The Install Assist
download file contains the APICUP installation program, which automates the installation process. Following are the available files for a Kubernetes

deployment:
Description File name

IBM API Connect Management V2018.4.x.x Containers management-images-kubernetes_lts_v2018.4.x.x.tgz
IBM API Connect Developer Portal V2018.4.x.x Containers | portal-images-kubernetes_lts_v2018.4.x.x.tgz

IBM API Connect Analytics V2018.4.x.x Containers analytics-images-kubernetes_lts_v2018.4.x.x.tgz
IBM API Connect Install Assist V2018.4.x.x for Linux apicup-linux_lts_v2018.4.x.x

IBM API Connect Install Assist V2018.4.x.x for Mac apicup-mac_lts_v2018.4.x.x

IBM API Connect Install Assist V2018.4.x.x for Windows | apicup-windows_lts_v2018.4.x.x

Production DataPower Gateway idg_dk20184xx.lts.prod.tar.gz
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Description File name

Nonproduction DataPower Gateway idg_dk20184xx.lts.nonprod.tar.gz
Kubernetes DataPower Monitor dpm2018417.lts.tar.gz
The production version of the Gateway is for use in a production environment. The nonproduction version is for use in a test or development environment.
b. The toolkit files (with or without API Designer) can be downloaded from Fix Central directly, or from the Cloud Manager and API Manager UIs after
installation is completed. See Installing the toolkit.
2. Upload API Connect files to the registry. Ensure that the registry has sufficient disk space for the files.
For the Management, Portal, and Analytics subsystems, upload the tar files directly to the image registry using the registry-upload command. The registry-
upload command creates the tags required to push the files to the registry, as follows:

apicup registry-upload <subsystem type> <image_tgz> <registry host>
where:

* subsystem type is the name of subsystem for the file you are uploading, one of management, portal,oranalytics.
* image_tgz is the name of the tar file you are uploading
® registry hostis the hostname of the target registry where you are uploading tar files. For IBM Container Service Registry, a namespace is required, for

registry_overview#registry regions local
3. Upload the DataPower Gateway images and any necessary supporting files.
Note: For API Connect Version 2018.4.1.7 or earlier, production deployments that use v5-compatible Gateway Servers also require an Application Optimization
module. For these deployments, do not use Step 3.a. Instead, use the alternative instructions in the IBM technical note:
https:/www.ibm.com/support/pages/node/1283110.
Note that for Version 2018.4.1.8 or later, all deployments use Step 3.a on this page.

a. Upload the DataPower Gateway image (either Production or Nonproduction) that you downloaded in Step 1.
i. Load the Gateway image to your local docker registry:

docker load -i idg_dk2018417.1ts.prod.tar.gz

For these examples, the version number is 2018.4.1.7 and the production (-prod) version is downloaded. The image is automatically tagged in the
docker registry to ibmcom/datapower:2018.4.1.7.312001-prod.
i. Re-tag the image for the new registry with the registry host, image name, and tag in the following format:

docker tag <existing REGISTRY_HOST>/<IMAGE NAME>:<TAG> <new REGISTRY_ HOST>/<IMAGE_NAME>:<TAG>

Table 1. Docker tag parameters

Parameter Description
<REGISTRY_HOST>/ Enter your registry host name and an image name, for example, My Registry/MyImage.
<IMAGE_NAME> The <REGISTRY_HOST>/<IMAGE_NAME> matches the value entered for installation in the apicup subsys set gwy

image-repository command.

<TAG> Enter a tag for the image, for example, 2018.4.1.7-312001-release-prod.

e The <TAG> value must match the value entered for the gateway image tag during installation using the apicup
subsys set gwy image-tagcommand.

e You can look up required tag using the . /apicup version --images command to list all images required by
APICUP.

e The tag must match the tag for the datapower-api-gateway image, for example: apiconnect/datapower-
api-gateway:2018.4.1.7-312001-release-prod.

For example:
docker tag ibmcom/datapower:2018.4.1.7.312001-prod MyRegistry/datapower-api-gateway:2018.4.1.7-312001-release-
prod

ii. Push the Gateway image to the new registry: docker push
<REGISTRY_ HOST>/<IMAGE_NAME>:<TAG>. For example:

docker push MyRegistry/datapower-api-gateway:2018.4.1.7-312001-release-prod

iv. The image is now added to your registry. You can now upload the DataPower Monitor image. Continue with Step 3.b.
b. For the Gateway Kubernetes DataPower Monitor, load the images into your local Docker registry, re-tag them, and push them to the image repository, as
follows:
i. Load the Kubernetes DataPower Monitor image to your local docker registry:

docker load -i dpm2018417.1lts.tar.gz

The image is automatically tagged in the docker registry:

ibmcom/k8s-datapower-monitor:2018.4.1-9-00bcbcf
ii. Re-tag the image for the new registry:

docker tag <existing REGISTRY_HOST>/<IMAGE_NAME>:<TAG> <new REGISTRY_HOST>/<IMAGE_NAME>:<TAG>

Table 2. Docker tag parameters

Parameter Description
<REGISTRY_HOST>/ Enter your registry host name and an image name, for example, My Registry/k8s-datapower-monitor.
<IMAGE_NAME> The <REGISTRY_HOST>/<IMAGE_NAME> matches the value entered for installation in the apicup subsys set gwy
monitor-image-repository command.
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Parameter Description
<TAG> Enter a tag for the image, for example, 2018.4.1-9-00bcbcf.
e The <TAG> value must match the value entered for the gateway image tag during installation using the apicup
subsys set gwy monitor-image-tagcommand.
e You can look up required tag using the . /apicup version --images command to list all images required by
APICUP.
e The tag must match the tag for the Kubernetes DataPower Monitor. For example: 2018.4.1-9-00bcbcf.

For example:

docker tag ibmcom/k8s-datapower-monitor:2018.4.1-9-00bcbcf MyRegistry/k8s-datapower-monitor:2018.4.1-9-00bcbcf

iii. Push the monitor pod image to the new registry: docker push
<REGISTRY_ HOST>/<IMAGE_NAME>:<TAG>. For example:

docker push MyRegistry/k8s-datapower-monitor:2018.4.1-9-00bcbcf

c. For DataPower Gateway, BusyBox 1.29 is required.
Note: An internet connection is required to obtain the BusyBox image from Docker Hub. If you want to download the image and copy it to the system
containing the DataPower image, follow these steps:
i. Download the Docker image for BusyBox from a system with an internet connection:

docker pull busybox:1.29-glibc

i. Save the image to a tar file:
docker save busybox:1.29-glibc > ./busybox-1.29-glibc.tar

i. Copy the image to the same location as the DataPower image and load it:

docker load < ./busybox-1.29-glibc.tar

iv. Tag the image and push it to your local registry:

<

docker tag busybox:1.29-glibc <MyRegistry>/busybox:1.29-glibc
docker push MyRegistry/busybox:1.29-glibc

Login to Docker Hub https://hub.docker.com/_/busybox?tab=tags to obtain BusyBox 1.29.
i. Tag the image and push it to your local registry:

docker pull busybox:1.29-glibc
docker tag busybox:1.29-glibc <MyRegistry>/busybox:1.29-glibc
docker push MyRegistry/busybox:1.29-glibc

The images for all subsystems and BusyBox are now stored in the appropriate registries. The registry locations will be set by APICUP commands during the
installation process.

4. Create one project directory, for example, myProject and change directories to the myProject directory. Run the apicup init command to initialize the project
directory. An apiconnect-up.yml configuration file will be created. The apiconnect-up.yml file contains all values entered during the installation process as
you move forward.

For example:

mkdir ./myProject
cd ./myProject
apicup init

Important:

Use a single APICUP project for all subsystems, even those in a different cluster. Multiple projects will result in multiple certificate chains which will not match.

The original project directory created with APICUP during the initial product installation (for example, myProject) is required to both restore the database and to
upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains pertinent information
about the cluster. Note that the endpoints and certificates cannot change; the same endpoints and certificates will be used in the restored or upgraded system. A
good practice is to back up the original project directory to a location from where it can always be retrieved.

What to do next

Install the subsystems (Management, Gateway, Analytics, and Portal) for your API Connect cloud. You can install the subsystems in any order, but the installation of all
subsystems must be completed before configuring your API Connect cloud using Cloud Manager.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing the Management subsystem into a Kubernetes environment

Use the Install Assist utility program to install the Management subsystem into your Kubernetes runtime environment.

Before you begin

Before installing the Management subsystem, complete the steps described in First steps for installing API Connect: Upload files to registry. For instructions on using the
APICUP installer, see Tips and tricks for using APICUP.
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Procedure

1. The commands for installing the Management subsystem are described in the following table. Sample code is also provided. These are the basic commands for
installing an API Connect Management service in a Kubernetes cluster. Namespaces must be configured in Kubernetes before starting the installation process. We
do not recommend that you use the default namespace. DNS domain names must be configured for the endpoints. Resource allocation sizes are recommended
minimums and will depend upon your environment. It is highly recommended that you include the backup schedule for the management database.

Note:

e Ifthe create-crd command is set to false, then the Kubernetes administrator is responsible for creating CRD's before installing the management
subsystem. See Manually creating a CustomResourceDefinition in a Kubernetes environment.
e Host names and DNS entries may not be changed on a cluster after the initial installation.

e Domain names that are used for endpoints cannot contain the underscore

character. See Pre-installation requirements.

A few lines in the following commands set multiple values with a single set command. For instructions on configuring multiple settings per command and other tips
for using apicup, see Tips and tricks for using APICUP

Command

Values/Definition

apicup init

Initializes the apicup installation utility and creates the apiconnect-up.yml configuration file

values-file

apicup Describes a management service in the Kubernetes cluster . The identifier mgmt is the name you have assigned to your management service.

subsys You can assign it any name, as long as the identifier consists of lower case alphanumeric characters or '-', with no spaces, starts with an

:::;:m:g':t_ alphabetic character, and ends with an alphanumeric character.

—k8s The command management indicates that you are creating a management subsystem. The subsystem will be deployed in dev mode by default,
unless standard mode is explicitly specified.

apicup <path/file name> - Path to the extra values file. One extra values file is permitted. The extra values file requires a . yaml format. It contains

:ﬁts:y:xii;— the ingress annotations and other settings for the subsystem. For an example of an extra values file for each subsystem, see Creating an extra

values file in a Kubernetes environment.

platform-api

apicup Must be explicitly set to route for an OpenShift environment. For a standard K8s environment, ingress-type defaults to ingress and there
subsys set |is o need to explicitly enter this parameter.
mgmt
ingress-type
apicup Determines whether the installation is for development, testing, and demo purposes or for a production environment. If not explicitly set, the
s"‘biys ZEt mode will default to dev (development and testing) for versions 2018.4.1.4 and later. For versions 2018.4.1.3 and earlier, the default for mode
m modae .
g IS standard.
e dev - (Default) Use dev mode for development, testing, and demo purposes. It allows one instance of each subsystem to be created.
® standard - Use standard mode for production environments. It allows three containers each containing one instance of the
subsystem to be created, for a total of three instances.
apicup <namespaceName> - Defines the namespace where the management service resides; every subsystem can be in a separate namespace. Valid
Subiys set | namespaces are configured in Kubernetes prior to starting the API Connect installation.
mgm
namespace
apicup <registry-url> - The location where you are running the image registry (for example, Artifactory)
subsys set
mgmt
registry
apicup For example, <registrySecret> - Kubernetes secret with Docker credentials to authenticate with the image registry. The value for
s“biys set | egistry-secret must match the name of the secret created using the kubectl create secret command. It contains the Docker
mgm . . .
registry- credentials for accessing the registry.
secret
apicup <storageClass> - Refers to a valid StorageClass object in your Kubernetes cluster that supports dynamic PersistentVolume provisioning.
:‘ubiys set Static or manual PersistentVolume provisioning can be used, but it requires additional steps not covered in this documentation. Block storage is
szl:rage— required. Select a block storage format of your choosing in order for API Connect components to be supported. GlusterFS is not recommended
class as a storage option due to severe performance degradation. For AWS, the gp2 and iol types of Elastic Block Storage (EBS) are supported. Note
that NFS is not supported.

apicup api.<hostname>.com - The endpoint that is exposed by Kubernetes to access the admin and provider Platform REST APIs. The endpoints
s"‘biys ESE have to be resolvable by DNS. Requires a FQDN, in lowercase. Domain names that are used for endpoints cannot contain the underscore "_"
mgm

character. See Pre-installation requirements.
Refer to the deployment overview diagram for information about endpoints and certificates: Deployment overview for endpoints and
certificates.

backup-auth-
user

apicup apim.<hostname>.com - The endpoint that is exposed by Kubernetes to access the API Manager user interface. Requires a FQDN, in
s“biys _set lowercase. Domain names that are used for endpoints cannot contain the underscore "_" character. See Pre-installation requirements.
mgmt api-

manager-ui

apicup cm.<hostname>. com - The endpoint that is exposed by Kubernetes to access the Cloud Manager user interface. Requires a FQDN, in
SszyslseZ lowercase. Domain hames that are used for endpoints cannot contain the underscore "_" character. See Pre-installation requirements.
mgmt cloud-

admin-ui

apicup consumer .<hostname>.com - The endpoint that is exposed by Kubernetes to access the consumer REST APIs. Requires a FQDN, in
Subiys ESE lowercase.Domain names that are used for endpoints cannot contain the underscore "_" character. See Pre-installation requirements.
mgm

consumer—api

cassandra-

(Optional, not required to complete the installation, but highly recommended to configure backups.) The username for the server specified in
cassandra-backup-host. If using object store, this would be the S3 Secret Key ID.

cassandra-
backup-auth-
pass

(Optional, not required to complete the installation, but highly recommended to configure backups.) The password for the server specified in
cassandra-backup-host. If using object store, this would be the S3 Secret Access Key parameter. The password will be stored in Base64
encoded format.

For example:
apicup subsys set mgmt cassandra-backup-auth-pass '<password>'

Note that you cannot use the "=" sign to assign the password to cassandra-backup-auth-pass.

cassandra-
backup-host

(Optional, not required to complete the installation, but highly recommended to configure backups.) The fully qualified domain name of the
backup server, in lowercase only. Ensure that the Kubernetes nodes can access this host. If using object store, enter Endpoint/Region. (The
"/" character between the endpoint and region are required for this setting.
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Command

Values/Definition

cassandra-
backup-port

(Optional, not required to complete the installation, but highly recommended to configure backups.) The port for the protocol to connect to the
cassandra-backup-host. The backup port is not required for object storage.

backup-path

cassandra- (Optional, not required to complete the installation, but highly recommended to configure backups.) The backup protocol. Specify one of the
packupg following values:
protocol e sftp - for secure file transfer protocol
® objstore - for S3 compatible object storage
cassandra- (Optional, not required to complete the installation, but highly recommended to configure backups.) The full path to the directory where the

backup files will be stored. For object storage (objstore), the path can be set to the bucket value or the bucket/subfolder value.

max-memory-

cassandra- (Optional, not required to complete the installation, but highly recommended to configure backups.) Cron like schedule for performing
backup- automatic backups. The format for the schedule is:
schedule o KEk kA
® ceen-
e 111
o |[]]+----- day of week (0 - 6) (Sunday=0)
. month (1 -12)
. day of month (1 - 31)
® | 4o hour (0 - 23)
. ---min (0 - 59)
For example: 30 22 * * 1 will perform backups at 10:30 pm on Mondays. The timezone for backups is that of the node on which the
Cassandra pod is scheduled.
The backup schedule defaultsto0 0 * * *. This means a backup is run every day at midnight and minute zero UTC.
When you configure a host, if you do not specify a value for cassandra-backup-schedule, the default backup schedule is automatically set.
Note that the default backup schedule is not set, and scheduled backups not enabled, until host configuration is completed.
apicup This command sets the total memory allocated to the Cassandra server. This setting is used to calculate the MAX HEAP_SIZE value of the
:‘ubiys ESE server which is always 47% of the total memory allocated to Cassandra server. The default and minimum allowed value for cassandra-max-
cg:sandra- memory-gb is 9GB.

The following table compares values for memory allocation for the management database:

mgmt create-
crd

gb Memory allocated to Kubernetes node where Recommended cassandra-max- MAX_HEAP_SIZE (47% of cassandra-max-
Cassandra is deployed memory-gh memory-gh value)

16GB 9GB (default) 4331m

32GB 16GB 7700m

64GB 24GB 11550m
apicup 3 is arecommended minimum; actual value will depend upon your environment.
subsys set
mgmt
cassandra-
cluster-size
apicup The default value is 50GB, which is the minimum recommended setting for a non-production environment; the minimum recommended setting
:ﬁiys set | fora production environment is 250GB. The actual value will depend upon your environment. The cassandra-volume-size-gb parameter is
cassandra- a PER NODE value, so the total amount of storage space for the management database will be the cassandra-volume-size-gb multiplied by
volume-size- |the number of nodes. IMPORTANT: The storage size for the management database on a node cannot be increased once the pod is deployed to
gb the node.
apicup Options are true or false. The default value is true. When set to true, the custom resources required by the management subsystem are
subsys set |, tomatically created at the cluster level. The management database requires the following two CustomResourceDefinitions (CRDs):

® cassandraclusters.apic.ibm.com - stores the custom resource that contains the specs for the management database cluster

e cassandraclusterbackups.apic.ibm.com - stores the custom resource that contains information for each completed backup
When set to false, the Kubernetes administrator must manually create the CRDs before installing the management subsystem. Note that
CustomResourceDefinitions require ClusterRole privileges. For instructions on how to manually create the CRDs, see Manually creating a
CustomResourceDefinition in a Kubernetes environment.

<license_ typ
e>

apicup <host name> - Hostname where a Cassandra database cluster can be reached, if not using the Cassandra Operator bundled with API Connect.
subsys set
mgmt
external-
cassandra-
host
apicup certs e [CERT_FILE KEY FILE CA_FILE] [flags] - Setthe required certificates for the subsystem. Custom certificates may be set,
(S:E;ng:l;:m otherwise, default certificates are automatically configured. For information on what certificates are available and how to set them see:
- Working with certificates.
e [KEY FILE][flags] - Setthe encryption secret for the management database.

Important: The encryption secret can only be set once and only during initial installation. See Setting the encryption-secret for the

management database.
apicup <license_type> - Specify the type of license, either Production or Nonproduction. If not specified, the default value is Nonproduction.
Subsysgsel Note that the license type does not impact which Management server image to install. The API Connect Kubernetes Pod annotations
ng:nse_ productID and productName reflect the selected license.
version

apicup
subsys
install

mgmt - Starts the installation of the management service.

Note: API Connect v2018 cannot be deployed on NFS.

subsys
subsys
subsys
subsys
subsys
subsys

apicup
apicup
apicup
apicup
apicup
apicup

create mgmt management --k8s

set mgmt extra-values-file=<path/file name>

set mgmt ingress-type=<route - for OpenShift environments only> <ingress - default>
set mgmt mode=<dev>

set mgmt namespace=<namespaceName>

set mgmt registry=<registry-url>
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apicup subsys set mgmt registry-secret=<registrySecret>
apicup subsys set mgmt storage-class=<storageClass>

apicup subsys set mgmt platform-api=my.platform.com api-manager-ui=my.apim.com cloud-admin-ui=my.cloud.com consumer-
api=my.consumer.com

apicup subsys set mgmt cassandra-backup-auth-user=MyUsername cassandra-backup-auth-pass 'MyPassword'
apicup subsys set mgmt cassandra-backup-host=<hostname>

apicup subsys set mgmt cassandra-backup-path=</backups>

apicup subsys set mgmt cassandra-backup-port=<22>

apicup subsys set mgmt cassandra-backup-protocol=<sftp, objstore>

apicup subsys set mgmt cassandra-backup-schedule=<"Q 0 * * *">

apicup subsys set mgmt cassandra-max-memory-gb=9 cassandra-cluster-size=3

apicup subsys set mgmt cassandra-volume-size-gb=<50>

apicup subsys set mgmt create-crd=<true>

apicup subsys set mgmt external-cassandra-host=<hostname>

//Set the certificates
apicup certs set mgmt CERT NAME=[CERT FILE KEY FILE CA FILE] [flags] <sets certificates>
apicup certs set mgmt CERT NAME=[KEY FILE] [flags] <sets the encryption secret>

// OPTIONAL: Write the plan to an output directory to inspect myProject/install-plan prior to installation
apicup subsys install mgmt --out=mgmt-install-plan

// Start the installation from the output directory. Enter the full path to the output directory.

apicup subsys install mgmt --plan-dir=./myProject/mgmt-install-plan

//1f install-plan is not used, enter the following command to start the installation

apicup subsys install mgmt

Important: The management database requires mmap counts higher than the operating system defaults. To change the mmap counts on the live system, run sudo
sysctl -w vm.max_map_ count=1048575 on each Kubernetes node. To persist this change when node restarts occur, add the following to the /etc/sysctl.conf
file: vm.max_map_count = 1048575.

. You can use the get command to print out the settings for the subsystem prior to installing it. For example, apicup subsys get mgmt, where mgmt is the name
of the subsystem. The get command displays any default settings for the subsystem and the settings from the apiconnect-up.yml file. The Errors column
indicates if a parameter is invalid. Following is an example of output received from apicup subsys get mgmt:

N

Kubernetes settings

Name Value Errors

extra-values-file

ingress-type ingress
mode standard
namespace default
registry

registry-secret
storage-class

Subsystem settings

Name Value Errors
cassandra-backup-auth-pass

cassandra-backup-auth-user

cassandra-backup-host

cassandra-backup-path /backups
cassandra-backup-port 22
cassandra-backup-protocol sftp
cassandra-backup-schedule 00 * * *
cassandra-cluster_ size 1
cassandra-max-memory-gb 9
cassandra-volume-size-gb 100
create-crd true

external-cassandra-host

Endpoints

Name Value Errors
api-manager-ui api-manager-ui is not a valid FQDN
cloud-admin-ui cloud-admin-ui is not a valid FQDN
consumer-api consumer-api is not a valid FQDN
platform-api platform-api is not a valid FQDN

3. Correct any errors indicated by the output from the get command and then run apicup subsys install <SUBSYS> to install the subsystem.

B

. After running the apicup subsys install <SUBSYS>command, runthe apicup subsys get <SUBSYS> --validate to validate the installation. You
must correct any errors indicate by --validate prior to continuing.

Kubernetes settings

Name Value

extra-values-file v
ingress-type ingress v
mode standard v
namespace prod-test v
registry docker-local.artifactory.swg-dev.com/apicup-imgs/2018.4.1-550 v
registry-secret apiconnect-image-pull-secret v
storage-class rook-block v
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Subsystem settings

Name Value

az-name default-az v
cassandra-backup-auth-pass v
cassandra-backup-auth-user v
cassandra-backup-host v
cassandra-backup-path /backups v
cassandra-backup-port 22 v
cassandra-backup-protocol sftp v
cassandra-backup-schedule 00 * * * v
cassandra-cluster-size 3 v
cassandra-max-memory-gb 9 v
cassandra-volume-size-gb 50 v
create-crd true v
external-cassandra-host v

Endpoints

Name Value

api-manager-ui apim.test.company.com v
cloud-admin-ui cm. test.company.com v
consumer-api consumer. test.company.com v
platform-api api.test.company.com v

What to do next

Continue your API Connect installation in a Kubernetes runtime environment by installing the other subsystems.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing the Analytics subsystem into a Kubernetes environment

Use the Install Assist utility program with the APICUP installer to install the Analytics subsystem into your Kubernetes runtime environment.

Before you begin

Before installing the Analytics subsystem, complete the steps described in First steps for installing API Connect: Upload files to registry. For instructions on using the
APICUP installer, see Tips and tricks for using APICUP.

About this task

By default, the Analytics subsystem is configured to store data so that users can review it in the Analytics user interface. After deploying the subsystem, you can optionally
configure it to offload some data to a third-party service for review and storage, as explained in Configuring analytics offload for API Connect. Any data that is not
offloaded remains accessible from the Analytics user interface.

If you want to offload all Analytics data, you can optionally install the subsystem with the ingestion-only configuration. In this scenario, unused Analytics components
(such as analytics-storage and analytics-client) are omitted from the topology. Only the components that are required for offloading data are deployed. The reduced
topology requires less CPU, memory, and storage.

If you do not configure ingestion-only during installation, you can enable it later as explained in Enabling Analytics ingestion-only on Kubernetes.

Settings that are required for the ingestion-only configuration are noted in the steps that follow.

Procedure

1. The commands for installing the Analytics subsystem are described in the following table. Sample code is also provided.
Important: There are known GlusterFS issues that affect the following functionality areas:
e Elasticsearch, which is used in the API Connect analytics service.
e The Developer Portal service.
If you use GlusterFS, you might encounter severe performance degradation and, in some cases, loss of data.

Note: Host names and DNS entries may not be changed on a cluster after the initial installation.
Command Values/Definition
apicup init |Initializes the apicup installation utility and creates the apiconnect-up.yml configuration file.
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Command

Values/Definition

apicup Describes an analytics subsystem in the Kubernetes cluster. The identifier analyt is the name you have assigned to your analytics service. You
subsys can assign it any name, as long as the identifier consists of lower case alphanumeric characters or '-', with no spaces, starts with an alphabetic
2::;;? character, and ends with an alphanumeric character. The command analytics indicates that you are creating an analytics subsystem.
analytics --

k8s

apicup <path/file name> - Path to the extra values file. One extra values file is permitted. The extra values file requires a . yaml format. It contains
subsys set the ingress annotations and other settings for the subsystem. For an example of an extra values file for each subsystem, see Creating an extra
::f__igf values file in a Kubernetes environment.

values-file

For the ingestion-only configuration, specify the URL of the offload endpoint where all analytics data will be routed. You can choose the name
for the file, but you must use .yaml as the file-name extension. Format the file as shown in the following example, making sure to include
required settings for the third-party system.

apic-analytics-ingestion:
outputOffload: |-
elasticsearch {

hosts => "http://offload endpoint URL:port"
index => "api-call"
}

apicup <ai>.<hostname>.<domainname> - The analytics-ingestion endpoint is used by the Gateway service to push data to the Analytics
SubTYi set | service. All endpoints have to be resolvable by DNS. Domain names that are used for endpoints cannot contain the underscore "_" character.
ana. . . . . . . . . g
analitics- See Pre-installation requirements. Refer to the deployment overview diagram for information about endpoints and certificates: Deployment
ingestion overview for endpoints and certificates.
apicup This setting is required for the ingestion-only configuration, and the value must be set to true.
subsys set
analyt
ingestion-
only=true
apicup <ac>.<hostname>.<domain name> - The management endpoint that is defined by analytics-client, for example, <ac>.<hostname>.
Sub:yi Sek <domain name>. This is the analytics service endpoint used by Cloud Manager, API Manager, and the Portal to communicate with the analytics
ana. . . . . . . . . . . . .
analitics- service and is entered when configuring an analytics service in Cloud Manager. See Registering an analytics service. All endpoints have to be
client resolvable by DNS. Domain names that are used for endpoints cannot contain the underscore "_" character. See Pre-installation requirements.

This setting is not needed for the ingestion-only configuration. For more information, see the note that follows this table.
apicup <namespaceName> - Defines the namespace where the analytics service resides; every subsystem can be in a separate namespace. Valid
subiyts: ESE namespaces are configured in Kubernetes prior to starting the API Connect installation
analy
namespace
apicup <registry-uri> - The location where you are running the image registry (for example, Artifactory).
subsys set
analyt
registry
apicup For example, <registrySecret> - Kubernetes secret with Docker credentials to authenticate with the image registry. The value for
zﬁ:’iyi set | egistry-secret must match the name of the secret created using the kubectl create secretcommand. It contains the Docker

y . .

e credentials for accessing the registry.
secret
apicup The default is 6GB. The recommended minimum is 12GB. The actual value will depend upon your environment.
subiyts: set | This setting is not needed for the ingestion-only configuration. For more information, see the note that follows this table.
analy
coordinating

-max-memory-
gb

apicup
subsys set
analyt data-
max-memory-
gb

The default is 6GB. The recommended minimum is 12GB. The actual value will depend upon your environment.
This setting is not needed for the ingestion-only configuration. For more information, see the note that follows this table.

apicup The default is 200GB. The recommended minimum is 200GB. The actual value will depend upon your environment. The data-storage-size-
:ﬁ:iyi ::ta_ gb value is the amount of storage used per pod. A default installation will contain three data pods. In this example, 600GB of total space is
storgge— required for the data nodes.

size-gb This setting is not needed for the ingestion-only configuration. For more information, see the note that follows this table.

apicup The default is 6GB. The recommended minimum is 12GB. The actual value will depend upon your environment.

:’;:igi set | This setting is not needed for the ingestion-only configuration. For more information, see the note that follows this table.

master-max-
memory-gb

apicup The default is 5GB. The recommended minimum is 5GB. The actual value will depend upon your environment.

Sub:yi set | This setting is not needed for the ingestion-only configuration. For more information, see the note that follows this table.

analy

master-

storage-

size-gb

apicup Options are true or false. The default is false. When set to true, the message queue will be activated and the analytics pipeline will be
subiyts: set | configured to use it. See Configuring the analytics message queue. The message queue requires at least one 5GB PVC for each pod.

analy

enable-

message-

queue

apicup <storageClass> - Refers to a valid StorageClass object in your Kubernetes cluster that supports dynamic PersistentVolume provisioning.
subiyi set] Static or manual PersistentVolume provisioning can be used, but it requires additional steps not covered in this documentation. You can use
::::de— local storage or block storage. For block storage, select a block storage format of your choosing in order for API Connect components to be
class supported. GlusterFS is not recommended as a storage option due to severe performance degradation. For AWS, the gp2 and iol types of

Elastic Block Storage (EBS) are supported. Note that NFS is not supported.
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Command Values/Definition
apicup <es-storageClass> - Optional ElasticSearch storage class. If the es-storage-class is set, analytics storage ignores other storage classes
s“biyi set | and uses the es-storage-class. If not set, then analytics storage uses the storage class object set by the apicup subsys set analyt
ana. es-
y storage-class command.

storage-
class This setting is not needed for the ingestion-only configuration. For more information, see the note that follows this table.
apicup <mg-storageClass> - Optional message queue storage class. If the mg-storage-class is set, the message queue ignores other storage

zz:iyi ::t classes and uses the mq-storage-class. If not set, then the message queue uses the storage class object set by apicup subsys set
v o

storage-
class
apicup Determines whether the installation is for development, testing, and demo purposes or for production. If not explicitly set, the mode will default
subsys set to dev (development and testing) for versions 2018.4.1.4 and later. For versions 2018.4.1.3 and earlier, the default for mode is standard.
analyt mode e dev - (Default) Use dev mode for development, testing, and demo purposes. It allows one instance of each subsystem to be created.

e standard - Use standard mode for production environments. It allows multiple instances of each subsystem to be created.

analyt storage-class

apicup Must be explicitly set to route for an OpenShift environment. For a standard K8s environment, ingress-type defaults to ingress and there
Eubsyshsel is no need to explicitly enter this parameter.
analyt

ingress-type
apicup certs | [CERT FILE KEY FILE CA FILE] [flags] - Set the required certificates for the subsystem. Custom certificates may be set, otherwise,

zg;’razalyt default certificates are automatically configured. For information on what certificates are available and how to set them see: Working with
= certificates.

apicup <license_type> - Specify the type of license, either Production or Nonproduction. If not specified, the default value is Nonproduction.
Eubsyshsel Note that the license type does not impact which Analytics image to install. The API Connect Kubernetes Pod annotations productID and

analyt .
liceise— productName reflect the selected license.

version
<license_ typ
e>

apicup analyt - Starts the installation of the analytic service
subsys
install
Note: If a setting is not required for the ingestion-only configuration, you can omit it. A default value is supplied automatically by apicup but the value is ignored
during installation. When you run the validation step, the value is not actually validated but is marked as valid in the results.

Example 1: Installation commands for deployment that does not use the ingestion-only configuration.

apicup subsys create analyt analytics --k8s

apicup subsys set analyt extra-values-file=<path/file name>

apicup subsys set analyt analytics-ingestion=<ai>.<hostname>.<domainname>
apicup subsys set analyt analytics-client=<ac>.<hostname>.<domainname>
apicup subsys set analyt registry=<registry-uri>

apicup subsys set analyt namespace=<namespaceName>

apicup subsys set analyt registry-secret=<registrySecret>

apicup subsys set analyt coordinating-max-memory-gb=6

apicup subsys set analyt data-max-memory-gb=6

apicup subsys set analyt data-storage-size-gb=200

apicup subsys set analyt master-max-memory-gb=6

apicup subsys set analyt master-storage-size-gb=5

apicup subsys set analyt enable-message-queue=<false>

apicup subsys set analyt storage-class=<storageClass>

apicup subsys set analyt es-storage-class=<es-storageClass>

apicup subsys set analyt mg-storage-class=<mg-storageClass>

apicup subsys set analyt mode=dev

apicup subsys set analyt ingress-type=route <for OpenShift environments only>

//Set the certificates
apicup certs set analyt CERT NAME=[CERT_FILE KEY FILE CA_FILE] [flags]

// OPTIONAL: Write the plan to an output directory to inspect myProject/install-plan prior to installation
apicup subsys install analyt --out=analyt-install-plan

// Start the installation from the output directory. Enter the full path to the output directory.

apicup subsys install analyt --plan-dir=./myProject/analyt-install-plan

//If output file is not used, enter the following command to start the installation
apicup subsys install analyt

Example 2: Installation commands for the ingestion-only configuration.

apicup subsys create analyt analytics --k8s

apicup subsys set analyt extra-values-file=extra-values-analyt.yaml
apicup subsys set analyt ingestion-only=true

apicup subsys set analyt analytics-ingestion=<ai>.<hostname>.<domainname>
apicup subsys set analyt registry=<registry-uri>

apicup subsys set analyt namespace=<namespaceName>

apicup subsys set analyt registry-secret=<registrySecret>

apicup subsys set analyt enable-message-queue=<false>

apicup subsys set analyt storage-class=<storageClass>

apicup subsys set analyt mqg-storage-class=<mg-storageClass>

apicup subsys set analyt mode=dev

apicup subsys set analyt ingress-type=route <for OpenShift environments only>
apicup subsys set analyt storage-class=<storageClass>

apicup subsys set analyt mqg-storage-class=<mg-storageClass>

//Set the certificates
apicup certs set analyt CERT NAME=[CERT_FILE KEY FILE CA_FILE] [flags]

// OPTIONAL: Write the plan to an output directory to inspect myProject/install-plan prior to installation
apicup subsys install analyt --out=analyt-install-plan

// Start the installation from the output directory. Enter the full path to the output directory.
apicup subsys install analyt --plan-dir=./myProject/analyt-install-plan

IBM API Connect 2018.x 75



//If output file is not used, enter the following command to start the installation
apicup subsys install analyt

An analytics installation starts the following Kubernetes pods:
e Fullinstallation in standard mode:
Table 1. Kubernetes pods in a full
Analytics installation

Number Pod
client
ingestion
mtls

operator
storage-master
storage-coordinating
storage-data

Note that in dev mode,there is only one of each pod.

Wlwlwlkr (NN

e Message queue deployment in standard mode: All of the pods shown in Table Table 1, plus:
Table 2. Additional pods used
for Message Queue

deployments
Number Pod
3 mq-kafka
3 mq-zookeeper

Note that in dev mode there is only one of each pod, with the same capability to enable or disable message queue.

e Ingestion-only installation in standard mode:
Table 3. Kubernetes pods in
an ingestion-only Analytics

installation
Number Pods
2 ingestion
2 mtls

Note that in dev mode there is only one of each pod.

Important: When the Analytics service is configured to store data, (that is, it is not configured for ingestion-only), the service depends on ElasticSearch which
requires map counts higher than the operating system defaults. To change the map counts on the live system, run sudo sysctl -w
vm.max_map_count=262144 on each Kubernetes node. To persist this change when node restarts occur, add the following to the /etc/sysctl.conf file:
vm.max_map_count = 262144. This is the minimum recommended value. For more information see
https:/www.elastic.co/guide/en/elasticsearch/reference/current/vm-max-map-count.html

Memory settings listed are maximum sizes. The Kubernetes memory resource request amount, or amount of memory reserved for each analytics pod, is 3/4 of the
maximum memory. Actual memory used will usually be less than the reserved amount, but depends on current analytics load.

Modifying allocation space after installation might not be possible depending on the type of persistent volume that is used.

2. After running the apicup subsys install command, runthe apicup subsys
get <analytics_subsys_name> --validate to validate the installation. You must correct any errors indicate by --validate prior to continuing. Following is
an example for the --validate output for a configuration that does not use the ingestion-only feature:

Kubernetes settings

Name Value

extra-values-file v
ingress-type ingress v
mode standard v
namespace prod v
registry docker-local.artifactory.swg-dev.com/apicup-imgs/2018.4.1-550 v
registry-secret apiconnect-image-pull-secret v
storage-class rook-block v
Subsystem settings

Name Value

coordinating-max-memory-gb 6 v
data-max-memory-gb 6 v
data-storage-size-gb 200 v
enable-message-queue false v
es-storage-class = v
master-max-memory-gb 6 v
master-storage-size-gb 5 v
mg-storage-class = v

Endpoints

Name Value
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ac.1.23.123.45.sample.io v
ai.l.23.123.45.sample.io v

analytics-client
analytics-ingestion

What to do next

Continue your API Connect installation in a Kubernetes runtime environment by installing the other subsystems.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing the Developer Portal subsystem into a Kubernetes environment

Use the Install Assist utility program to install the Developer Portal subsystem into your Kubernetes runtime environment.

Before you begin

Before installing the Portal subsystem, complete the steps that are described in First steps for installing API Connect: Upload files to registry. For instructions on using the
APICUP installer, see Tips and tricks for using APICUP.

Tip: To enable effective high availability for your Portal service, you need a latency that is less than 50ms between all portal-db pods to avoid the risk of performance
degradation. Servers with uniform specifications are required, as any write actions occur at the speed of the slowest portal-db pod, as the write actions are synchronous
across the cluster of portal-db pods. It is recommended that there are three servers in each cluster of portal-db pods for the high availability configuration. The three
servers can be situated in the same availability zone, or across three availability zones to ensure the best availability. However, you can configure high availability with two
availability zones.

Note:

Ensure that your kernel or Kubernetes node has the value of its inotify watches set high enough so that the Developer Portal can monitor and maintain the files for each
Developer Portal site. If set too low, the Developer Portal containers might fail to start or go into a non-ready state when this limit is reached. If you have many Developer
Portal sites, or if your sites contain a lot of content, for example, many custom modules and themes, then a larger number of inoti£y watches are required. You can start
with a value of 65,000, but for large deployments, this value might need to go up as high as 1,000,000. The Developer Portal containers take inotify watches only when
they need them. The full number is not reserved or held, so it is acceptable to set this value high.

Procedure

1. The commands for installing the Portal subsystem are described in the following table. Sample code is also provided.

Note:

e Although the site-backup parameters listed in the following table are optional, it's highly recommended that you include them in your installation, so that
remote server backups of the portal database are also taken. If you don't want to configure these parameters at installation, you can configure them later,
see Backing up and restoring the Developer Portal in a Kubernetes environment.

e Host names and DNS entries may not be changed on a cluster after the initial installation.

e The backup secret is a Kubernetes secret that contains your username and password for your backup database (sftp/s3). Only password-based
authentication is supported for sftp and s3, not authentication based on public certificates and private keys. Password-based authentication for s3 requires
that you generate an access key and secret. For example:

e IBM (Cloud Object Storage): Service credentials.
e AWS: Managing access keys.

Command

Values/Definition

apicup init

Initializes the apicup installation utility and creates the apiconnect-up.yml configuration file

values-file

apicup Describes a Portal subsystem in the Kubernetes cluster. The identifier pt1 is the name that you have assigned to your Portal service. You can
s“bs{s = assign it any name, as long as the identifier consists of lower case alphanumeric characters or '-', with no spaces, starts with an alphabetic
create . . . . .

] E—>—k8s character, and ends with an alphanumeric character. The command portal indicates that you are creating a Portal subsystem.

apicup <path/file name> - Path to the extra values file. One extra values file is permitted. The extra values file requires a . yaml format. It contains
s:i’systSEt the ingress annotations and other settings for the subsystem. For an example of an extra values file for each subsystem, see Creating an extra
P extra-

values file in a Kubernetes environment.

ptl storage-
class

apicup <padmin>.<hostname>.<domainname> - The management endpoint for the Portal. All endpoints must be resolvable by DNS. Domain

s:?sys iet names that are used for endpoints cannot contain the underscore "_" character. See Pre-installation requirements. Refer to the deployment
ortal- . . . . . e . . ipe

la’dmig overview diagram for information about endpoints and certificates: Deployment overview for endpoints and certificates.

apicup <portal>.<hostname>.<domain name> - The endpoint for the public portal websites. All endpoints must be resolvable by DNS. Domain

S:?SYS :et names that are used for endpoints cannot contain the underscore "_" character. See Pre-installation requirements. Multiple portal-www
ortal- ; ) ) - - ) B

Pt p endpoints may be configured, as described here: Defining multiple portal endpoints for a Kubernetes environment.

apicup <namespaceName> - Defines the namespace where the Portal service resides; every subsystem can be in a separate namespace. Valid

s‘i’sys set namespaces are configured in Kubernetes prior to starting the API Connect installation

P

namespace

apicup <storageClass> - Refers to a valid StorageClass object in your Kubernetes cluster that supports dynamic PersistentVolume provisioning.

subsys set

Static or manual PersistentVolume provisioning can be used, but it requires additional steps that are not covered in this documentation. Block
storage is required. Select a block storage format of your choosing in order for API Connect components to be supported. GlusterFS is not
recommended as a storage option due to severe performance degradation. For AWS, the gp2 and iol types of Elastic Block Storage (EBS) are
supported. Note that NFS is not supported.

apicup
subsys set
ptl registry

<registry-uri> - The location where you are running the image registry (for example, Artifactory)
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Command Values/Definition
apicup <registrySecret> - Kubernetes secret with Docker credentials to authenticate with the image registry. The value for registry-secret
s:?sys set must match the name of the secret created by using the kubectl create secretcommand. It contains the Docker credentials for accessing
Eegistry— the registry.
secret
apicup The default is 5GB. The recommended minimum is 5GB. The actual value depends on your environment. Used to store the php, html, and media
subsys set |fos that comprise each Portal web site. Increase this size by at least 1GB for every 20 small sites that you want to host. Note that a single site
z:ir:;:: with a lot of media can take many GB. If there is less than 128MB free, then the Portal will refuse to create new sites.
size-gb
apicup The default is 5GB. The recommended minimum is 5GB. The actual value depends on your environment. Stores 7 days worth of compressed
sﬁsgzcizt_ backups of each Portal website. Increase this by at least 3GB for every 20 small sites that you want to host. Note that a single site with a lot of
Es,torage— B media can take many GB per backup.
size-gb
apicup The default is 12GB. The recommended minimum is 12GB. The actual value might be higher than this but will depend upon your environment.
Subsyssel Used for the database files. Increase this by at least 5GB for every 20 small sites that you want to host. Larger sites require more storage. If
lsa:irf;;_ there is less than 2GB free, then the Portal refuses to create new sites.
size-gb Note: For example, a Portal with 5 sites should set this value to 40 GB, or more. Using the default values is not recommended.
apicup The default is 2GB, and this size should not be changed from 2 GB. Storage used for the database logs. Reducing this value could result in the
subsys set |, me filling up and the database hanging. Making it larger will have no effect on the number of logs kept.
ptl db-logs-
storage-
size-gb
apicup The default is 1GB, and this size should not be changed from 1GB. Used for the internal state of the admin container. Reducing this value could
Subsysisel result in the admin container failing. Making it larger will have no effect
ptl admin-
storage-
size-gb
apicup Determines whether the installation is for development, testing, and demo purposes, or for production. If not explicitly set, the mode will
subsys set | jqfqlt to dev (development and testing) for versions 2018.4.1.4 and later. For versions 2018.4.1.3 and earlier, the default for mode is
ptl mode standard.
e dev - (Default) Use dev mode for development, testing, and demonstration purposes. It allows one instance of each subsystem to be
created.
e standard - Use standard mode for production environments. It allows multiple instances of each subsystem to be created.
aE;C“P . Must be explicitly set to route for an OpenShift environment. For a standard K8s environment, ingress-type defaults to ingress and there
subsys se

ptl ingress-
type

is no need to explicitly enter this parameter.

apicup The fully qualified domain name of the backup server, in lowercase only. Ensure that the Kubernetes nodes can access this host. If using object
::?sis’it:ft storage, enter Endpoint/Region. (The / character between the endpoint and region is required for the object storage setting.)
backup-host

apicup The port for the protocol to connect to the site-backup-host. Defaults to 22 if not explicitly set. The backup port is not required for object
subsys set |giorag0.

ptl site-

backup-port

apicup The user name for the server specified in site-backup-host. If using object storage, the user name is the S3 Secret Key ID.

subsys set

ptl site-

backup-auth-
user

apicup
subsys set
ptl site-
backup-auth-
pass

The password for the server specified in site-backup-host. If using object storage, the password is the S3 Secret Access Key parameter. The
password is stored in Base64 encoded format, and must not be edited directly in the apiconnect-up.yml file.

apicup The full path to the directory where the backup files are stored. For object storage, the path can be set to the bucket value or the
subsys set bucket/subfolder value.
ptl site-
backup-path
apicup The protocol that is used to communicate with your remote backup endpoint. Specify one of the following values:
subsys set e sftp - for secure file transfer protocol
ptl site- . .
backup- ® objstore - for S3 compatible object storage
protocol The default protocol is sftp.
Note: The public certificate on the S3 storage provider must be signed by a known certificate authority that is trusted by API Connect. Use of an
untrusted authority can cause the following error during backup upload: x509: certificate
signed by unknown authority.
apicup The schedule for how often automatic Portal backups are run. The format for the schedule is any valid cron string, as follows:
subsys set
ptl site- * Kk Kk Kk *
backup- = |- - - - -
schedule [

(|

| | | +=-===- day of week (0 - 6) (Sunday=0)
| | +-- -- month (1 - 12)

| +==—== -- day of month (1 - 31)

hour (0 - 23)
min (0 - 59)

Forexample: 30 22 * * 1 performs backups at 10:30 pm on Mondays.
The default backup scheduleis 0 2 * * * (runs every day at 2 am). The timezone for backups is UTC.

apicup certs
set ptl
CERT_NAME

[CERT_FILE KEY FILE CA FILE] [flags] - Setthe required certificates for the subsystem. Custom certificates might be set, otherwise,
default certificates are automatically configured. For information on what certificates are available and how to set them see: Working with
certificates.
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Command Values/Definition
apicup <license_type> - Specify the type of license, either Production or Nonproduction. If not specified, the default value is Nonproduction
::}is}]{:ic:i:e— Note that the license type does not impact which Portal image to install. The API Connect Kubernetes Pod annotations productID and
= productName reflect the selected license.
<license typ
e>
apicup Starts the installation of the Portal service.
subsys
install ptl

apicup subsys create ptl portal --k8s

apicup subsys set ptl extra-values-file=<path/file name>

apicup subsys set ptl portal-admin=<padmin>.<hostname>.<domainname>
apicup subsys set ptl portal-www=<portal>.<hostname>.<domainname>
apicup subsys set ptl registry=<registry-uri>

apicup subsys set ptl namespace=<namespaceName>

apicup subsys set ptl registry-secret=<registrySecret>

apicup subsys set ptl storage-class=<storageClass>

apicup subsys set ptl www-storage-size-gb=5

apicup subsys set ptl backup-storage-size-gb=5

apicup subsys set ptl db-storage-size-gb=12

apicup subsys set ptl db-logs-storage-size-gb=2

apicup subsys set ptl admin-storage-size-gb=1

apicup subsys set ptl mode=dev

apicup subsys set ptl ingress-type=route <for OpenShift environments only>

// OPTIONAL: Set the backup parameters

apicup subsys set ptl site-backup-host=<hostname>

apicup subsys set ptl site-backup-port=<22>

apicup subsys set ptl site-backup-auth-user=<username>
apicup subsys set ptl site-backup-auth-pass=<password>
apicup subsys set ptl site-backup-path=</site-backups>
apicup subsys set ptl site-backup-protocol=<sftp, objstore>
apicup subsys set ptl site-backup-schedule=<"0 0 * * *">

// OPTIONAL: Set the certificates
apicup certs set ptl CERT NAME=[CERT FILE KEY FILE CA FILE] [flags]

// OPTIONAL: Write the plan to an output directory to inspect myProject/install-plan prior to installation

apicup subsys install ptl --out=ptl-install-plan

// Start the installation from the output directory. Enter the full path to the output directory.

apicup subsys install ptl --plan-dir=./myProject/ptl-install-plan

// If output file is not used, enter the following command to start the installation
apicup subsys install ptl

The Portal endpoints correspond to the values entered when configuring a Portal service in the Cloud Manager. See Registering a Portal service.
e apicup subsys set ptl portal-admin - Thisis the Management Endpoint that is defined in Cloud Manager, which is used for communicating with API

Manager.

e apicup subsys set ptl portal-www - This is the Portal Website URL defined in Cloud Manager. It determines the URL for the site that is created for

each Catalog. It is used for public access to the Portal from a browser.

. After running the apicup subsys install command, runthe apicup subsys

get <portal_ subsys_name> --validate command to validate the installation. You must correct any errors that are indicated by the --validate command

before continuing. The following example output shows how an error in the installation is displayed:

Kubernetes settings

Name Value

extra-values-file v
ingress-type ingress v
mode dev v
namespace default v
registry apic-dev-docker-local.artifactory.devops.com v
registry-secret apiconnect-image-pull-secret v
storage-class = v
Subsystem settings

Name Value

admin-storage-size-gb 2 v
backup-storage-size-gb 5 v
db-logs-storage-size-gb 2 v
db-storage-size-gb 1 X db-storage-size-gb must be 12 or greater
site-backup-auth-pass mypass v
site-backup-auth-user myuser v
site-backup-host 1.2.3.4 v
site-backup-path /home/fvtuser/site-backups v
site-backup-port 22 v
site-backup-schedule © 2w < w v
www-storage-size-gb 5 v
Endpoints

Name Value
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portal-admin api.portal.default.minikube v
portal-www portal.default.minikube v

What to do next

If you've not already done so, you can continue your API Connect installation by installing the other subsystems.

¢ Defining multiple portal endpoints for a Kubernetes environment

Multiple public facing endpoints (portal-www) can be defined for the Developer Portal.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Defining multiple portal endpoints for a Kubernetes environment

Multiple public facing endpoints (portal-www) can be defined for the Developer Portal.

About this task

You can override the single endpoint definition for portal-www (and the associated portal-www-ingress TLS certificate), in order to support multiple portal-www
endpoints.

For information about the endpoints for the Portal, see Installing the Developer Portal subsystem into a Kubernetes environment.

Following are the example endpoints for configuring different sites served by the same Portal service, as configured in this task:

e https://banking.example.com/loans
e https://insurance.example.com/vehicle

These unique endpoints allow portal sites to be defined on the Portal service with different host names and domains. They replace endpoints that distinguish different
sites by sub paths, as shown in the following examples:

e https://www.example.com/banking/loans
e https://www.example.com/insurance/vehicle

Procedure

1. Create TLS secrets for each portal-www endpoint by generating certificates
Following is an example for how to generate certificates for each portal-www endpoint using openssl:

openssl req -x509 -nodes -days 365 -newkey rsa:2048 -keyout banking-tls.key -out banking-tls.crt -subj

" /CN=banking.example.com"

openssl req -x509 -nodes -days 365 -newkey rsa:2048 -keyout insurance-tls.key -out insurance-tls.crt -subj
" /CN=insurance.example.com"

N

. Store the SSL certificates in a secret.

kubectl create secret tls -n <portal-namespace> banking-tls --key banking-tls.key --cert banking-tls.crt
kubectl create secret tls -n <portal-namespace> insurance-tls --key insurance-tls.key --cert insurance-tls.crt

Replace <portal-namespace> with the Kubernetes namespace that was used to deploy the Portal subsystem.

3. Specify the portal-www endpoints in an extra values file.
Create an extra values file or append to your current one. Enter the name and secret for each endpoint as an ingress setting in the extra values file. (One extra
values file is allowed.) For instructions on creating an extra-values-file, see Creating an extra values file in a Kubernetes environment.

apic-portal-www:
ingress:
web:

hosts:

- name: banking.example.com
secret: banking-tls

- name: insurance.example.com
secret: insurance-tls

4. Configure your Portal subsystem to load the extra values file with the following command:

apicup subsys set <portal-subsys> extra-values-file=<full-path-to-extra-values-file>

(&

. Install the portal subsystem with the new extra values file using apicup subsys install portal-subsys.
For more information on installing the Portal subsystem, see Installing the Developer Portal subsystem into a Kubernetes environment.

. If your deployment had existing Portal sites when you configured multiple endpoints, ensure that the Portal site URLs specified in the Manager UI Catalog settings
page are consistent with the new endpoint URLs. Access the Catalog setting page, and review the URLs of those existing sites. Modify as appropriate.

o

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Installing the Gateway subsystem into a Kubernetes environment

Use the Install Assist utility program to install the Gateway subsystem into your Kubernetes runtime environment.

Before you begin

Before installing the Gateway subsystem, complete the steps described in First steps for installing API Connect: Upload files to registry. For instructions on using the
APICUP installer, see Tips and tricks for using APICUP.

Procedure

1. Add a gateway service to your Kubernetes cluster by configuring a gateway subsystem.
e The use of namespaces is required. Namespaces must be configured in Kubernetes before starting the installation process. We do not recommend that you
use the default namespace.
e DNS domain names must be configured for the endpoints. Domain names that are used for endpoints cannot contain the underscore "_" character. See Pre-
installation requirements.
e Resource allocation sizes are recommended minimums and will depend upon your environment.
Note: The steps in this procedure are not needed if you are using a DataPower appliance as your gateway.
2. The commands for installing the Gateway subsystem are described in the following table. Sample code is also provided.
Note: Host names and DNS entries may not be changed on a cluster after the initial installation.

Command Values/Definition
apicup init |Initializes the apicup installation utility and creates the apiconnect-up.yml configuration file.
apicup Describes a gateway subsystem in the Kubernetes cluster. The identifier gwy is the name you have assigned to your gateway service. You can
s“bs{s assign it any name, as long as the identifier consists of lower case alphanumeric characters or '-', with no spaces, starts with an alphabetic
I gwy . . N . .
;at:w:y Wl character, and ends with an alphanumeric character. The command gateway indicates that you are creating a gateway subsystem.
k8s
apicup <path/file name> - Path to the extra values file. One extra values file is permitted. The extra values file requires a . yaml format. It contains
subsystset the ingress annotations and other settings for the subsystem. For an example of an extra values file for each subsystem, see Creating an extra
gwy extra- T .
. —s values file in a Kubernetes environment.
apicup gw.<hostname>.<domainname> - The endpoint the gateway uses for API traffic. All endpoints have to be resolvable by DNS. Domain names
subsys set  |hatare used for endpoints cannot contain the underscore "_" character. See Pre-installation requirements. Enter this endpoint as the API
ggaite:i;; Invocation Endpoint when configuring a Gateway Service in Cloud Manager. Refer to the deployment overview diagram for information about
endpoints and certificates: Deployment overview for endpoints and certificates.
apicup gwd.<hostname>.<domain name> - The endpoint the gateway uses for network communication. All endpoints have to be resolvable by DNS.
EubEvElESE Domain names that are used for endpoints cannot contain the underscore "_" character. See Pre-installation requirements. Enter this endpoint
agwy 1C— N . . . . .
sew?zec I 1 as the Management Endpoint when configuring a Gateway Service in Cloud Manager.
apicup <namespaceName> - Defines the namespace where the gateway service resides; every subsystem can be in a separate namespace. Valid
subsys set namespaces are configured in Kubernetes prior to starting the API Connect installation
gwy
namespace
apicup <registry-url> - The location where you are running the image registry (for example, Artifactory). If the registry-url setting is used, it takes
Subsvejsst precedence over <image-repository> and <image-tag> values that may have been set.
gwy registry
apicup For example, <registrySecret> - Kubernetes secret with Docker credentials to authenticate with the image registry. The value for
subsys set |, .gistry-secret must match the name of the secret created using the kubectl create secretcommand. It contains the Docker
Tegistrys credentials for accessing the registry.
secret
apicup Points to the repository containing the gateway service image. Must match the values set using the docker tag command for
subsys set | REGISTRY_HOST>/<IMAGE_NAMES>. For example, My
R iyl Registry/MyImage
repository g Y/¥y ge -
apicup Points to the image-tag in the local repository, use double-quotes, for example, "2018.4.1.X.999999-release-prod"
Eubsysjsel Note: To install a non-production DataPower image, the image-tag value must be datapower-api-gateway.
gwy image-
tag
apicup Points to the repository containing the gateway service monitor pod image. The monitor pod watches for gateways going up or down, and
Subsys ?tt removes stale gateway peer information from the pods that remain in the cluster. Removal of stale peer information improves the resiliency of
r- - . ; . }
gy mc_ml 2 the cluster. There is only one monitor pod per gateway service, regardless of how many gateway server pods (replicas) there are in the gateway
image - !
repository service. Must match the values set using the docker tag command for <REGISTRY_HOST>/<IMAGE_NAME>. For example, "MyRegistry/k8s-
datapower-monitor". This command is required. If it is omitted, neither the DataPower monitor pod or the gateway pod will start.
apicup Points to the monitor-image-tag in the local repository, use double-quotes, for example, "2018.4.1.7". This command is required. If it is
subsys set omitted, neither the DataPower monitor pod or the gateway pod will start.
gwy monitor-
image-tag
apicup Determines how to obtain an image from the repository when a gateway pod is restarted. Ensures that the correct image is used by the gateway
subsys set pod.
gﬁlf;‘:‘ﬁ;y e Always - Always pull a new image when a pod is restarted. Pulls the image that is referred to by the image-tag.
e IfNotPresent - If an image cannot be accessed locally, then pull a new image.
e Never - Never pull a new image. Image must be reloaded manually.
apicup 3 is a recommended minimum; actual value will depend upon your environment.
subsys set
gwy replica-
count
apicup The default is 4. The recommended minimum is 4. The actual value will depend upon your environment.
subsys set
gwy max-cpu
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Command

Values/Definition

gwy ingress-
type

apicup The default is 6GB. The recommended minimum is 6GB. The actual value will depend upon your environment.
subsys set
gwy max-
memory-gb
apicup <storageClass> - Refers to a valid StorageClass object in your Kubernetes cluster that supports dynamic PersistentVolume provisioning.
subsys set |giatic or manual PersistentVolume provisioning can be used, but it requires additional steps not covered in this documentation. Block storage is
ggs:torage_ required. Select a block storage format of your choosing in order for API Connect components to be supported. GlusterFS is not recommended
as a storage option due to severe performance degradation. For AWS, the gp2 and iol types of Elastic Block Storage (EBS) are supported. Note
that NFS is not supported.
apicup Determines which type of gateway to install, either a DataPower® Gateway (v5 compatible) or a DataPower API Gateway. The DataPower
subsys set | Gateway (v5 compatible) is a v5- compatible gateway. The compatibility mode must match the type of image pointed to by the image-tag
g:z\p‘a’i;bilit value. If the image contains a DataPower Gateway (v5 compatible) release, set the compatibility mode to true. If the image contains a
y-mode DataPower API Gateway release, set the compatibility mode to false.
e false- Disables the v5-compatibility-modewhen installing a DataPower API Gateway gateway
® true - Enables the v5-compatibility-mode when installing a DataPower Gateway (v5 compatible) gateway
For more information, see Installing a DataPower API Gateway or a DataPower Gateway (v5 compatible)
apicup Determines whether to enable the OAuth Token Management System (tms). The Token Management System is required for a DataPower API
subsys set | Gateway. When the v5-compatibility-mode is set to £alse, the enable-tms parameter must be set to true. When the v5-compatibility-mode
gﬂwnss( enableq is set to true, the enable-tms parameter must be set to false.
® true - enable-tms will be enabled, required when installing a DataPower API Gateway
e false - enable-tms will be disabled, required when installing a DataPower Gateway (v5 compatible)
For more information, see Installing a DataPower API Gateway or a DataPower Gateway (v5 compatible)
apicup Size of the storage volume for the Token Management System storage. The default is 10GB. The recommended minimum is 10GB. The actual
subsys set | 31,6 will depend upon your environment.
gwy tms-
peering-
storage-
size-gb
apicup Determines whether to enabled high performance peering mode for a DataPower API Gateway. Enabling high performance peering is highly
subsys set | ocommended for new deployments.
g:ghfnable— e "true" - Enable high performance peering for DataPower API Gateways.
performance- e "false" - Disable high performance peering for DataPower API Gateways.
peering The values are strings, not booleans, so must be enclosed in double quotes.
The requirement for use of this parameter is determined by the value of your v5-compatibility-mode parameter:
e When v5-compatibility-mode is false, the enable-high-performance-peering parameter is required and must be set.
e When v5-compatibility-mode is true, the enable-high-performance-peering parameter has no effect, and is not required.
For information on enabling high performance peering on existing deployments of version 2018.4.1.7 or later, see Enabling high performance
peering for DataPower API Gateway on Kubernetes.
apicup Determines whether the installation is for development, testing, and demo purposes or for a production environment. If not explicitly set, the
subsys set mode will default to dev (development and testing) for versions 2018.4.1.4 and later. For versions 2018.4.1.3 and earlier, the default for mode
gwy mode is standard
e dev - (Default) Use dev mode for development, testing, and demo purposes. It allows one instance of each subsystem to be created.
e standard - Use standard mode for production environments. It allows multiple instances of each subsystem to be created.
EE;CUP N Must be explicitly set to route for an OpenShift environment. For a standard K8s environment, ingress-type defaults to ingress and there
subsys se

is no need to explicitly enter this parameter.

apicup
subsys set
gwy license-
version

<license> - Specify the type of gateway license, one of Developers, Production, or Nonproduction. If not specified, the default value is
Developers.

The Gateway server image that you are installing must match the license version. Note that this requirement does not apply to the other API
Connect subsystems (Management, Analytics, and Developer Portal), because they do not have separate images for each license version.

apicup certs

set gwy
CERT_NAME

[CERT_FILE KEY FILE CA FILE] [flags] - Setthe required certificates for the subsystem. Custom certificates may be set, otherwise,
default certificates are automatically configured. For information on what certificates are available and how to set them see: Working with
certificates.

apicup
subsys
install

gwy - Starts the installation of the gateway service

apicup
apicup
apicup
apicup
apicup
apicup
apicup
apicup
apicup

subsys
subsys
subsys
subsys
subsys
subsys
subsys
subsys
subsys
apicup subsys
apicup
apicup
apicup
apicup
apicup
apicup
apicup
apicup
apicup
apicup
apicup

subsys
subsys
subsys
subsys
subsys
subsys
subsys
subsys
subsys
subsys
subsys

create gwy gateway --k8s

set gwy extra-values-file=<path/file name>

set gwy api-gateway=gw.<hostname>.<domainname>

set gwy apic-gw-service=gwd.<hostname>.<domainname>
set gwy namespace=<namespaceName>

set gwy registry=<registry-uri>

set gwy registry-secret=<registrySecret>

set gwy image-repository=<ibmcom/datapower>

set gwy image-tag='"release name"

set gwy monitor-image-repository="ibmcom/k8s-datapower-monitor"
set
set
set
set
set
set
set
set
set
set
set

monitor-image-tag="2018.4.1.7"
image-pull-policy=Always
replica-count=3

max-cpu=4

max-memory-gb=6
storage-class=<storageClass>
v5-compatibility-mode=false
enable-high-performance-peering=true
enable-tms=true
tms-peering-storage-size-gb=10
mode=dev

gwy
gwy
gwy
gwy
gwy
gwy
gwy
gwy
gwy
gwy
gwy
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apicup subsys set gwy ingress-type=route <for OpenShift environments only>
apicup subsys set gwy license-version=<license>

//Set the certificates
apicup certs set gwy CERT_NAME=[CERT FILE KEY FILE CA FILE] [flags]

// OPTIONAL: Write the plan to an output directory to inspect myProject/install-plan prior to installation
apicup subsys install gwy --out=gwy-install-plan

// Start the installation from the output directory. Enter the full path to the output directory.

apicup subsys install gwy --plan-dir=./myProject/gwy-install-plan

//If output file is not used, enter the following command to start the installation
apicup subsys install gwy

Installing a DataPower API Gateway or a DataPower Gateway (v5 compatible)

The values for the v5-compatibility-mode and enable-tms parameters determine whether you are installing a DataPower API Gateway or a DataPower
Gateway (v5 compatible). The following table shows the required settings for installing both types of gateways:

v5-compatibility-mode | enable-tms

DataPower API Gateway false true

DataPower Gateway (v5 compatible) | true false

3. An alternate deployment scenario is to use a physical DataPower appliance for the gateway. If you are using an appliance for the gateway, do not run any of the
APICUP commands described on this page, since you do not need to configure a gateway subsystem in your Kubernetes cluster when using an appliance. For an
appliance-based gateway, you must configure two endpoints in DataPower to be used as the Gateway Service Management Endpoint and the API invocation
Endpoint. Enter these endpoints in the Configure Gateway Service screen in Cloud Manager. See Configuring a DataPower Gateway on an appliance for instructions
for configuring a DataPower appliance.

4. After running the apicup subsys install command, runthe apicup
subsys get <gateway subsys_name> --validate to validate the installation. You must correct any errors indicate by --validate prior to continuing.
Following is an example for the --validate output:

Kubernetes settings

Name Value

extra-values-file v
ingress-type ingress v
mode standard v
namespace prod v
registry apic-dev-docker-local.artifactory.swg-devops.com/apicup-imgs/2018.4.1-550 v
registry-secret apiconnect-image-pull-secret v
storage-class rook-block v
Subsystem settings

Name Value

enable-tms true v
image-pull-policy Always v
image-repository ibmcom/datapower v
image-tag 2018.4.1.x-999999-release-prod v
monitor-image-repository ibmcom/k8-datapower-monitor v
monitor-image-tag 2018.4.1.7 v
enable-high-performance-peering "true" v
max-cpu 4 v
max-memory-gb 6 v
replica-count 3 v
tms-peering-storage-size-gb 10 v
v5-compatibility-mode false v
Endpoints

Name Value

api-gateway gw.1.23.123.45.sample.io v
apic-gw-service gwd.1.23.123.45.sample.io v

What to do next

Continue your API Connect installation in a Kubernetes runtime environment by installing the other subsystems.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying pods to specific worker nodes in a multi-node cluster

Use node labels to deploy Management, Analytics, and Portal pods to specific worker nodes in a multi-node cluster.
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About this task

A label is a key and value that is attached to an object as a annotation. For a pod to use a NodeSelector, a worker node must exist with the specified label. If no worker
node exists with the required label, then the pod is not deployed and is left in the pending state.

Procedure

1. Label the worker nodes where you want to deploy the subsystem pods:
a. For each worker node that you want to label, run the following command:

kubectl label nodes <node-name> <Label-Key>=<Label-Value>
Use the following <Label-Key>=<Label-Value> pairs to label a node for each subsystem:

e Management: node-apim=apim
For example, to add the apim label to the node worker-1.ibm.com:

kubectl label nodes worker-1.ibm.com node-apim=apim

e Portal: node-ptl=ptl
For example, to add the pt1 label to the node worker-3.ibm.com:

kubectl label nodes worker-3.ibm.com node-ptl=ptl

e Analytics: node-analyt=analyt
For example, to add the analyt label to the node worker-2.ibm.com:

kubectl label nodes worker-2.ibm.com node-analyt=analyt
b. Run the following command to verify that the labels were applied correctly:
kubectl get nodes --show-labels

2. Deploy the Management subsystem to the labeled node:
a. Create the myapim-extra-value-files.yaml file with the following contents:

cassandra:
affinity:
nodeAffinity:
preferredDuringSchedulingIgnoredDuringExecution:
- preference:
matchExpressions:
- key: beta.kubernetes.io/arch
operator: In
values:
- amdé4
weight: 3

requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: node-apim
operator: In
values:
- apim
podAntiAffinity:
preferredDuringSchedulingIgnoredDuringExecution:
- podAffinityTerm:
labelSelector:
matchLabels:
app: cassandra
topologyKey: kubernetes.io/hostname

weight: 1
analytics-proxy:
nodeSelector:
node-apim: apim
apim:
nodeSelector:

node-apim: apim
client-downloads-server:
nodeSelector:
node-apim: apim
juhu:
nodeSelector:
node-apim: apim
ldap:
nodeSelector:
node-apim: apim
lur:
nodeSelector:
node-apim: apim
ui:
nodeSelector:
node-apim: apim
nodeSelector:
node-apim: apim

b. Run the following command to set the extra-values-file for the Management subsystem:
./apicup subsys set mgmt extra-values-file myapim-extra-value-files.yaml

c¢. Run the following command to install the Management subsystem:
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./apicup subsys install mgmt
d. Run the following command to verify that the Management pods are running in only the worker-1.ibm.com node that you labeled:

kubectl get po -o wide

3. Deploy the Portal subsystem to the labeled node:
a. Create the myportal-extra-value-files.yaml file with the following contents:

apic-portal-db:
nodeSelector:
node-ptl: ptl
apic-portal-www:
nodeSelector:
node-ptl: ptl

b. Run the following command to set the extra-values-file for the Portal subsystem:
./apicup subsys set ptl extra-values-file myportal-extra-value-files.yaml
c. Run the following command to install the Portal subsystem:
./apicup subsys install ptl
d. Run the following command to verify that the Portal pods are running in only the worker-3.ibm.com node that you labeled:

kubectl get po -o wide

4. Deploy the Analytics subsystem to the labeled node:
a. Create the myanalytics-extra-value-files.yaml file with the following contents:

apic-analytics-client:
nodeSelector:
node-analyt: anlyt
apic-analytics-cronjobs:
nodeSelector:
node-analyt: anlyt
apic-analytics-ingestion:
nodeSelector:
node-analyt: anlyt
apic-analytics-mtls:
nodeSelector:
node-analyt: anlyt
apic-analytics-operator:
nodeSelector:
node-analyt: anlyt
apic-analytics-storage:
nodeSelector:
node-analyt: anlyt

b. Run the following command to set the extra-values-file for the Analytics subsystem:
./apicup subsys set analytics extra-values-file myanalytics-extra-value-files.yaml
c. Run the following command to install the Analytics subsystem:
./apicup subsys install analytics
d. Run the following command to verify that the analytics pods are running in only the worker-2.ibm.com node that you labeled:

kubectl get po -o wide

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Manually creating a CustomResourceDefinition in a Kubernetes environment

Describes the steps for manually creating the CustomResourceDefinitions which are required for the management subsystem. If the create-crd command is set to false
during installation, the CRDs must be manually created by the Kubernetes administrator.

Before you begin

Note: This article refers to third-party software that IBM does not control. As such, the software may change and this information may become outdated.
These instructions assume you have a working Kubernetes environment and understand how to manage Kubernetes.

Kubernetes is a platform for automated deployment, scaling, and operation of application containers across clusters of hosts, providing container-centric infrastructure.
For more information, see https://kubernetes.io.

About this task

If the apicup subsys set mgmt create-crdcommand is setto false in the Install Assist script (perhaps to disallow cluster-level access during installation), then
the CRDs must be created manually prior to deploying API Connect in a Kubernetes environment.
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Procedure

1. Ensure you have not already installed the CRDs by executing the following command: kubectl get crd

2. Download the cassandra-crds_lts_v2018.4.1.20.yaml CRD from IBM Fix Central at the following link: http://www.ibm.com/support/fixcentral/quickorder?
product=ibm%2FWebSphere%2FIBM+API+Connect&fixids=cassandra-crds lts v2018.4.1.20.yaml&source=SAR

3. Execute kubectl create -f
<CustomResourceDefinition.yaml> (use the same file name as the one created to define the CRDs). This installs the two required CRDs,
cassandraclusters.apic.ibm.comand cassandraclusterbackups.apic.ibm.com.

4. Verify the installation by entering kubectl get crd. You should receive results similar to the following:

NAME AGE
cassandraclusterbackups.apic.ibm.com 79d
cassandraclusters.apic.ibm.com 79d

o

After installing the CRDs manually, install the management subsystem following the instructions at Installing the Management subsystem into a Kubernetes
environment. Set the apicup subsys set mgmt create-crdcommand to false.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Creating an extra values file in a Kubernetes environment

Describes the steps for creating an extra values file for configuration parameters that are not set by Install Assist, such as ingress annotations and resource limits. An
example .yaml file is provided with entries for each subsystem.

Before you begin

Note: This article refers to third-party software that IBM does not control. As such, the software may change and this information may become outdated.
These instructions assume you have a working Kubernetes environment and understand how to manage Kubernetes.

Kubernetes is a platform for automated deployment, scaling, and operation of application containers across clusters of hosts, providing container-centric infrastructure.
For more information, see https://kubernetes.io.

About this task

The APICUP installer exposes the most important parameters for configuring a subsystem using the subsys set commands. The extra values file is a . yaml file used to
set additional configuration parameters contained in the Helm chart, further to those parameters that are set using APICUP. The .yaml format is required. One extra
values file per subsystem is allowed. The sample file is named, for example, myExtravValues.yaml.

Syntax:

apicup subsys set <subsystem name> extra-values-file <name_of_extra values_file>
The <name_of_extra_values_file> parameter can include a directory path.

Example for mgmt subystem:

apicup subsys set mgmt extra-values-file myExtraValues.yaml

Procedure

¢ Logging level - If you want reduced logging for the apim, lur, and ldap pods, set a DEBUG environment variable using the extra-values file. The value for modes
must match the mode you are using (demo or standard). In the following example, modes is set to standard:

apim:
modes:
standard:
env:
DEBUG: "audit,bhendi:error,bhendi:probe,bhendi:flags,apim:server,apim:error"
lur:
modes :
standard:
env:
DEBUG: "audit,bhendi:error,bhendi:probe,bhendi:flags,lur:server,lur:error"
ldap:
modes:
standard:
env:
DEBUG: "audit,bhendi:error,bhendi:probe,bhendi:flags,ldap:server,ldap:error"

¢ Optimize subsystem sync time - You can use the extra-values file to set the pagination limit for records that are fetched by a database query. Add the flag
VELOX_ CASSANDRA LIMIT to the extra-values file. The recommended value is 500. Use this setting to reduce the time needed to sync subsystems. This setting is
available in Version 2018.4.1.6.iFix3, and in Version 2018.4.1.7 or later.
For example:

apim:
modes:
standard:
env:
VELOX_CASSANDRA_ LIMIT: "500"
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lur:

modes :

standard:
env:

VELOX_CASSANDRA LIMIT: "500"

Management subsystem - The following example contains entries for the extra values file to set Kubernetes ingress annotations and resource limits for the
Management subsystem. By default, the APICUP installer does not specify limits for most resources. If you are using quota enforcement when sharing Kubernetes
cluster resources, resource limits may be required. Adjust the values given in this example to support your resource constraints, quotas, and expected
load/capacity requirements:

Note: Setting of resource requests and limits on OpenShift is not supported for the API Connect Analytics subsystem.

global:
ingress:

# cloud-admin-ui endpoint
cm:
annotations:

kubernetes.io/ingress.

# api-manager-ui endpoint
apim:
annotations:

kubernetes.io/ingress.

# platform-api endpoint
platformAPI:
annotations:

kubernetes.io/ingress.

# consumer-api endpoint
consumerAPI:
annotations:

kubernetes.io/ingress.

analytics-proxy:
resources:

limits:
cpu: 100m
memory: 128Mi

apim:
resources:

limits:
cpu: 1000m
memory: 2Gi

cassandra:
resources:

limits:
cpu: 2100m
memory: 9Gi

client-downloads-server:
resources:

requests:
cpu: 10m
limits:
cpu: 100m
memory: 32Mi

juhu:
resources:

limits:
cpu: 200m
memory: 512Mi

ldap:
resources:

lur:

limits:
cpu: 100m
memory: 256Mi

resources:

ui:

limits:
cpu: 200m
memory: 256Mi

resources:

limits:
cpu: 200m
memory: 64Mi

class:

class:

class:

class:

"nginx"

"nginx"

"nginx"

"nginx"

Gateway subsystem - Refer to the following example that contains entries for the extra values file for setting Kubernetes ingress annotations, the license version
(applies to v2018.4.1.4 - v2018.4.1.6 only), and an optional customDatapowerConfig setting to point to the ConfigMap for baked-in policies for the Gateway
subsystem.
Note: The licenseVersion setting shown in the datapower section applies to versions v2018.4.1.4 - v2018.4.1.6 only. For v2018.4.1.7 and later versions, the
license version is set using APICUP when installing the Gateway subsystem . Delete the license version setting from the extra-values-file when upgrading to

v2018.4.1.7 and configure the license version using APICUP.

ingress:

#

api-gateway endpoint

gateway:

#

annotations:

kubernetes.io/ingress.class:

apic-gw-service endpoint

gwd:

"nginx"
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annotations:
kubernetes.io/ingress.class: "nginx"

datapower:
licenseVersion: "version - Note: Remove this setting if using v2018.4.7 or later"
customDatapowerConfig: "custom-dp-config"

¢ Portal subsystem - The following example is an extra values file that sets Kubernetes ingress annotations for the Portal subsystem and shows an example for
defining multiple Portal endpoints:

global:
ingress:
# portal director endpoint. used for apim -> portal comms
portal:
annotations:
kubernetes.io/ingress.class: "nginx"
# portal web site endpoint. used to access the portal web site(s)
web:
annotations:
kubernetes.io/ingress.class: "nginx"

apic-portal-www:
ingress:
web:

hosts:

- name: banking.example.com
secret: banking-tls

- name: insurance.example.com
secret: insurance-tls

¢ Analytics subsystem - The following example is an extra values file that sets Kubernetes ingress annotations for the Analytics subsystem:

global:
ingress:
client:
annotations:
kubernetes.io/ingress.class: "nginx"
ingestion:
annotations:
kubernetes.io/ingress.class: "nginx"

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring user-defined policies on the API Gateway in a Kubernetes deployment

For a Kubernetes deployment that uses the DataPower API Gateway, user-defined Policies are externally configured. To distribute the user-defined policies on the
DataPower API Gateway, you create a Kubernetes ConfigMap that is installed using the extra values file. The ConfigMap ensures the policies are available to the
Management server.

About this task

When to use the instructions in this task
Use the instructions in this topic for distributing user-defined policies when both of the following two conditions are met:

e Your Gateway services is deployed on Kubernetes. The Management service is also usually deployed on Kubernetes.
e Your topology uses the DataPower API Gateway, not the DataPower Gateway (v5 Compatible).

For an explanation of gateway types, see API Connect gateway types.

For a Kubernetes deployment with the DataPower® API Gateway, you can configure user-defined policies on the Gateway subsystem for distribution to API Manager

as part of the deployment process, or you can configure user-defined policies at any time, on any platform, after the deployment process is complete. With the
DataPower Gateway (v5 compatible) you can configure user-defined policies only after the deployment process is complete. For details of how to configure user-
defined policies after deployment with either gateway type, see Authoring policies.

To configure user-defined policies on the Gateway subsystem for distribution to API Manager during deployment, you create a Kubernetes ConfigMap containing the

code for the policy and then add an entry in the extra values file to point to the ConfigMap. When the APICUP installation command is executed, the externally-
configured policies will be loaded into the DataPower configuration at start-up and then shared with the API Manager, which makes them available in the assembly
palette. A Kubernetes ConfigMap ensures that the externally configured user-defined policies are available when the Gateway is started, across upgrades and
restarts of the Gateway, and when scaling the number of pods in a cluster. The policies are uploaded directly to the apic-gw-service object, which was installed
using the APICUP installer. See Installing the Gateway subsystem in a Kubernetes environment for instructions on installing the Gateway, including how to install
the extra values file.

In cases where non-standard charts or other types of virtual or physical deployments, these policies must be mounted or placed on all the members of the Gateway

service.

For topologies using a virtual or physical gateway with the DataPower API Gateway

If your topology uses a virtual (OVA) or physical DataPower Gateway and the DataPower API Gateway, then refer to the DataPower documentation for configuring an

assembly function available here: Configuring an assembly function.

Procedure
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e Create a configuration files containing the user-defined policies. In the following example, a configuration file named my-echo-policy.cfg defines a policy that
sets the content of a response body from the value of a parameter.
1. Define the policy in a file named, for example, my-echo-policy.cfg.
The following DataPower configuration commands create an assembly-function object that represents the user-defined policy that will be advertised to the
Management server in the ConfigMap. This example writes the value of the msg parameter provided as input to the user-defined policy to the message.body
that is returned on the API invocation.

assembly-setvar "my-echo-policy 1.0.0_assembly-setvar"
variable
action set
name "message.body"
type string
value "$(local.parameter.msg)"
exit
variable
action set
name "message.headers.content-type"
type string
value "text/plain"
exit
exit

api-rule "my-echo-policy 1.0.0_api-rule"
action my-echo-policy 1.0.0_assembly-setvar
exit

assembly "my-echo-policy 1.0.0_assembly"
rule my-echo-policy 1.0.0_api-rule
exit

assembly-function "my-echo-policy 1.0.0"
summary "my-echo-policy 1.0.0"
title "My Echo Policy"
parameter
name "msg"
description "The message string"
value-type string
exit
assembly my-echo-policy 1.0.0_assembly
exit

apic-gw-service
user-defined-policies my-echo-policy 1.0.0
exit

e Add the configuration file to the ConfigMap.
1. To make the . c£g files available to the Gateway subsystem, create a Kubernetes ConfigMap named, for example, custom-dp-config:

kubectl create configmap custom-dp-config --from-file=my-echo-policy.cfg

e Optionally, you can add your configuration files directly to the Helm chart.
1. You create a directory for dynamic-gateway-service/config and place your configuration into a compressed tar file.
2. Use apicup commands as shown below to place <your_config> into the Helm chart, so that it can be referenced by the values.yaml.
For example:

Figure 1. Using apicup to install configuration into the Helm Chart

mkdir -p dynamic-gateway-service/config

cp <your_config> dynamic-gateway-service/config/

apicup subsys install gateway --out <dir>

gunzip <dir>/helm/dynamic-gateway-service-X.X.XX.tgz

tar -rf <dir>/helm/dynamic-gateway-service-X.X.XX.tar dynamic-gateway-service

gzip <dir>/helm/dynamic-gateway-service-X.X.XX.tar

mv <dir>/helm/dynamic-gateway-service-X.X.XX.tar.gz <dir>/helm/dynamic-gateway-service-X.X.XX.tgz

3. In the extra values file, specify:
datapower:
additionalConfig:
- domain: <some-domain>
config: config/<your config>

4. Run the following commands to install the gateway with the specified configuration:

apicup subsys set gateway extra-values-file <extra values file>
apicup subsys install gateway --plan-dir <dir>

5. If you are updating an existing install, you also need to restart the pod by running the following command:

kubectl delete pod/<gateway_pod name> -n <namespace>

The new gateway pod is then automatically created with the new configuration.
e Optionally, you can add local files directly to the Helm charts.
Local files can be added into the gateway deployment (Helm chart) by use of the datapower.additionalLocalTar value. This value is a path to a tar file which
contains all the files you wish to add. This tar file should be a well formatted DataPower 1ocal: directory where files intended for the default domain are on the
top level and all files intended for a different domain are in a subdirectory named for that domain.

Use the same task flow as shown in Figure 1, but for the local path use local.tar.gz.

e Optionally, you can add certificates to the ConfigMap.
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Certificates and other crypto files can be added to the cert: directory by use of the datapower.additionalCerts value. This value takes the form of a list of
domain-secret pairs. The secrets are Kubernetes secrets which contain the crypto files you wish to use. To create the secrets from an existing crypto key-cert pair:

1. Create the secrets from a specified file:
kubectl create secret generic my-secret --from-file=/path/to/key.pem --from-file=/path/to/cert.pem
2. Reference the secret in the extra values file by specifying:

datapower:
additionalCerts:
- domain: "default"
secret: "some-default-cert-secret"
- domain: "apiconnect"
secret: "some-apiconnect-cert-secret"

e Install the ConfigMap containing the policies using the extra values file and the APICUP installer.

1. In order to configure the Gateway to use the custom policies in the custom-dp-config ConfigMap, set the customDatapowerConfig value to point to the
ConfigMap in the extra values file:

For information on the extra values file, see Creating an extra values file in a Kubernetes environment.

datapower:
customDatapowerConfig: "custom-dp-config"

2. Point to the extra values file from the Gateway subsystem by entering apicup
subsys set gwy extra-values-file path/file.
3. Execute the apicup subsys install gwy command to install the Gateway with the extra values file containing the ConfigMap entry.
e Use the externally-configured user-defined policy in an API.
1. To use the externally-configured policy in the example from an API, create an assembly that resembles the following:

assembly:
execute:
- my-echo-policy:
title: Echo msg
version: 1.0.0
msg: $(request.parameters.msg)

2. Arequest against that API should have ?msg=<text> as a query parameter, and the response body should be equal to <text>, which is the value of the
msg query parameter.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing the toolkit

You can install the toolkit that provides CLI commands, and the API Designer user interface, for IBM® API Connect.

About this task

The toolkit is provided as executable files, so no actual installation is necessary, you just to need to download the required compressed file and extract the contents.
There are two toolkit options available:

e CLI: provides a command line environment for working with IBM API Connect.
e CLI + LoopBack + Designer: provides a command line environment for working with IBM API Connect, including LoopBack® support, and the API Designer user
interface.

To install the toolkit, download the compressed file that is appropriate for your chosen toolkit option and platform, then extract the contents to a chosen location on your
local machine. The compressed file contains an executable file for running CLI commands and, if you choose the CLI + LoopBack + Designer option, an executable file for
launching the API Designer user interface.

You can download the toolkit compressed file in either of the following ways:

e From IBM Fix Central.
e From either the Cloud Manager or API Manager user interface.

The following table identifies the name of the compressed file that you need to download, depending on your chosen toolkit option and platform:
Table 1. Toolkit file names, by option and platform

Toolkit option Mac 0S X Linux® Windows
CLI toolkit-mac.zip toolkit-linux.tgz toolkit-windows.zip
CLI + LoopBack + Designer | toolkit-loopback-designer-mac.zip | toolkit-loopback-designer-linux.tgz | toolkit-loopback-designer-windows.zip

Procedure

To install and run the toolkit, complete the following steps:

1. Download the toolkit compressed file.
e To download the toolkit from IBM Fix Central, complete the following steps:
e Open the IBM Fix Central site in your browser.
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e Inthe Product selector field, enter API Connect, then select IBM API Connect from the drop down list.

e Select yourinstalled 2018.x.y version from the Installed Version list, then click Continue. If you do not know your installed IBM API Connect version,
contact your administrator.

e Inthe Text field, enter toolkit, then click Continue.

e Select the required file, as identified in Table 1.
Note: When you download from IBM Fix Central, the release number is appended to the file name.

e Click Continue, then follow the instructions to complete the download operation.

e To download the toolkit from either the Cloud Manager or API Manager user interface, complete the following steps:
e Cloud Manager or API Manager user interface.

e Select Help ( ®) in the navigation.
e Select Install API Connect CLI & API Designer.
e Select CLI or CLI + LoopBack + Designer according to your preferred option.
e Select your platform to download the toolkit compressed file.
e Close the Install API Connect CLI & API Designer window.
2. Extract the contents of the toolkit compressed file to a folder of your choice.
The contents of the file depend on the your chosen toolkit option and platform, as follows:
Table 2. Toolkit compressed file contents, by option and platform

Toolkit option Mac 0S X Linux Windows
CLI apic-slim apic-slim apic-slim.exe
CLI + LoopBack + Designer | apic apic apic.exe
api_designer-mac.zip: contains the API Designer user interface application. | api_designer-linux | api_designer-win.exe

The apic-slim or apic-slim.exe file is the CLI for IBM API Connect.
The apic or apic.exe file is the CLI for IBM API Connect including LoopBack support.

Tip: If you are using the CLI option, then if you rename the apic-slim file to apic, or the apic-slim.exe file to apic.exe, you can run the CLI commands exactly as
documented, copy and paste sample commands from the documentation, and use any command scripts as-is if you later move to the CLI + LoopBack + Designer
option.

The api_designer-platform file is the API Designer user interface application for the specified platform.

3. Run the CLI.
e For the Mac OS X or Linux platforms, complete the following steps:
e Open aterminal instance and navigate to the folder where you extracted the contents of the toolkit compressed file.
e Make the CLI file an executable file by entering the following command:

chmod +x download name

Where download_name is the name of the toolkit file that you downloaded, either apic or apic-slim.
e Run CLI commands as follows:

./apic command name and parameters
or

./apic-slim command name and parameters

For details of the CLI commands, see apic.
e For the Windows platform, complete the following steps:
e Open aterminal window and navigate to the folder where you extracted the contents of the toolkit compressed file.
e Run CLI commands as follows:

apic command name and parameters
or
apic-slim command name and parameters

For details of the CLI commands, see apic.
Tip: Add the folder location of your CLI file to your PATH variable so that you can run CLI commands from anywhere in your file system.
4. Launch the API Designer user interface by running the application from the location to which you extracted the contents of the toolkit compressed file.
Note:
e To uninstall the API Designer application on a Windows platform with a non Administrator account, complete the following steps:
e In Windows File Explorer, navigate to the USER_HOME\AppData\Local\Programs\api-designer folder.
e Run the Uninstall API Designer application application. Do not use the Add or remove programs window.
e To uninstall the API Designer application on a Windows platform with an Administrator account, you can either run the Uninstall API Designer application
application, or you can use the Add or remove programs window.

Results

The IBM API Connect toolkit CLI and, if selected, the API Designer user interface application are installed on your local system.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Upgrading API Connect in a Kubernetes environment

Upgrades are performed from the same project directory used for the initial installation.

About this task

Review the requirements before starting an upgrade. Follow the procedures in the following links to complete an upgrade.

Note: Version 2018.4.1.7 introduced a new monitor pod for gateway. If you are upgrading the gateway from Version 2018.4.1.6 or earlier to Version 2018.4.1.7 or later,
you must use separate instructions to install a new monitor pod during the upgrade. See the following links.

¢ Requirements for upgrading
Before upgrading API Connect on Kubernetes, ensure that your deployment meets all the upgrade requirements.
e Upgrading API Connect subsystems
Complete the following steps to upgrade API Connect subsystems.
Version 2018.4.1.7 introduced a new Gateway monitor pod that is required during an upgrade.
* Verifying Portal upgrade
You can monitor the progress of existing Portal sites being upgraded to the new version.
¢ Troubleshooting the upgrade
Troubleshoot problems with the upgrade.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading

Before upgrading API Connect on Kubernetes, ensure that your deployment meets all the upgrade requirements.

The instructions for upgrading apply to the latest Fix Pack version. Ensure that you are upgrading to the latest Fix Pack version. For information on the available Fix Packs,
see What's New in the latest release.

Note: For more information if you are moving to v2018.4.1.10, see the Tech note at IBM Support.

See the requirements for the version you are upgrading from:

¢ Requirements for upgrading from v2018.4.1.8 or later

Review the requirements for upgrading from Version 2018.4.1.8 or later.
¢ Requirements for upgrading from v2018.4.1.5, v2018.4.1.6, or v2018.4.1.7

Review the requirements for upgrading from Version 2018.4.1.5, Version 2018.4.1.6, or Version 2018.4.1.7
¢ Requirements for upgrading from Version 2018.4.1.4 or earlier

Review the requirements for upgrading from Version 2018.4.1.4 or earlier on Kubernetes.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading from v2018.4.1.8 or later

Review the requirements for upgrading from Version 2018.4.1.8 or later.

Restriction: A direct upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading
10 10.0.6.0.

e Verify the API Connect deployment is fully operational. See Checking cluster health on Kubernetes.
When upgrading to v2018.4.1.10 or later, this step is optional because a health check will be run automatically as part of the apicup subsys install
command. Note that you might still want to run the health check when preparing for the upgrade, to ensure the health of the backup image you must create prior to
running apicup subsys
install.

e When upgrading API Connect, complete a manual backup of the management database, Portal subsystem, and Analytics subsystem just prior to starting the
upgrade. Note that this backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred
after the most recent scheduled backup are captured.

For details on creating a backup, see Backing up the management database in a Kubernetes environment, Backing up and restoring the Developer Portal and
Backing up and restoring the analytics database.

e If not already set up, send your deployment logs to a remote server. The upgrade process terminates pods, and the logs will be lost if not stored remotely. To send
your deployment logs to a remote server, see Configuring remote logging for a Kubernetes deployment.
e Helm version 2.8.2 or higher is required when upgrading API Connect in a Kubernetes environment.
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e The same distribution file for each API Connect subsystem is used for either upgrades or fresh installations. For an example list of the files for Kubernetes
upgrades, see First steps for installing API Connect: Upload files to registry.

e Download the Install Assist (APICUP) installer from the same URL where you download your Fix Pack version. You must use the latest Install Assist package with
the latest product version.

¢ The original project directory created with the APICUP installer during the initial product installation (for example, myProject) is required to both restore the
database and to upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains
pertinent information about the cluster. A good practice is to back up the original project directory to a location from which it can always be retrieved.

e If the upgrade is initiated from the original project directory, the certificates are automatically copied into the upgraded version. The original project directory
contains the apiconnect-up.yml file. An upgrade using the same project directory as the one used for installation will transfer the encryption-secret and all other
certificates for the project to the upgraded version.

e All external traffic to the management server must be blocked during the upgrade of the management subsystem. This restriction applies to traffic from all sources
via the user interfaces (Cloud Manager, API Manager), CLI, and REST API. The Cloud Manager and API Manager UIs cannot be used during the upgrade of the
management subsystem. The Developer Portal also cannot be used to create, update, or delete any applications, subscriptions, memberships, or consumer
organizations during the time.

e The upgrade order for subsystems is important. Upgrade the subsystems in the following order: (1) Management, (2) Analytics, (3) Portal, (4) Gateway. Analytics
and Portal may be switched between second or third, but Management must be upgraded first. Gateway must be upgraded after Management for the following
reasons:

o Upgrading the Management service before the Gateway ensures that any new policies and capabilities will be available to a previously registered Gateway
service.
o After acompleted upgrade, the Management server and Gateway firmware versions must match, for example, APIC 2018.4.1.2 with DP 2018.4.1.2.
Wait until the upgrade is finished on a subsystem before proceeding to the next one.
¢ Downgrading any of the IBM® API Connect subsystems to an earlier fix pack level is not supported.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading from v2018.4.1.5, v2018.4.1.6, or v2018.4.1.7

Review the requirements for upgrading from Version 2018.4.1.5, Version 2018.4.1.6, or Version 2018.4.1.7

Restriction: A direct upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading
t010.0.6.0.

o Verify the API Connect deployment is fully operational.
o For Version 2018.4.1.6 or later, see Checking cluster health on Kubernetes.
When upgrading from v2018.4.1.6 or later to v2018.4.1.10 or later, this step is optional because a health check will be run automatically as part of the
apicup subsys
install command. Note that you might still want to run the health check when preparing for the upgrade, to ensure the health of the backup image you
must create prior to running apicup subsys install.

o For Version 2018.4.1.5, see Determining status of a cluster on Kubernetes.
e When upgrading API Connect, complete a manual backup of the management database, Portal subsystem, and Analytics subsystem just prior to starting the
upgrade. Note that this backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred
after the most recent scheduled backup are captured.

For details on creating a backup, see Backing up the management database in a Kubernetes environment, Backing up and restoring the Developer Portal and
Backing up and restoring the analytics database.

e The upgrade of the management server from Version 2018.4.1.7 or earlier may take longer than during previous fix pack upgrades. The extended time is due to
underlying schema changes, and can be as long as several hours for long established deployments with a large amount of data, such as greater than 10 GB.

To reduce the amount of time required for the upgrade of the management database, use the apicops command to truncate the subscriber event table and
remove unused snapshots:

apicops subscriber-queues:clear
apicops snapshots:clean-up

Use the latest release of the apicops command. Download it from https://github.com/ibm-apiconnect/apicops/releases.

e When upgrading an OpenShift deployment to API Connect v4.1.6, the OpenShift router may reject the renamed route for the analytics proxy. This is caused by a bug
in OpenShift. If the analytics proxy routes are rejected with the error HostAlreadyClaimed, restart the OpenShift router using the following command:

oc delete po -n default <router-x-xxxxx>

where router-x-xxxxx is the name of the router.

e If not already set up, send your deployment logs to a remote server. The upgrade process terminates pods, and the logs will be lost if not stored remotely. To send
your deployment logs to a remote server, see Configuring remote logging for a Kubernetes deployment.

e Helm version 2.8.2 or higher is required when upgrading API Connect in a Kubernetes environment.

¢ The same distribution file for each API Connect subsystem is used for either upgrades or fresh installations. For an example list of the files for Kubernetes
upgrades, see First steps for installing API Connect: Upload files to registry.

e Download the Install Assist (APICUP) installer from the same URL where you download your Fix Pack version. You must use the latest Install Assist package with
the latest product version.

e The original project directory created with the APICUP installer during the initial product installation (for example, myProject) is required to both restore the
database and to upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains
pertinent information about the cluster. A good practice is to back up the original project directory to a location from which it can always be retrieved.
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Note:

If the upgrade is initiated from the original project directory, the certificates are automatically copied into the upgraded version. The original project directory
contains the apiconnect-up.yml file. An upgrade using the same project directory as the one used for installation will transfer the encryption-secret and all other
certificates for the project to the upgraded version.
All external traffic to the management server must be blocked during the upgrade of the management subsystem. This restriction applies to traffic from all sources
via the user interfaces (Cloud Manager, API Manager), CLIL, and REST API. The Cloud Manager and API Manager UIs cannot be used during the upgrade of the
management subsystem. The Developer Portal also cannot be used to create, update, or delete any applications, subscriptions, memberships, or consumer
organizations during the time.
The upgrade order for subsystems is important. Upgrade the subsystems in the following order: (1) Management, (2) Analytics, (3) Portal, (4) Gateway. Analytics
and Portal may be switched between second or third, but Management must be upgraded first. Gateway must be upgraded after Management for the following
reasons:

o Upgrading the Management service before the Gateway ensures that any new policies and capabilities will be available to a previously registered Gateway

service.

o After acompleted upgrade, the Management server and Gateway firmware versions must match, for example, APIC 2018.4.1.2 with DP 2018.4.1.2.
Wait until the upgrade is finished on a subsystem before proceeding to the next one.
Downgrading any of the IBM® API Connect subsystems to an earlier fix pack level is not supported.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading from Version 2018.4.1.4 or earlier

Review the requirements for upgrading from Version 2018.4.1.4 or earlier on Kubernetes.

Restriction: A direct upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading
10 10.0.6.0.

Verify the API Connect deployment is fully operational. For Version 2018.4.1.5 or earlier, see Determining status of a cluster on Kubernetes.

When upgrading API Connect, complete a manual backup of the management database, Portal subsystem, and Analytics subsystem just prior to starting the
upgrade. Note that this backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred
after the most recent scheduled backup are captured.

For details on creating a backup, see Backing up the management database in a Kubernetes environment, Backing up and restoring the Developer Portal and
Backing up and restoring the analytics database.

The upgrade of the management server from Version 2018.4.1.7 or earlier may take longer than during previous fix pack upgrades. The extended time is due to
underlying schema changes, and can be as long as several hours for long established deployments with a large amount of data, such as greater than 10 GB.

To reduce the amount of time required for the upgrade of the management database, use the apicops command to truncate the subscriber event table and
remove unused snapshots:

apicops subscriber-queues:clear
apicops snapshots:clean-up

Use the latest release of the apicops command. Download it from https://github.com/ibm-apiconnect/apicops/releases.

If not already set up, send your deployment logs to a remote server. The upgrade process terminates pods, and the logs will be lost if not stored remotely. To send
your deployment logs to a remote server, see Configuring remote logging for a Kubernetes deployment.

Helm version 2.8.2 or higher is required when upgrading API Connect in a Kubernetes environment.

The same distribution file for each API Connect subsystem is used for either upgrades or fresh installations. For an example list of the files for Kubernetes
upgrades, see First steps for installing API Connect: Upload files to registry.

Forv2018.4.1.4 and later, the default setting for mode is dev. For v2018.4.1.3 and earlier the default setting for mode is standard. Thus, if your deployment was
running in standard mode prior to performing the upgrade, you will need to explicitly set the mode to standard for each subsystem using the following command
in the APICUP installer: apicup subsys set SUBSYS mode=standard.

Note that this requirement primarily affects deployments of v2018.4.1.3 or earlier that accepted the default mode of standard. If you are upgrading from a
v2018.4.1.3 or earlier deployment, on which you accepted the default mode of standard, be aware of the change in default behavior, and be sure when upgrading
to the latest release to set the mode to standard.

Download the Install Assist (APICUP) installer from the same URL where you download your Fix Pack version. You must use the latest Install Assist package with
the latest product version.
The original project directory created with the APICUP installer during the initial product installation (for example, myProject) is required to both restore the
database and to upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains
pertinent information about the cluster. A good practice is to back up the original project directory to a location from which it can always be retrieved.
If the upgrade is initiated from the original project directory, the certificates are automatically copied into the upgraded version. The original project directory
contains the apiconnect-up.yml file. An upgrade using the same project directory as the one used for installation will transfer the encryption-secret and all other
certificates for the project to the upgraded version.
All external traffic to the management server must be blocked during the upgrade of the management subsystem. This restriction applies to traffic from all sources
via the user interfaces (Cloud Manager, API Manager), CLIL, and REST API. The Cloud Manager and API Manager UIs cannot be used during the upgrade of the
management subsystem. The Developer Portal also cannot be used to create, update, or delete any applications, subscriptions, memberships, or consumer
organizations during the time.
The upgrade order for subsystems is important. Upgrade the subsystems in the following order: (1) Management, (2) Analytics, (3) Portal, (4) Gateway. Analytics
and Portal may be switched between second or third, but Management must be upgraded first. Gateway must be upgraded after Management for the following
reasons:

o Upgrading the Management service before the Gateway ensures that any new policies and capabilities will be available to a previously registered Gateway

service.

o After a completed upgrade, the Management server and Gateway firmware versions must match, for example, APIC 2018.4.1.2 with DP 2018.4.1.2.
Wait until the upgrade is finished on a subsystem before proceeding to the next one.
Downgrading any of the IBM® API Connect subsystems to an earlier fix pack level is not supported.
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For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Upgrading API Connect subsystems
Complete the following steps to upgrade API Connect subsystems.

Before you begin

e Ensure that you have met the requirements for upgrading API Connect subsystems in a Kubernetes environment. See Requirements for upgrading.
e Ensure that you are upgrading to the latest Fix Pack version. These instructions apply to upgrading to the latest Fix Pack version. To access the Fix Packs, see the
link in What's New in the latest release.

Important: If you are upgrading from 2018.4.1.19 or earlier, to 2018.4.1.20 or later, on OpenShift then you must upgrade API Connect before upgrading OpenShift to
version 4.10.

About this task

When you apply an upgrade, the new level of the subsystem overwrites the existing level. Your user configuration, APIs, Products, and subsystem configurations
(Management, Analytics, and Developer Portal) are retained.

Note: Upgrading to 2018.4.1.13 - iFix3.0 or later: Permissions are added to the pre-supplied API Connect user roles as follows:

e Avole that had the Api-Drafts:View permission, but not the Api-Drafts:Manage permission, has the Product-Drafts:View permission added if not

already present.
e Avrole that has both the Api-Drafts:View and Api-Drafts:Manage permissions has the Product-Drafts:View and Product-Drafts:Manage

permissions added if not already present.
The permission settings for custom roles are not changed.

For more information on user roles, and assigning permissions to roles, see API Connect user roles and Creating custom roles.

Procedure

1. Verify the API Connect deployment is healthy and fully operational:

Version to .
Instructions
upgrade from
v2018.4.1.6 or |See Checking cluster health on Kubernetes.
later When upgrading from v2018.4.1.6 or later to v2018.4.1.10 or later, this step is optional because a health check is run automatically as part of

the apicup subsys install command in step 11. Note that you might still want to run the health check now, as preparation for the manual
backup in step 2.
v2018.4.1.50r |See Determining status of a cluster on Kubernetes
earlier
2. Complete a manual backup of the API Connect subsystems. See Backing up and restoring.
3. Upgrading to Version 2018.4.1.15 or later:
Helm v3 is required for Kubernetes upgrades. Versions of APIC prior to v2018.4.1.15 use Helm v2, so Helm v3 must be installed prior to upgrading the API Connect
files. The following instructions apply to Kubernetes v1.18.x:

Note: Use the Helm version corresponding to your Kubernetes version. Review the Helm compatibility chart: https://helm.sh/docs/topics/version _skew/.

a. Backup ConfigMaps
Helm release data is stored in these ConfigMaps, and is required to go back to Helm v2.

i. List the ConfigMaps to backup:

kubectl get configmaps --namespace=kube-system --selector=OWNER=TILLER --output=jsonpath='{range .items[*]}
{.metadata.name}{"\n"}{end}'

ii. Save each ConfigMap from the list:

kubectl get configmap [CONFIGMAP_NAME] -oyaml > [CONFIGMAP NAME] .yaml

b. Follow the steps outlined in the official Helm documentation to migrate from Helm v2 to Helm v3. See https://helm.sh/blog/migrate-from-helm-v2-to-helm-
v3/.
Note: The cleanup command will remove the Helm v2 Configuration, Release Data and Tiller Deployment. It cleans up all releases managed by Helm v2. It
will not be possible to restore them if you haven't made a backup of the releases. Helm v2 will not be usable afterwards.
c. Verify that helm version reports v3.x.x and helm
1s lists all the correct releases.
4. If necessary, prepare your management database for the upgrade:
Version to
upgrade from
v2018.4.1.8 or | No preparation required. Skip this step, go directly to Step 5
later

Instructions
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Version to
upgrade from
v2018.4.1.7 or | Due to schema changes, upgrade of the management database takes longer than previous upgrades. For long established deployments with a
earlier large amount of data, such as over 10 GB, upgrade can take as long as several hours. To reduce this time, use the apicops interface to truncate
the subscriber event table and remove unused snapshots.

Instructions

Download the latest release of the apicops interface from https://github.com/ibm-apiconnect/apicops/releases, and run the following
commands:

apicops subscriber-queues:clear

apicops snapshots:clean-up

5. Download the appropriate images from IBM® Fix Central.
To access the Fix Packs, see the link in What's New in the latest release.. On the Fix Pack page, select the version you want to install. When the version contents are
displayed, access the files by clicking the link Status:
Available.

Note that for Kubernetes deployments, there is one distribution file for each API Connect subsystem. The same file is used for either upgrade or new installation.

6. Change directories to your existing project directory, for example, /myProject, and copy the new version of the APICUP installer from the zip file into the
/myProject directory, overwriting the previous version.
7. Upload the zip files to the image registry by entering the following command:apicup registry-upload <subsystem> <image_tgz> <registry uri>
where:
* subsystem type is the type of the subsystem for the file you are uploading, one of management, portal, analytics.(The gateway image is obtained
from a different location, for example, ibmcom/datapower).
® image_tgz is the name of the tar file you are uploading.
® registry uriis the path to the registry for the tar files. Enter a new subpath within the registry for the tar files when performing an upgrade. Do not reuse
the same path where you initially uploaded the tar files.
8. Enter the apicup subsys set <subsystem> registry <newImageTarget>command from the myProject directory for each subsystem:

cd ./myProject
apicup subsys set <subsystem> registry <newImageTarget>

// apicup subsys set mgmt registry <newImageTarget>
// apicup subsys set analyt registry <newImageTarget>
// apicup subsys set ptl registry <newImageTarget>

newImageTarget refers to the registry location of new image tarballs of each subsystem. This location is same as the registry upload location (registry_uri).
Warning:

The installer may request that you change the cassandra-volume-size during the upgrade. IBM® API Connect does not support resizing cassandra-volume—
size. You can bypass the validation on volume sizes by using the --no-verify option. Before starting the upgrade, make sure that the PVC size capacities and
storage class of the Cassandra pod match the values mentioned in apiconnect-up.yml. See the instructions in Troubleshooting the upgrade to determine the
PVC size capacity and storage class for the Cassandra pod.

O

. For the gateway, complete the following steps:
Note:
When you upgrade a cluster of gateway pods in Kubernetes, a small number of API transactions may fail. During the upgrade, Kubernetes removes the pod from the
load balancer configuration, deletes the pod and then starts a new pod. The steps are repeated for each pod. Socket hang ups occur on transactions that are in
process at the time the pod is killed.

The number of transactions that fail depends on the rate of incoming transactions and the length of time needed to complete each transaction. Typically the
number of failures is a very small percentage. This behavior is expected during an upgrade. If the failure level is not acceptable, schedule the upgrade during an off-
hours maintenance window.

a. Specify the repository and image-tag for the upgrade by entering the following commands:

apicup subsys set gwy image-repository=<name of repository>
apicup subsys set gwy image-tag="release name"

=

If you are upgrading DataPower API Gateway from Version 2018.4.1.6 or earlier to 2018.4.1.7 or later, set enable-high-performance-peering.
High performance peering is a feature that was added for DataPower API Gateway in Version 2018.4.1.7, and must be configured during the upgrade. Version
2018.4.1.7 (and later) contains a new setting, enable-high-performance-peering="". Note that the setting has no value by default.

If your deployment uses DataPower API Gateway, as specified by the configuration setting apicup subsys set gwy v5-compatibility-mode=false,
then you must set enable-high-performance-peering="false" during this upgrade process:

apicup subsys set gwy enable-high-performance-peering="false"

Use of high performance peering is optional, but highly recommended. If you do not plan to use high performance peering, no further configuration is
needed. If you want to use high performance peering, you must first complete the API Connect upgrade, and then follow the link in Step 15 at the end of
these instructions.

When upgrading a high-availability cluster, ensure that you meet the requirements:

e Gateways must be updated one at a time.

e Before starting the upgrade, a single gateway must be running as primary for all gateway-peering definitions.

e When upgrading multiple gateways, the primary gateway must be upgraded last.

e For upgrading to version 2018.4.1.9 or later, ensure that the pod with a name like r*-dynamic-gateway-service-0 is the primary because it is the

last node to be upgraded.

To determine which gateway is running as primary, use either the show
gateway-peering-status command in the DataPower CLI, or use the Gateway Peering Status display in the WebGUI in the API Connect application
domain. To move the primary to the DataPower on which you're currently working, you can issue the gateway-peering-switch-primary
<peering-object-name>command.

o

To access the DataPower CLI or WebGUI, use:

kubectl attach -it <podname>
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For more information, see Configuring the API Connect Gateway Service.

d. To upgrade the gateway monitor pod, point to the monitor-image-tag for the upgrade by entering the following command:
Important: If you are upgrading from 2018.4.1.6 or earlier to 2018.4.1.7 or later, do not use this step. Instead, complete the instructions in Adding a monitor

/apicup subsys set gwy monitor-image-tag="<new_monitor_version_ number>"

Note that you must specify an updated value on the monitor-image-tag. The value must different from the value that was originally used at deployment,
as described in Installing the Gateway subsystem into a Kubernetes environment. For example, if the original value was 2018.4.1.7, do not use
2018.4.1.7, even if the contents of the tag are different.

When you run apicup subsys install command again, apicup detects the changed value and restarts the monitor pod.

e. Version 2018.4.1.9: All gateway extensions and gateway script policies which were in place prior to the upgrade to Version 2018.4.1.9 are automatically
moved from local:// to temporary://. Therefore, any references to local in those extensions or policies must be changed to refer to temporary.
10. Apply the new Cassandra CRDs before upgrading the management subsystem.
a. Download the cassandra-crds_lts_v2018.4.1.20.yaml CRD from IBM Fix Central.
b. Run the following command to renew the CRDs:

kubectl apply -f <CustomResourceDefinition.yaml>

Where <CustomResourceDefinition.yaml> is the same file name as the one created to define the CRDs. This renews the two required CRDs,
cassandraclusters.apic.ibm.com and cassandraclusterbackups.apic.ibm.com.

11. Run apicup subsys install for each subsystem. Upgrade a single subsystem at a time and check the health status of each subsystem before upgrading the
next subsystem. See Checking cluster health on Kubernetes.

cd ./myProject
apicup subsys install <subsystem>

// apicup subsys install mgmt
// apicup subsys install analyt
// apicup subsys install ptl
// apicup subsys install gwy

12. Version 2018.4.1.9 iFix1.0 and later: After completion of the upgrade, verify that all tasks are running.
Due to a known limitation in versions prior to v2018.4.1.9 iFix1.0, some tasks may have stopped running. Complete the following steps:

a. Download the apicops utility from https://github.com/ibm-apiconnect/apicops/releases.
b. Run the following command to remove any pending tasks:

$ apicops task-queue:fix-stuck-tasks
c. Run the following command to verify that the returned list (task queue) is empty.
$ apicops task-queue:list-stuck-tasks

13. Upgrade Kubernetes or OpenShift if needed:
e Kubernetes: If the your version of Kubernetes is not supported by the version of API Connect that you upgraded to, obtain a supported version and install it.
To review the list of supported versions of Kubernetes, follow the instructions in IBM API Connect Version 2018 software product compatibility
requirements.

e OpenShift: If you upgraded from 2018.4.1.19 or earlier, to 2018.4.1.20 or later, upgrade OpenShift now to the level supported by your new version of API
Connect.
For example, if you upgraded from 2018.4.1.19 on OpenShift 4.6 to 2018.4.1.20, you must now upgrade OpenShift to 4.10.

14. If you upgraded the Portal, see Verifying Portal upgrade.
15. If you want to enable high performance peering for a DataPower API Gateway, see Enabling high performance peering for DataPower API Gateway on Kubernetes

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Adding a monitor pod during gateway upgrade

Version 2018.4.1.7 introduced a new Gateway monitor pod that is required during an upgrade.

About this task

The Gateway monitor pod feature was introduced in Version 2018.4.1.7. The monitor pod is required on all Gateway deployments for Version 2018.4.1.7 and later.
When upgrading from Version 2018.4.1.6 or earlier, you must install (add) a new monitor pod to your deployment. The procedure in this topic is for this upgrade scenario.

Note: If you have already deployed Version 2018.4.1.7 or later, and are upgrading to a newer version, do not use this procedure. In this case, your deployment includes an
existing gateway monitor pod.

Procedure

1. Download the distribution file.
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The monitor pod is distributed in a separate tar file on IBM Fix Central, along with the other API Connect distribution files. For example, the file for Version
2018.4.1.7 is dpm2018417.1ts. tar.gz. For more information, see First steps for installing API Connect: Upload files to registry.

N

. Load the Kubernetes DataPower Monitor image to your local docker registry:
docker load -i dpm2018417.1lts.tar.gz
For these examples, assume the version number is 2018.4.1.7. The image is automatically tagged in the docker registry to
ibmcom/k8s-datapower-monitor:2018.4.1.7
3. Re-tag the image for the new registry with the registry host, image name, and tag in the following format: <REGISTRY_HOST>/<IMAGE_NAME>:<TAG>:
docker tag <existing REGISTRY_HOST>/<IMAGE_NAME>:<TAG>> <new REGISTRY_HOST>/<IMAGE_NAME>:<TAG>>

For example:
docker tag ibmcom/k8s-datapower-monitor:2018.4.1.7 MyRegistry/k8s-datapower-monitor:2018.4.1.7

The parameters are defined as follows:

e <REGISTRY_HOST>/ <IMAGE_NAME> - Enter your registry host name and an image name, for example, My Registry/k8s-datapower-monitor. The
<REGISTRY_HOST>/<IMAGE_NAME> matches the value entered for installation in the apicup
subsys set gwy monitor-image-repositorycommand.

e <TAG> - Enter a tag for the image, for example, 2018.4.1.7. The <TAG> value must match the value entered for the gateway image tag during installation
using the apicup subsys set gwy monitor-image-tagcommand. You can look up required tag using the . /apicup version --images command
to list all images required by APICUP. The tag must match the tag for the Kubernetes DataPower Monitor. For example: 2018.4.1.7.

4. Push the monitor pod image to the new registry:

docker push <REGISTRY HOST>/<IMAGE NAME>:<TAG>

For example:
docker push MyRegistry/k8s-datapower-monitor:2018.4.1.7

o

. Use apicup to configure the monitor pod:
For example:

apicup subsys set gwy monitor-image-repository="ibmcom/k8s-datapower-monitor"
apicup subsys set gwy monitor-image-tag="2018.4.1.7"
When you run apicup subsys install command, apicup includes the monitor pod.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Verifying Portal upgrade

You can monitor the progress of existing Portal sites being upgraded to the new version.

Procedure

1. After completing an upgrade of the Portal subsystem, there may be a delay while the existing sites are upgraded to the new platform version. Once all Portal pods
have completed the upgrade, you can monitor the progress of the sites being upgraded using the following commands:

e apicup subsys exec portal list-sites sites - Displays the status of the sites that are being upgraded to the new platform version. Any sites
currently upgrading will be listed with an UPGRADING status. When a site is finished upgrading, it will have an INSTALLED status, with the new platform
version listed.

® apicup subsys exec portal list-sites platforms - Confirm that the new version of the platform is listed for all sites with INSTALLED status.

2. The installer may request that you change storage sizes during the upgrade. Unless your persistent storage solution supports manual resizing, do not change the
size of the volumes. You can bypass the validation on volume sizes using the --no-verify option. The following storage size settings may be affected:

www-storage-size-gb
backup-storage-size-gb
db-storage-size-gb
db-logs-storage-size-gb

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Troubleshooting the upgrade

Troubleshoot problems with the upgrade.

Health check error for Cassandra pod
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API Connect does not support resizing the storage capacity or modifying the storage class of the Cassandra database.
After completing the upgrade, if the health check of the management system returns an Exror: for any component, and the problem persists, use the following steps to
debug the cluster.

1. Verify that all upgrade jobs have completed. Upgrades can take some time, depending on the version. You can monitor the health check to ensure that all upgrade
jobs and pods are no longer running. See Checking cluster health on Kubernetes.
2. If upgrade pods are completed and all pods are up and running, verify the health status of the Cassandra pods. You might see a problem similar to the following:

./apicup subsys health-check <mgmt-subsystem>

Error: Problem checking cassandrapod (<namespace>.<cassandra-pod>): Expect pod image (<current-pod-image>) == <Expected-
image>

The error described means that the Cassandra pod image is not up to date with expected image. If the error message persists, it means that the Cassandra operator
failed to upgrade the Cassandra servers. In most cases, the failure occurs because cassandra-volume-size-gb or storage-class changed. To determine if
either of these settings changed:

a. Look for errors in the cassandra-operator logs. For example:

time="2019-06-17T15:30:56Z"

level=error msg="Error while processing work item:

Unable to process pt/r59a99aa884-apiconnect-cc:statefulset.

Giving up: StatefulSet.apps \"r59a99aa884-apiconnect-cc\" is invalid: spec:
Forbidden: updates to statefulset spec for fields other than 'replicas',6 'template',
and 'updateStrategy' are forbidden."

o

Compare the value for cassandra-volume-size-gb in apiconnect-up.yml with the actual Cassandra PersisentVolumeClaim (PVC) capacity. Run the
following command to determine the PVC capacity:

kubectl get pvc -n <namespace> | grep -e 'apiconnect-cc' -e 'CAPACITY'

Compare the value of storage-class in apiconnect-up.yml with actual Cassandra PVC storage. Run the following command to determine the
storage-class value for the PVC attached to the Cassandra pod:

o

kubectl get pvc -n <namespace> | grep -e 'apiconnect-cc' -e 'STORAGECLASS'

3. Workaround: If necessary, use the following steps to upgrade the Cassandra servers:
a. Ensure that the value of cassandra-volume-size-gb in apiconnect-up.yml matches the apiconnect-cc PVC claim capacity.
b. Ensure that the value of storage-class in apiconnect-up.yml matches the apiconnect-cc PVC storage-class.
c. If values don't match, revert back changes in apiconnect-up.yml so that they match the apiconnect-cc PVC capacity and storage-class.
d. Update the management subsystem:

apicup subsys install <management-subsystem>
Cassandra servers will be automatically upgraded by the Cassandra operator.

e. Allow sufficient time for the upgrade to complete, and then check the status of the cluster.

Issues when installing Drupal 8 based custom modules or sub-themes into the Drupal 9 based
Developer Portal

From IBM® API Connect 2018.4.1.17, the Developer Portal is based on the Drupal 9 content management system. If you want to install Drupal 8 custom modules or sub-
themes into the Drupal 9 based Developer Portal, you must ensure that they are compatible with Drupal 9, including any custom code that they contain, and not using any
deprecated APIs, for example. There are tools available for checking your custom code, such as drupal_check on GitHub, which checks Drupal code for deprecations.

For example, any Developer Portal sites that contain modules or sub-themes that don't contain a Drupal 9 version declaration will fail to upgrade, and errors like the
following output will be seen in the admin logs:

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:34:49: check d9 compat: Checking theme: emeraldgreen

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:34:49: check d9 compat: ERROR: Incompatible

core version requirement '' found for emeraldgreen

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:34:49: check d9 compat: Checking theme: rubyred

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:34:49: check d9 compat: ERROR: Incompatible
core_version_requirement '8.x' found for rubyred

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:34:49: check d9 compat: ERROR: Found themes incompatible with
Drupal 9: emeraldgreen rubyred

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:34:49: check d9 compat: ERROR: /tmp/restore_site.355ec8 is NOT
Drupal 9 compatible

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:44:49: check d9 compat: Checking module: custom mod_1

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:44:49: check d9 compat: ERROR: Incompatible
core_version_requirement '' found for custom mod_1

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:44:49: check d9 compat: Checking module: custom mod 2

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:44:49: check d9 compat: ERROR: Incompatible
core_version_requirement '8.x' found for custom mod 2

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:44:49: check d9 compat: ERROR: Found modules incompatible with
Drupal 9: emeraldgreen rubyred

[ queue stdout] 14834 729319:355ec8:a7d29c 2021-09-04 20:44:49: check d9 compat: ERROR: sitel.com is NOT Drupal 9
compatible

To fix version compatibility errors, all custom modules and sub-themes should declare a core_version_requirement key in their *.info.yml file that indicates Drupal 9
compatibility. For example:

name: Example module

type: module

description: Purely an example

core: 8.x

core_version requirement: '~8 || *9'
package: Example module
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# Information added by Drupal.org packaging script on 2020-05-31
version: '8.x-1.3'

project: 'example module'

datestamp: 1590905415

This example specifies that the module is compatible with all versions of Drupal 8 and 9. For more information, see Let Drupal know about your module with an .info.yml
file on the drupal.org website.

If you have a backup of a site that you need to restore, and are getting the version compatibility error, but the module or theme *.info.yml file cannot be changed easily,
then you have two options. Either:

Add an environment variable for the www pod of the admin container stating SKIP_D9_COMPAT CHECK: "true".However, if you choose this method, you must
be positive that all of the custom modules and themes for your sites are Drupal 9 compatible, as otherwise the sites may end up inaccessible after the upgrade or
restore. Create an extra values file to contain the environment variable, as follows:

apic-portal-www:
admin:
env:
SKIP_D9 COMPAT_CHECK: "true"

Save the file as d9compat.yaml, and run the following command:
apicup subsys set <portal_ subsystem name> extra-values-file d9compat.yaml
Then, update the portal with the updated setting by running the following command:

apicup subsys install <portal_subsystem name>

Extract the site backup, edit the relevant files inside it, and then tar the backup file again. Note that this procedure will overwrite the original backup file, so ensure
that you keep a separate copy of the original file before you start the extraction. For example:
1. mkdir /tmp/backup
. cd /tmp/backup
. tar xfz path to backup.tar.gz
. Edit the custom module and theme files to make them Drupal 9 compatible, and add the correct core_version_ requirement setting.
.rm -f path to backup.tar.gz
. tar cfz path to backup.tar.gz
.cd /
rm -rf /tmp/backup

PN A WN

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deleting the API Connect deployment in a Kubernetes runtime environment

To delete the Kubernetes deployment of API Connect, you delete the Helm charts, Custom Resource Definitions, the Persistent Volumes, and the namespace.

About this task

To delete the API Connect deployment in a Kubernetes runtime environment, you will need the Kubernetes command-Lline tool, kubectl. For more information, see
kubectl.

Procedure

Repeat the following steps for each namespace containing an API Connect subsystem:

1.

N

(S

List the Helm charts in your namespace by entering: helm 1s
--namespace=<namespace>. You will perform a delete for each chart. The charts will look similar to the following:
® dynamic-gateway-service-*
® cassandra-operator-*
® dynamic-gateway-*
® apic-analytics-*
® apiconnect-*
® apic-portal-*
Delete each Helm chart using the --purge option: Helm delete
--purge <chart-name>. If the reclaim policy of a Persistent Volume is Delete, the PV is automatically deleted when the Helm chart is deleted.

. List and delete the Custom Resource Definitions (CRDs). Enter kubectl get

crd to list the CRDs. Delete the following API Connect CRDs by entering the following command: kubectl delete crd <name>:
® cassandraclusters.apic.ibm.com
® cassandraclusterbackups.apic.ibm.com

. Check if there are remaining Persistent Volumes associated with API Connect by entering: kubectl get pv. If there are any remaining PV, delete them manually

using the following command: kubectl delete pv <name>.

. Delete the namespace if it is no longer needed. Ensure there are no other resources deployed in the namespace before deleting it. Enter the following command to

delete the namespace: kubectl delete namespace <name>.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Maintaining a Kubernetes deployment

You can use utilities to complete maintenance tasks such as backup, restore, and certificate management on Kubernetes.

Note: When maintaining API Connect, do not use kubectl exec or oc
exec commands to access API Connect pods unless advised by IBM.

* Backing up and restoring
You can backup and restore API Connect subsystems.

¢ Disabling the Analytics subsystem on Kubernetes
During maintenance of an API Connect cluster, you can shut down the Analytics subsystem by disabling the client, ingestion, and storage microservices so that
those processes are not running and there is no way to reach them.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring

You can backup and restore API Connect subsystems.
Note:

e Backups are intended for recovery of the Management, Portal, and Analytics subsystems onto the same deployment from which they were taken, or onto a new
replacement installation in the same environment for disaster recovery. The same environment means the same network configuration and project directory as the
original installation.

e You must back up both the Management and Portal subsystems at the same time, to ensure synchronicity across the services.

e If you have to perform a restore, you must complete the restoration of the Management Service first, and then immediately restore the Developer Portal. The
backups of the Management and Portal must be taken at the same time to ensure that the Portal sites are consistent with Management database.

e When restoring, the Gateway and all deployed subsystems (Management, Analytics, and Developer Portal) must be at the same version level.

e Backing up the management database in a Kubernetes environment
Backups of the management database can be performed based upon a cron-like schedule or on-demand from the command line.
e Restoring the management database in a Kubernetes environment
The management database can be restored as a complete restoration. Partial restorations are not supported.
e Backing up and restoring the Developer Portal in a Kubernetes environment
How to backup and restore your Developer Portal service in your Kubernetes environment.
e Backing up and restoring the analytics database
The analytics database can be backed up and restored from an S3 repository. S3 compatible object storage is required, for example, IBM Cloud Object Storage.
e Using APICUP to reconfigure
You can use APICUP to change configuration of a subsystem after completion of initial installation.

If the Cassandra operator pods restart due to out of memory errors, you can increase the memory allocation for the Cassandra operator.

e Setting rate limits for public APIs on the management service for a Kubernetes environment
Describes the procedure for setting a rate limit for public APIs on the management service. Rate limits provide protection from DDoS (distributed denial of service)
attacks.

¢ Enabling high performance peering for DataPower API Gateway on Kubernetes
Enabling high performance peering on DataPower API Gateway deployments optimizes API transaction performance.

¢ Dynamically re-registering and reconfiguring a Gateway service in a Kubernetes deployment
In API Connect, Gateway services do not persist their configuration settings by default. Instead, the master configuration is stored on the Management server and
the Dynamic Reregistration and Reconfiguration (DRR) mechanism resynchronizes configuration data when needed. The DRR process is used when proper High
Availability/Disaster Recovery (HA/DR) is not configured, or if a manual resynchronization is required.

¢ Monitoring and logging a Kubernetes deployment
You can do health checks to determine program status, and can gather logs for use in troubleshooting.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up the management database in a Kubernetes environment

Backups of the management database can be performed based upon a cron-like schedule or on-demand from the command line.
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About this task

Database backups can be used to restore the database for disaster recovery or for transferring data during an upgrade.

e For scheduled backups, see Configuring scheduled backups
e For on-demand backups, see Performing on-demand backups

We strongly recommend that you configure a backup schedule for your management database using the cassandra-backup-schedule setting during installation of the
management subsystem. If you did not do so when you installed API Connect in your Kubernetes runtime environment, you have the option to perform an on-demand
backup. We also recommend that you perform a backup (either scheduled or on-demand) of the management database prior to upgrading.

Both scheduled backups and on-demand backups require that the cassandra-backup-x settings be configured when installing the management subsystem. Automatic
scheduled backups are performed according to the cron-like job configured by the cassandra-backup-schedule setting. On-demand backups also require the backup
settings for protocol, host, etc., but are run on-demand from the command line.

Note:

e You must back up both the Management and Portal subsystems at the same time, to ensure synchronicity across the services.

e The original project directory created with APICUP during the initial product installation (for example, myProject) is required to both restore the database and to
upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains pertinent information
about the cluster. A good practice is to back up the original project directory to a location from where it can always be retrieved.

Procedure

¢ Configuring scheduled backups
1. To configure scheduled backups, enter the cassandra-backup-x settings when installing the management subsystem as described in Installing the
Management subsystem into a Kubernetes environment. The cassandra-backup-x parameters are also described in the following table:
The parameters are as follows:
Parameter Description
cassandra- The backup protocol. Specify one of the following values:
backup- e sftp - for secure file transfer protocol

protocol ® objstore - for S3 compatible object storage
Note:
e For the management subsystem, IBM Cloud and Amazon Web Services (AWS) are supported S3 object store providers.
e The public certificate on the S3 storage provider must be signed by a known certificate authority that is trusted by API
Connect. Use of an untrusted authority can cause the following error during backup upload: x509: certificate
signed by unknown authority.
cassandra- The full path to the directory where the backup files will be stored. This must point to a directory on the backup server. For object storage
backup-path | (,;,3store), the path can be set to the bucket value or the bucket/subfolder value.
cassandra- The fully qualified domain name of the backup server. Ensure that the Kubernetes nodes can access this host. If using object store, enter
backup-host | g;450int/Region. (The "/" character between the endpoint and region are required for this setting.
cassandra- The port for the protocol to connect to the cassandra-backup-host. The backup port is not required for object storage.
backup-port
cassandra- Cron like schedule for performing automatic backups. The format for the schedule is:
backup- o kkkkk
schedule . ..
L]
. day of week (0 - 6) (Sunday=0)
. month (1 -12)
. - day of month (1 - 31)
L R hour (0 - 23)
L min (0 - 59)
The backup schedule defaultsto0 0 * * *, This means a backup is run every day at midnight and minute zero. The timezone for
backups is UTC.
When you configure a host, if you do not specify a value for cassandra-backup-schedule, the default backup schedule is
automatically set. Note that the default backup schedule is not set, and scheduled backups not enabled, until host configuration is
completed.
Note: Cassandra repair cron schedule issetto 00 1 * * 0,2,4,6 . This means the repair runs at 01:00 on Sunday, Tuesday,
Thursday, and Saturday. By default, the Cassandra backup cron schedule should not run within one hour of the repair cron schedule.
Please make sure to modify the current backup configuration as needed. If backups and repairs run at the same time, backup processes
can fail intermittently.
cassandra- The username for the server specified in cassandra-backup-host. If using object store, this would be the S3 Secret Key ID.
backup-auth-
user
cassandra- The password for the server specified in cassandra-backup-host. If using object store, this would be the S3 Secret Access Key
backup-auth- | 5, o meter. The password will be stored in Base64 encoded format.
pass For example:
apicup subsys set mgmt cassandra-backup-auth-pass '<password>'
Note that you cannot use the ‘=" sign to assign the password to cassandra-backup-auth-pass.
For example:

cassandra-backup-protocol: sftp
cassandra-backup-host: mybackuphost.com
cassandra-backup-port: 22
cassandra-backup-path: /backups
cassandra-backup-schedule: 0 0 * * *
cassandra-backup-auth-user: myusername
cassandra-backup-auth-pass: mypassword
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2. These settings will be activated by the apicup subsys install
<SUBSYS_NAME> command.
3. To verify that automatic backups are in progress, you will see a pod labeled <cassandra cluster name>-backup at the scheduled time for the backup.
4. When the scheduled backup is complete, the backup files are stored at the location specified by the cassandra-backup-path parameter. The file name varies
depending upon the API Connect version that performed the backup, but the file name must be compatible with the version used for restoring the database.
For details about the file name, see Restoring the management database in a Kubernetes environment.
5. List the backups by entering: apicup subsys exec <SUBSYS_NAME>
list-backups. You can view a list of backups with the ID and Status in the output. Following is an example:

Cluster Namespace iD Timestamp Status
rf0c7310d07-apiconnect-cc e2edemo 1537987501522014136 2018-09-26 18:45:01.522014136 +0000 UTC Complete
rf0c7310d07-apiconnect-cc e2edemo 1537920006787257385 2018-09-26 00:00:06.787257385 +0000 UTC Complete

¢ Performing on-demand backups
1. Configure the backup parameters. (The same parameters are required for on-demand backup that are required for a scheduled backup, but you will bypass
the schedule.) If you did not enter the cassandra-backup-x parameters when you installed API Connect, you will need to enter them from the command line
and re-install the management subsystem before performing an on-demand backup.
2. After the backup parameters have been specified, run the apicup subsys install
<SUBSYS_NAME> command to activate the new parameters. This step is not required if you specified these parameters during the initial installation.
Enter the following command: apicup subsys exec <SUBSYS_NAME>
backup Where SUBSYS_NAME is the name of your management subsystem.
4. When the back is completed, the backup files are stored at the location specified by the cassandra-backup-path parameter. The file name varies depending
upon the API Connect version that performed the backup, but the file name must be compatible with the version used for restoring the database. For details
about the file name for the backups, see Restoring the management database in a Kubernetes environment.
List the backups by entering: apicup <subsys exec <SUBSYS_NAME>
list-backups. You can view a list of backups with the ID and Status in the output. Following is an example:

w

o

Cluster Namespace D Timestamp Status
rf0c7310d07-apiconnect-cc e2edemo 1537987501522014136 2018-09-26 18:45:01.522014136 +0000 UTC Complete
rf0c7310d07-apiconnect-cc e2edemo 1537920006787257385 2018-09-26 00:00:06.787257385 +0000 UTC Complete

Results

Use the ID generated for the backup files to restore the database from the backup. Usually the database is restored from a backup file after an upgrade is performed and

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Restoring the management database in a Kubernetes environment

The management database can be restored as a complete restoration. Partial restorations are not supported.

Before you begin

Before you being restoring a management database, ensure your deployment and your process meets these requirements:

e If you have to perform a restore, you must complete the restoration of the Management Service first, and then immediately restore the Developer Portal. The
backups of the Management and Portal must be taken at the same time to ensure that the Portal sites are consistent with Management database.

e Restoring the Management Service requires database downtime and is a destructive process that deletes current data and copies backup data. During the
restoration process, external traffic must be stopped.

e Ina Disaster Recovery scenario, do not log in to the administration UI or attempt to configure or change any settings prior to restoring the backup. Restore the
backup immediately after installing the subsystem.

e To restore the management database, you must use the original project directory that was created with apicup during the initial product installation. You cannot
restore the database without the initial project directory because it contains pertinent information about the cluster. The endpoints and certificates cannot change;
the same endpoints and certificates will be used in the restored system. Note that successful restoration depends on use of a single apicup project for all
subsystems, even those in a different cluster. Multiple projects will result in multiple certificate chains which will not match.

e Map the DNS entries from the source cluster to the corresponding IP addresses on the target cluster. Record the DNS entries for each endpoint before starting the
restore.

e When restoring the management database, the endpoints (on the new cluster which is the target for the restoration) have to be the same as those on the old cluster
(the source of the backup). This includes all the endpoints for API Connect: api-manager-ui, cloud-admin-ui, consumer-api, platform-api; api-gateway, api-gw-
service; analytics-ingestion, analytics-client; and portal-admin, portal-www.

e When restoring, the Gateway and all deployed subsystems (Management, Analytics, and Developer Portal) must be at the same version level.

About this task

Follow the procedure on this page to restore your management database. You must complete the prerequisite steps before beginning the restore.

Note that in a disaster recovery scenario you must first re-establish the management subystem. The procedure includes an optional first step for disaster recovery.

If you encounter errors, see Troubleshooting restoration of management database. Note that the troubleshooting page includes Overview of restore process for
management database.
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Procedure

1. If the restoration is for a disaster recovery scenario, complete this step to first install a new Management subsystem. If the restoration is not for a disaster recovery

(meaning that you have a running Management subsystem to use for restoration), skip this step and go directly to Step 2.

a.
b.

C.

d.

Copy the project folder that corresponds to the backup files into a new location.

If, for the previous installation, you have redirected the configuration to an optional output folder using the apicup subsys install mgmt --
out=mgmt-out command as explained in Installing the Management subsystem into a Kubernetes environment, delete all output folders prior to starting
the new installation.

(Optional) If the image registry location or the secret has changed, update the image registry and registry-secret for each subsystem, as follows:

® apicup subsys set <SUB_SYS> registry <REPOSITORY>

The location where you are running the image registry (for example, Artifactory). <SUB_S¥s> is the name of the subsystem. <REPOSITORY> is the URL

to the repository.
® apicup subsys set <SUB_SYS> registry-secret <SECRET>

Kubernetes secret with Docker credentials to authenticate with the image registry. The value for registry-secret must match the name of the
secret created using the kubectl

create secret command. The secret contains the Docker credentials for accessing the registry. <SUB_sYS> is the name of the subsystem.
<SECRET> is the repository secret.

Perform a fresh installation of the management subsystem using the following command:
apicup subsys install <SUB_SYS>

Important:
Do not make any other changes in the project directory nor run any other apicup operations before proceeding to the next step.

2. Verify that your deployment meets the prerequisites for restoring a management database:

a.

b.

Verify that you are about to restore onto a deployment that has the same number of Cassandra pods as the deployment where the backup was created. For
example, if the management service backup deployment had 3 Cassandra pods, the restore deployment must have 3 Cassandra pods. You cannot restore
onto a deployment with fewer Cassandra pods because the Cassandra data is sharded across the pods. To successfully restore, first create the matching
number of Cassandra pods.

To view the number of pods, enter the kubectl get pods command.

Ensure that all Cassandra pods are on-line and running normally.

3. Restoration of a management subsystem requires access to backup tar files. Obtain your backup files, as follows:

a.

=

o

Enter apicup subsys exec <MANAGMENT SUBSYS NAME> list-backups. The output lists the current backups in your namespace with Backup ID and

status.

Cluster Namespace D Timestamp

Status

rf0c7310d07-apiconnect-cc e2edemo 1537987501522014136 2018-09-26 18:45:01.522014136 +0000 UTC Complete
rf0c7310d07-apiconnect-cc e2edemo 1537920006787257385 2018-09-26 00:00:06.787257385 +0000 UTC Complete

The backup files are stored at the location specified by the cassandra-backup-path parameter.

Examine the backup filename to identify the backup ID for use with the restore command.

Table 1. Backup file naming convention

Backup file name BackupID (for use with restore command)
<backupld>-<pod index>-<# of pods>.tar.gz | [backupId]
Example: Example:
1534954510365016356-0-3.tar.gz 1534954510365016356

Note: Disaster Recovery: If you are restoring on a new deployment, you will not have any backups. You will have to find the backupID by going to your
backup host and looking for the backup files from previous deployments.
Confirm that you have a backup file for each Cassandra pod in your cluster. If you have n pods, you must have the same number of backup files.

. Optional but recommended: Verify the integrity of the backup tar files.

Ensure that the tar files are not corrupt. For example, on Linux:

tar -tzf <backup_ file>

. Optional but recommended: Determine whether your environment has sufficient space to perform the restore. You need enough free space such that the

size of the backup file, when multiplied by four, does not exceed 85% of the available free space.
For example, on Linux, you can use the following steps:

i. Exec a bash terminal on the Cassandra pod:
kubectl exec -it <Cassandra-pod> --bash

. Paste the following script to calculate space available for restore:

# current available space
avail=$ (df /var/db/ | awk 'NR==2{print $4}')

#space occupied by /var/db/data/
db_data=$(du -s /var/db/data/ | awk '{print$1l}')

# Estimated available space after cleanup (avail + db_data) and a buffer of 15%
total_space_avail=$(((($avail + $db_data) * 1024) * 85 / 100))
echo $total_space_avail

The value obtained in the above script is in bytes and must be calculated for every pod, and compared against 4x the value, where x is the backup tar

size of the corresponding backup file.
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Each backup file is in format <backup-id>-<ordinal-of-cassandra pod>-<number-of-cassandra-pods in cluster>.tar.gz

In the example script above, if the backup tar size of <backup-id>-0-3.tar.gz is 15*1024*1024 bytes, the value for $total_space_availin
Cassandra cc-0 pod must be around 60*1024*1024 bytes.

If free space is insufficient, create additional free space before starting the restore.
4. Restore the management database by entering:

apicup subsys exec <MANAGMENT SUBSYS_ NAME> restore <backupID>

The restore command will restore all backups from files with the same backupID. You must have the same number of management database (Cassandra) pods
running as the number of backup files that match the backuplID.

o

. Verify that the restore process completed successfully.
Ensure that the restore job is marked as completed. Note, however, that it is possible for the restore job to be marked complete, but the Cassandra restore is not
complete.

The best way to ensure that the Cassandra restore is complete is to review the CassandraRestoreStatus field in the CassandraClusters Custom Resource.
When the CassandraRestoreStatus is completed, the Cassandra database is successfully restored.

Example command flow to verify the restore:
a. Examine the restore job and pod:

# kubectl get jobs | grep restore

restore-plnfs 0/1 11s 11s
# kubectl get pods | grep restore
restore-plnfs-hr2rh 0/2 Init:0/2 0 54s
b. Since the status of the restore pod is in Init:0/2, the first init container (Container restore) is being executed. In this case, watch the

ClusterRestoreStatus inside CassandraCluster (cc) Custom Resource to see the current status of the Cassandra restore process.

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: Running Retrieve checks on backup file 1583268283534609276-1-3.tar.gz for pod rdd94fb4a2l-
apiconnect-cc-1

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: Running Retrieve checks on backup file 1583268283534609276-2-3.tar.gz for pod rdd94fb4a2l-
apiconnect-cc-2

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: Restore prelim checks passed for rdd94fb4a2l-apiconnect-cc-2

o

When the restore process is complete, examine the restore pod and job status. Make sure ClusterRestoreStatus is marked as completed.

kubectl get jobs | grep restore
restore-plnfs 1/1 10m 7hl7m

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: completed

If you encounter errors, see Troubleshooting restoration of management database.

6. Version 2018.4.1.9 iFix1.0 and later: After completion of the restore, verify that all tasks are running. Complete the following steps:

a. Download the apicops utility from https://github.com/ibm-apiconnect/apicops/releases.

b. Run the following command to remove any pending tasks:
$ apicops task-queue:fix-stuck-tasks

c. Run the following command to verify that the returned list (task queue) is empty.
$ apicops task-queue:list-stuck-tasks

¢ Troubleshooting restoration of management database
You can troubleshoot problems with restoring the management database.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Troubleshooting restoration of management database

You can troubleshoot problems with restoring the management database.

Review the information on this page to understand the steps you can take to troubleshoot a failed restore. Be sure to first read the Overview of restore process for
management database to understand the logging and error reporting.

e Overview of restore process for management database

e Error: invalid backup host credentials

e Error: insufficient disk space

e Error: failure on preliminary backup checks on cc-1 and cc-2
e Known limitation: failed restores not reporting properly

e Frequently asked questions
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If you cannot resolve a failed restore, contact IBM Support for assistance.

Overview of restore process for management database

The API Connect restore process is started by the command apicup subsys exec
<management subsys> restore <backupID>. The apicup installer starts a Kubernetes job named restore-<id>, which in turn starts a pod named restore-
<job-id>-<pod-id>

API Connect restore process
The management restoration pod consists of:

e cassandra-restore -- The main responsibility of this init container is to perform the Cassandra database restore. If this container encounters an error, the
restoration job is Failed with pod status of InitError (0/2).
Note: For Version 2018.4.1.10 and earlier, this container is called job-container.

e Cassandra-health-check - An init container that verifies that the Cassandra health status is in a healthy state. .

e Lur-upgrade-job - This container checks for schema mismatches between restored data and the currently running installation. If necessary, the container
performs a schema upgrade.

e Apim-upgrade-job - This container checks for schema mismatches between restored data and the currently running installation. If necessary, the container
performs a schema upgrade. The container also resyncs all the gateway services.

The init containers start sequentially. The second init container starts only once the first init container has succeeded. Containers inside the pod start immediately
after all the init containers in the pod are started. For more info, see the Kubernetes documentation: Understanding pod status

Cassandra restore process
The Cassandra restore process is performed by the init container cassandra-restore. Backups are required from each Cassandra pod. The container process flow is:

1. Perform preliminary retrieval checks.

2. Download the backup tar file onto the Cassandra container.
3. Verify the backup tar file integrity.

4. Stop the Cassandra process.

5. Perform the Cassandra restore.

6. Start the Cassandra process with restored data.

If any of the preliminary checks fail, error messages are returned. The error conditions must be fixed, and then the restore process can be run again.

Note that API Connect Version 2018.4.1.10 (and later) performs extensive preliminary checks prior to beginning a restore. Running the checks extends the time
required to complete a restore. In particular, restoration of large backup files (larger than 5 GB) take longer.

Logging
Both init container and container logs are available during the restore process. To obtain logs from a restore pod:

kubectl logs <restore-pod> -n <namespace> -c <init container/container name>
The apicup command produces logs from all init and main containers sequentially as soon they finish, either successfully or with errors.

Cassandra restore logging
The logs for the init container are updated only upon completion (success or failure). To get accurate status information for the current state of the Cassandra
restore process, review the CLusterRestoreStatus field in the CassandraClusters Custom Resource:

kubectl get cc -n <namespace> -o yaml | grep -A 2 ClusterRestoreStatus

Error: invalid backup host credentials

Example output when this problem occurs:
./apicup subsys exec mgmt restore 158326828353460927

Cluster Namespace Backup Name Backup Retrieval Timeout (hrs) Status
rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 24 Started

Restore failed
Error: rpc error: code = Unknown desc =
Pod name: rdd94fb4a2l-apiconnect-cc-0

Error:
ssh: Could not resolve hostname 9.30.251.186.xxx: Name or service not known
Couldn't read packet: Connection reset by peer
***x* [ Wed Mar 4 04:04:25 UTC 2020 ]prelimRetrieve 0: Preliminary Retrieve checks FAILED ***%*
[ Wed Mar 4 04:04:25 UTC 2020 ] Preliminary retrieve checks failed on all 1 attempts. ABORTING restore

Error: unable to get log stream for container cassandra-health-status, pod restore-hhrsc
-2slbm, job restore-hhrsc: container "cassandra-health-status" in pod "restore-hhrsc
-2slbm" is waiting to start: PodInitializing

ClusterRestoreStatus in Cassandra Clusters CR:

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: 'Restore Failed: Retrieve preliminary checks failed for rdd94fb4a2l-apiconnect-cc-0'

kubectl get pods | grep restore
restore-hhrsc-2slbm 0/2 Init:Error 0 26m

kubectl get jobs | grep restore
restore-hhrsc 0/1 27m 27m

Error: insufficient disk space
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Issue: cc-0 prelim checks can reject restore process complaining about insufficient disk space.

Workaround: Increase the disk space (4X size of Cassandra backup tar file size) allocated to all Cassandra nodes on a fresh install and re-attempt restore. See Freespace
check.

Error: failure on preliminary backup checks on cc-1 and cc-2

Issue: Failure on preliminary backup checks on cc-1 and cc-2 can leave the system in non-ready state
Workaround:

1. Always look at ClusterRestoreStatus in CassandraClusters Custom Resource for failed or completed Cassandra restore status, regardless of restore job
status. In this case, the restore job is stuck on health status check, and Cassandra cc-0 will be in a non-ready state.

2. Execute the following command on each Cassandra pod sequentially starting with cc-0. Wait for the Cassandra pod to become ready (1/1) before executing on
other Cassandra pods. If the Cassandra pod is already in ready state (1/1), you do not need to wait, just run the command.

kubectl exec -it <cassandra-pod-X> -n <namespace>
-- sh -¢ 'rm -rf /var/db/.restore && rm -rf /var/db/restore/*'

In the above command the X in <cassandra-pod-X> stands for the numerical value (ordinal) of the Cassandra pod, such as (0,1,2).

3. Review the Cassandra operator logs to figure out why restore has failed and fix the problem.
To see an example of this type of failure, review Example 2: Corrupted backup tar file cc-1 not reporting properly.

Known limitation: failed restores not reporting properly

Issue: Failure on preliminary backup checks on cc-0, such as a corrupt tar file or incomplete download of a backup tar file, can cause the restore job to complete, but the
underlying ClusterRestoreStatus is marked as Restore Failed:
<Reason>.

Workaround: Always check ClusterRestoreStatus in the CassandraClusters custom resource for failed or completed Cassandra restore status, regardless of
restore job status. Consult the Cassandra operator logs to figure out why restore failed, and fix the problem.

See:

e Example 2: Corrupted backup tar file cc-1 not reporting properly

Example 1: Corrupted backup tar file cc-0 not reporting properly
In this example, restoration was started with apicup:

./apicup subsys exec restore 1583268283534609276
1. View the initial status of restore job and restore pod:

kubectl get jobs | grep restore
restore-xs85r 0/1 38s 38s

kn get pods | grep restore

restore-xs85r-st554 0/2 Init:1/2 0 92s
2. Note that the restore completes, according to the job and pod status:
kubectl get pods | grep restore
restore-xs85r-st554 0/2 Completed 0 3m43s
kubectl get jobs | grep restore
restore-xs85r 1/1 2m51s 4mls
3. Observe, however, that the apicup restore command output includes the following failure status:
./apicup subsys exec mgmt restore 1583268283534609276
Cluster Namespace Backup Name Backup Retrieval Timeout (hrs) Status
rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 24 Started
Cluster Namespace Backup Name Status

rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 Restore Failed: Backup retrieve checks failed

4. Check the value of ClusterRestoreStatus in the Custom Resource. Note that ClusterRestoreStatus is marked as Restore Failed.

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: 'Restore Failed: Backup retrieve checks failed'

5. Check the Cassandra operator pod logs and see errors:

time="2020-03-04T04:30:332" level=error msg="Restore Failed: Backup retrieve checks failed with an error: \n
Pod name: rdd94fb4a2l-apiconnect-cc-0\n

Error: \n

gzip: stdin: not in gzip format\n

tar: Child returned status 1l\n

tar: Error is not recoverable: exiting now\n

retrieveCheck 0: RetrieveCheck of backup file 1583268283534609276-0-3.tar.gz FAILED\n

**%%* | Wed Mar 4 04:30:32 UTC 2020 ] retrieveCheck 0: Retrieve process END ****\n\n"
time="2020-03-04T04:30:33Z" level=info msg="Updating status to Restore Failed: Backup retrieve checks failed"

Explanation: Even though restore job says it completed, Cassandra restore never completed due to corrupt backup tar file. The restore job believes it
reached completion, but in this case the error logging is incorrect. Therefore, you must check ClusterRestoreStatus in CassandraCluster Custom
Resource to see if restore really completed. Note that CassandraClusterRestore status does not state exactly why restore failed, hence you must look at
the Cassandra operator pod logs.
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Table 1. Limitation with error reporting when Cassandra tar file for cc-0 is corrupted

Expected flow

Actual flow

1. Cassandra operator detects that cc-0 backup is corrupt

1. Cassandra operator detects that cc-0 backup is
corrupt

2. Operator updates ClusterRestoreStatus as Restore
Failed

2. Operator updates ClusterRestoreStatus as Restore
Failed

3.0perator passes an error message back to restore init container (cassandra-restore).

3. Operator does not pass an error message back to
restore init container (cassandra-restore)

4. apicup restore command line should exit with an error message on why restore init container
(cassandra-restore) failed. Restore pod status should be Init:Error.

4. Restore pod moves forward and executes other init
container and upgrade containers.

5. Restore job is marked as Failed

5. Restore pod is marked as completed

6. Workaround: The Cassandra cluster remains up and running as restore process failed internally, so

you must review the Cassandra operator logs to figure

out why exactly Cassandra restore failed. In this case, Cassandra restore failed due to corrupt backup tar file. Locate and use a non-corrupted Cassandra

backup.

Example 2: Corrupted backup tar file cc-1 not reporting properly
In this example, restoration was started with apicup:

./apicup subsys exec restore 1583268283534609276
1. View the initial status of restore job and restore pod

kubectl get jobs | grep restore
restore-vinvt 0/1 81s 8ls

kubectl get pods | grep restore
restore-vinvt-2jdzq 0/2 Init:0/2 0 101s

2. Continue to view pods, and observe that the restore pod is stuck.

The restore pod first init container (cassandra-restore), which performs the Cassandra restore, is marked as complete. The second init container is stuck

waiting for the Cassandra cluster to become healthy.

kn get pods | grep restore
restore-vinvt-2jdzq 0/2 Init:1/2 0 4m8s

The status Init:1/2 means that first init container completed, but the process is waiting on second init container to finish.

3. Note that the output from the apicup restore command gives a status of Restore Failed:
./apicup subsys exec mgmt restore 1583268283534609276
Cluster Namespace Backup Name Backup Retrieval Timeout (hrs) Status
rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 24 Started
Cluster Namespace Backup Name Status

rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 Restore Failed: Backup retrieve checks failed

4. View the ClusterRestoreStatus in the Cassandra Cluster Custom Resource:

kn get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: 'Restore Failed: Backup retrieve checks failed'

o

View the Cassandra operator pod logs:

time="2020-03-04T05:04:182" level=error msg="Restore Failed: Backup retrieve checks failed with an error: \n

Pod name: rdd94fb4a2l-apiconnect-cc-1\n
Error: \ngzip: stdin: not in gzip format\n
tar: Child returned status 1\n

tar: Error is not recoverable: exiting now\n

retrieveCheck 0: RetrieveCheck of backup file 1583268283534609276-1-3.tar.gz FAILED\n
**x%x* | Wed Mar 4 05:04:18 UTC 2020 ] retrieveCheck 0: Retrieve process END ****\n\n"
time="2020-03-04T05:04:18Z" level=info msg="Updating status to Restore Failed: Backup retrieve checks failed"

6. View the Cassandra pod status:

rdd94fb4a2l-apiconnect-cc-0 0/1 Running 3
rdd94fb4a2l-apiconnect-cc-1 1/1 Running 2
rdd94fb4a2l-apiconnect-cc-2 1/1 Running 2

11h
11h
11h

Explanation: In this scenario, the restore process is stuck waiting for the Cassandra cluster to become healthy. Cassandra pod cc-0 is in a non-ready state.
Due to a known limitation with error logging, the only way to accurately determine whether the restore is complete is to view ClusterRestoreStatus in

CassandraCluster Custom Resource. Since CassandraClusterRestore status does not state
Cassandra operator pod logs.

exactly why the restore failed, you must look at

Table 2. Limitation with error reporting when corrupted Cassandra backup tar file cc-1 is corrupted

Expected flow

Actual flow

1. Cassandra operator detects that cc-1 backup is corrupt

1. Cassandra operator detects that cc-1 backup is
corrupt

2. Operator updates ClusterRestoreStatus as Restore
Failed.

2. Operator updates ClusterRestoreStatus as
Restore

Failed.

3. Operator cleans up the restore process content and makes sure that Cassandra cluster is
healthy using the existing data.

3. Operator does not perform any cleanup and does not
makes sure that the Cassandra cluster is in a healthy
state

4. Operator passes an error message back to restore init container (cassandra-restore) to
indicate that the restore has failed.

4. Operator does not pass an error message back to
restore init container (cassandra-restore) to indicate
that the restore has failed.
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Expected flow Actual flow
5. The apicup restore command line should exit with a proper error message on why restore init | 5. Restore pod moves forward from the init container
container (cassandra-restore) failed. The restore pod status should be Init:Error. The restore |but becomes stuck on second init container.
job should be marked as Failed.
7. Workaround:
a. Since the Cassandra cluster is in a degraded state, and the Cassandra pod cc-0 is in a non-ready state (0/1), run the following command to bring the
Cassandra cluster up and running.

kubectl exec -it <cassandra-pod-X> -n <namespace> -- sh -c
'rm -rf /var/db/.restore && rm -rf /var/db/restore/*’

Note that you must run this command sequentially on all Cassandra pods, starting with cc-0. Make sure that the cc-x status is (1/1), before running
this command on the next pod (cc-x+1).

b. Review the Cassandra operator logs to determine why the Cassandra restore failed. In this scenario, since the Cassandra restore failed due to a
corrupt backup tar file, the solution is to choose a non-corrupted Cassandra backup.
Note that this Cassandra restore issue applies not only specifically to a corrupted backup tar file, but also to any of the restore issues which may happen on
Cassandra-x+1 pods (x is a numerical value starting with 0) and can leave previous Cassandra pods in a non-ready state.

Frequently asked questions

Where can I find the status of the restore process?
See: Cassandra restore logging

In what cases can I re-run the restore process on existing installations?
The answer depends on which stage of the restore failed. If the restore process failed because of a corrupted tar file, you can re-initiate the restore process using a
different backup ID.

In what cases I need to redeploy a whole new cluster before re-attempting a failed restore?
If the restore failed due to space allocation problems or any other reasons except corrupted backup tar, a complete new installation is needed. You must fix the
problem reported by the restore process.
What action to take if I get the error message: Not enough space to download the tar file?
You must re-install the management subsystem, allocating sufficient disk space. Please look at system requirements section for recommended disk sizes.
What if the downloaded backup tar file is corrupted?
Use a different backup. Run backup tar integrity checks prior to attempting the restore.
If the backup tar integrity succeeds in your local system but restore process is failing, gather the required logs and contact IBM Support.

What if there is not enough space to perform restore using the downloaded backup tar file?

You must re-install the management subsystem, allocating sufficient disk space. See Error: insufficient disk space.
What if the restore job finishes but I still don't see any restored data?
What if the restore process remains stuck on the health check status for a very long time?

This might be due to a known limitation. See Example 2: Corrupted backup tar file cc-1 not reporting properly.
What if the restore process fails on Lur-upgrade-job and Apim-upgrade-job containers?

Run the restore process again. If the error persists, contact IBM Support.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring the Developer Portal in a Kubernetes environment

How to backup and restore your Developer Portal service in your Kubernetes environment.

About this task

It is strongly recommended that you configure the backup parameters for your portal service during installation. If you did not do so when you installed API Connect in
your runtime environment, you must configure the backups for the Developer Portal before performing an upgrade. These backups can then be used to restore the
Developer Portal if required. When your Developer Portal subsystem is running, you can also make on-demand backups by using the command line.

The default Developer Portal backup schedule is once every 24 hours, but the schedule can be changed in the backup settings. The Developer Portal saves all system and
site backups locally, and also saves them remotely based on the configured SFTP and s3 settings.

The local backups are automatically maintained so that the latest three backups of each site and of the system are kept, and older backups are removed. This
maintenance means that the Developer Portal retains the latest three backups for each site and for the system however old they are, but there is no deletion of the old
backups on the remote server. If a site is deleted, then all of the local backups for that site are also deleted, as otherwise the backup volume might become full of old site
backups. For remote backups, you can configure a retention policy on your remote server to remove the old backup files as required.

These instructions cover the following backup and restore actions:

e How to configure the location and timing of your backups
e How to run on-demand backups
e How to restore a Developer Portal service

Note:

e The backup and restore procedures are the same for both Kubernetes and VMware environments.
e You must back up both the Management and Portal subsystems at the same time, to ensure synchronicity across the services.
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e When restoring, the Gateway and all deployed subsystems (Management, Analytics, and Developer Portal) must be at the same version level.

e The backup secret is a Kubernetes secret that contains your username and password for your backup database (sftp/s3). Only password-based authentication is
supported for sftp and s3, not authentication based on public certificates and private keys. Password-based authentication for s3 requires that you generate an
access key and secret. For example:

o IBM (Cloud Object Storage): Service credentials.
o AWS: Managing access keys.

Procedure

e How to configure the location and timing of your backups
1. Open your API Connect installation project directory.
2. Run the following commands to set the location and timing of your backups:

apicup subsys set ptl site-backup-host mybackuphost.com

apicup subsys set ptl site-backup-port 22

apicup subsys set ptl site-backup-auth-user mybackupauthusername
apicup subsys set ptl site-backup-auth-pass mybackupauthpassword
apicup subsys set ptl site-backup-path /site-backups

apicup subsys set ptl site-backup-protocol sftp

apicup subsys set ptl site-backup-schedule "0 2 * * #*"

The backup parameters are detailed in the following table.

Table 1. Portal backup parameters

Parameter Description

site-backup- |The fully qualified domain name of the backup server, in lowercase only. Ensure that the Kubernetes nodes can access this host. If using
Hosg object storage, enter Endpoint/Region. (The / character between the endpoint and region is required for the object storage setting.)

site-backup- |The port for the protocol to connect to the site-backup-host. Defaults to 22 if not explicitly set. The backup port is not required for
pozt object storage.

site-backup- |The user name for the server specified in site-backup-host. If using object storage, the user name is the S3 Secret Key ID.
auth-user

site-backup- |The password for the server specified in site-backup-host. If using object storage, the password is the S3 Secret Access Key
auth-pass parameter. The password is stored in Base64 encoded format, and must not be edited directly in the apiconnect-up.yml file.

site-backup- |The full path to the directory where the backup files are stored. For object storage, the path can be set to the bucket value or the
path bucket/subfolder value.

site-backup- |The protocol that is used to communicate with your remote backup endpoint. Specify one of the following values:
Rrotocol e sftp - for secure file transfer protocol
e objstore - for S3 compatible object storage
The default protocol is s£tp.
Note: The public certificate on the S3 storage provider must be signed by a known certificate authority that is trusted by API Connect.
Use of an untrusted authority can cause the following error during backup upload: x509: certificate
signed by unknown authority

site-backup- |The schedule for how often automatic Portal backups are run. The format for the schedule is any valid cron string, as follows:
schedule

| | +===-- day of week (0 - 6) (Sunday=0)
| o=m==== month (1 - 12)

day of month (1 - 31)

hour (0 - 23)

fro=co=sosoo=o0 min (0 - 59)

For example: 30 22 * * 1 performs backups at 10:30 pm on Mondays.
The default backup scheduleis 0 2 * * * (runs every day at 2 am). The timezone for backups is UTC.

w

Optional: At any time you can view the current Portal subsystem values by running the following command:

apicup subsys get ptl

where ptl is the name that you assigned to your Portal service. The output from this command lists all of the subsystem settings, including backup, and
indicates whether there are any errors. You must fix any errors before continuing.
4. Validate the installation with the new backup parameters by running the following command:

apicup subsys get ptl --validate

where ptl is the name that you assigned to your Portal service. The output from this command lists all of the subsystem settings, including backup, and
indicates whether the values are valid or invalid. You must correct any invalid values before continuing.
Activate the backup settings by running the following command:

o

apicup subsys install ptl

where ptl is the name that you assigned to your Portal service.
e How to run on-demand backups
You can make on-demand backups of your Developer Portal system, sites, and complete service, by running the following exec commands in your API Connect
installation project directory.

o To backup the Portal system configuration (and not the sites), run the following command:
apicup subsys exec ptl backup-system

o To backup a specific Portal site or all sites, run the following command:
apicup subsys exec ptl backup-site arg

where arg is a specific site UUID or URL, or to backup all sites use the argument installed.
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o To backup the entire Portal service (the system and all installed sites), run the following command:

apicup subsys exec ptl backup

Where ptl is the name that you assigned to your Portal service.
Note: To restore a Developer Portal service, you need backups of both the Portal system and the installed sites.
e How to restore a Developer Portal service
You can restore your Developer Portal service by using the backups that exist on your remote server, by running the following exec commands in your API Connect
installation project directory. Note that before you can run these commands, you must have configured your remote backup server details, and have valid backups
of both the Portal system and the installed sites (see sections How to configure the location and timing of your backups and How to run on-demand backups).
Note:
o If you have to perform a restore, you must complete the restoration of the Management Service first, and then immediately restore the Developer Portal. The
backups of the Management and Portal must be taken at the same time to ensure that the Portal sites are consistent with Management database.
o Restoration requires a functioning Developer Portal. In a disaster recovery scenario, you might need to reinstall the Developer Portal subsystem before you
can restore the backed-up data. To reinstall, refer to Installing the Developer Portal subsystem into a Kubernetes environment.
o To see what Portal system and site backups that you currently have on your remote backup server, run the following command. (This command may be
useful when performing some of the following commands.)

apicup subsys exec ptl list-backups remote

o To see what restore actions are performed when the apicup subsys exec
ptl restore-all command is run, you can use the following command:

apicup subsys exec ptl restore-all dry backup from

where backup_from can be now, so the latest backup file that is available is used. Or you can specify a timestamp in the format of YYYYMMDD . HHMMSS to
retrieve the nearest backup file to a specified time, searching backwards from the timestamp given.
Note: From IBM® API Connect Version 2018.4.1.17, the timestamp format changed to YYYYMMDD. HHMMSS. For Version 2018.4.1.16 and earlier, the
timestamp format is YYYY-MM-DD
HH:MM:SS.

o To restore your Portal service, run the following command:

apicup subsys exec ptl restore-all run backup from

where backup_from can be now, so the latest backup file that is available is used. Or you can specify a timestamp in the format of YYYYMMDD. HHMMSS to

retrieve the nearest backup file to a specified time, searching backwards from the timestamp given. This command executes the portal restore process,

which downloads the system backup and all of the site backups from the remote server, and installs them within the Portal stack. This process will then

restore the system configuration from the found backup, and restore all of the sites.

Note: Note that if a backed up site is already installed on the current stack, then the site is reinstalled by using the backup (the site is overwritten by the

backup).

If there are multiple sites to restore, then these sites are queued for restoring. You can track the restoration process within the Portal www admin logs.
o To view the list of installed and restoring sites, run the following command:

apicup subsys exec ptl list-sites sites

Note that any sites that are pending restore and still in the queue do not appear in this list.
o To restore just the Portal system configuration, run the following command:

apicup subsys exec ptl restore-system arg

where arg can be the system backup tgz file name, to restore the system by using the specified backup file, or use the argument latest to restore the
system by using the latest backup file on the remote server. Note that if Portal system configuration information exists on the current stack, running this
command will overwrite that configuration.

o To restore just the Portal sites, run the following command:

apicup subsys exec ptl restore-site arg

where arg can be the site backup tgz file name or URL, to restore a particular site by using the specified backup file (or the latest backup file found if using a
URL). Or you can use the argument al1l to restore all of the Portal sites that have backup files on the remote server. Note that if any of the backed up sites are
already installed on the current stack, then they are reinstalled by using the backup (the sites are overwritten by the backup).

What to do next

For a full list of the Developer Portal exec commands, see List of the Developer Portal exec commands.

o List of the Developer Portal exec commands
You can use the exec commands to backup, restore, and list some of the environment details of your Developer Portal service.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

List of the Developer Portal exec commands

You can use the exec commands to backup, restore, and list some of the environment details of your Developer Portal service.

The following Developer Portal exec commands can be run in your API Connect installation project directory, where ptl is the name of your Portal service.
Tip: Running exec commands leaves completed jobs and pods on your subsystem. Therefore, it is recommended that you regularly delete those jobs and pods that have
completed successfully, and whose logs are not required.
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$ apicup subsys exec ptl backup-system
Backup the portal system to the remote server

$ apicup subsys exec ptl backup-site <arg>
Backup a portal site to the remote server.
valid args:
site uuid/url - will backup that site only to the remote server
installed - will backup all installed sites to the remote server

$ apicup subsys exec ptl backup
Backup the portal system and all its sites to the remote server

$ apicup subsys exec ptl list-backups <arg>
List the portal backups either locally or on the remote server.
valid args:
local - will list backups present on the pod's filesystem
remote - will list backups on the remote server

$ apicup subsys exec ptl list-platforms
List the platforms that exist on the portal

$ apicup subsys exec ptl list-sites <arg>
List the installed portal sites
valid args:
sites - list only the sites
platforms - list the sites and their associated platform

$ apicup subsys exec ptl restore-system <arg>
Restore the portal system from the remote server
valid args:

system backup-1234.tgz - restores the system from the given file which should exist on the pod's local filesystem or
the remote server
latest - restores from latest system backup found from either local filesystem or remote server

$ apicup subsys exec ptl restore-site <arg>
Restore a portal site
valid args:

site-1234.tgz - restore the site using this filename which should can be copied from the output of the list backups
command

myportal.com - find the latest backup for this URL (locally or remotely) and restore it.

all - restore all sites found on the remote server

NOTES:
If you specify a site TGZ / URL, the command runs restore _site with -f so overwrites any existing site
If you specify 'all',6 any installed sites will be reinstalled from the found backup

$ apicup subsys exec ptl restore-all <argl> <arg2>
Restore the portal system and all backed up sites from the remote server

valid argl:
dry - executes a dry-run of the command, returning the actions that will be performed
run - executes the command, restoring and replacing the system files and all sites. Any existing sites will be
reinstalled
valid arg2:
now - use the latest backups available

<TIMESTAMP> - in 'YYYYMMDD.HHMMSS' format, specify a timestamp to retrieve the backup from. The nearest backup,
searching backwards from this timestamp, will be used.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring the analytics database

The analytics database can be backed up and restored from an S3 repository. S3 compatible object storage is required, for example, IBM Cloud Object Storage.

Before you begin

If you configure Analytics for offloading and your endpoint requires a particular certificate, add trust certificates to the Analytics subsystem before attempting to back up
or restore the Analytics database. For information on adding certificates to Analytics for back-up and restore, see Adding certificates for Analytics for back-up and restore.

Tip: The Procedure section includes examples that illustrate how the back-up and restore commands work.

About this task

These commands apply to OVA, pure Kubernetes, and IBM Cloud Private (ICP) deployments. To back up and restore the analytics database, you will need S3 compatible
object storage. Backups are created on an as-needed basis and cannot be automated in API Connect.

Important: All arguments are required. Replace an argument with empty quotes ("") to use the default setting.
Command l Values/Definition
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Command

Values/Definition

apicup subsys
exec

<ANALYTICS SUBSYS
> create-s3-repo

Create the S3 repository to store analytics backups. These settings are identical to those used when creating a repository in Elasticsearch. The
arguments are:

e REPO_NAME - Name of repository to be created.

e REGION - The region where bucket is located. Defaults to US Standard.

e BUCKET - The name of the bucket to be used for snapshots.
Note: Analytics backup and restore supports virtual-host style bucket access, such as bucket. s3-example . com, but does not support
path style bucket access such as s3-example.com/bucket.

e ENDPOINT - The endpoint to the S3 APL.

e ACCESS_KEY - The access key to use for authentication.

e SECRET_KEY - The secret key to use for authentication.

e BASEPATH - The path name within the bucket where backup information is stored. The default is the root path. For S3 storage, you must
include the port using the following format: BASEPATH : PORT.

e COMPRESS_TRUE_FALSE - Default is true. Determines whether metadata files are stored in compressed format.

e CHUNK_SIZE_GB - Default is 1GB. Large files can be stored as chunks when the snapshot is created. This setting specifies the size of the
chunks as GB, MB, or KB.

e SERVER_SIDE_ENCRYPTION_TRUE_FALSE - Default is false. Determines whether files are encrypted. When set to true, files are
encrypted on the server side using AES256.

If the create-s3-repo command results in the following error, complete the steps in Adding certificates for Analytics for back-up and restore
to add the certificate to the Analytics subsystem and then run the command again:

PKIX path building failed: sun.security.provider.certpath.SunCertPathBuilderException: unable to find valid
certification path to requested target

apicup subsys
exec

<ANALYTICS_ SUBSYS
> list-repos

List repositories for analytics backups. There are no arguments or defaults for the 1ist-repos command.

apicup subsys
exec

<ANALYTICS SUBSYS
> delete-repo

Delete specified analytics backup repository.
The argument is:

e REPO_NAME - Defaults to the existing repo if there is only one. The repository must be specified if there is more than one.
Examples:

e Ifonly one repo exists: apicup subsys exec <ANALYTICS SUBSYS> delete-repo

Rl

If multiple repos exist: apicup subsys exec <ANALYTICS_SUBSYS> delete-repo
REPO_NAME

apicup subsys
exec
<ANALYTICS_SUBSYS
> backup

Perform a backup of analytics data on an as-needed basis.

e INDICES - Default is a1l - All indices will be backed up.
The INDICES arguments can consist of a series of index names, a single argument of comma-separated indices, or one or more
keywords. Multiple keywords must be comma-separated. Values with whitespace must be enclosed in double-quotes. If no indices are
specified, then all indices will be backed up. The keywords are mapped to indices or aliases in Elasticsearch. The keywords are as
follows:

all - Backup all data.
apievents - Backup all analytics data.
ui - Backup all UI visualizations and dashboards.
o config - Backup all configuration information, such as retention period.
e BACKUP_NAME - Enter the name of the backup.
e REPO_NAME - Defaults to the existing repo if there is only one. The repository must be specified if there is more than one.
e IGNORE_UNAVAILABLE_TRUE_FALSE - Default is false. If false, the restore will fail if an index is missing. If true, missing indices will be
skipped and the restore will continue.

o 0 o

apicup subsys
exec

<ANALYTICS SUBSYS
> list-backups

List analytics backups per S3 repo.
The argument is:

e REPO_NAME - Defaults to the existing repo if there is only one. The repository must be specified if there is more than one.

apicup subsys
exec

<ANALYTICS SUBSYS
> details-backup

Get details on specified analytics backup
The arguments are:

e BACKUP_NAME - Defaults to backup-<indices>-<time date> if not explicitly set. The name must be all lowercase.
For example, if the backup command was run as apicup
subsys exec <ANALYTICS_SUBSYS> backup ui apievents then the backup name would be backup-ui-apievents-2018-10-
10t16:04:25z. If more than three indices are specified, the backup name is truncated to backup-<time date>.

e REPO_NAME - Sets the name of the repository where the backups will be stored. Defaults to the existing repository if there is only one.
The repository must be specified if there is more than one.

apicup subsys
exec

<ANALYTICS_ SUBSYS
> delete-backup

Delete specified analytics backup
The arguments are:

¢ BACKUP_NAME - Enter the name of the backup to be deleted. You can view the names of backups using apicup subsys exec
<ANALYTICS_SUBSYS> list-backups
e REPO_NAME - Defaults to the existing repository if there is only one. The repository must be specified if there is more than one.
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Command Values/Definition

apicup subsys Restore analytics data
exec
<ANALYTICS_SUBSYS e INDICES - Default is a1l - All indices will be restored.

> restore . . . . Lo
The INDICES arguments can consist of a series of index names, a single argument of comma-separated indices, or one or more

keywords. Multiple keywords must be comma-separated. Values with whitespace must be enclosed in double-quotes. If no indices are
specified, then all indices will be backed up. The keywords are mapped to indices or aliases in Elasticsearch. The keywords are as
follows:

all - Restore all data.
apievents - Restore all analytics data.
ui - Restore all UI visualizations and dashboards.
o config - Restore all configuration information, such as retention period.
e BACKUP_NAME - Enter the name of the backup to be restored.
¢ REPO_NAME - Defaults to the existing repository if there is only one. The repository must be specified if there is more than one.
e IGNORE_UNAVAILABLE_TRUE_FALSE - Default is false. If false, the restore will fail if an index is missing. If true, missing indices will be
skipped and the restore will continue.
e OVERRIDE_TRUE_FALSE - Default is false. If set to true, then the restore operation will override existing indices.

o o0 ©

apicup subsys Displays analytics status for determining the progress of the restore process.

SELE Note: The restore-status command is available in Version 2018.4.1.7 or later.
<ANALYTICS SUBSYS

> restore-status

Attention: Naming conventions for indices and back ups follow the Elasticsearch rules:

® Lowercase only

e Cannotinclude\,/,*?2" <, >, |, (space character), ,, #
e Colons (:) are not supported in 7.0+ (indices prior to 7.0 could contain a colon)
e Cannot start with -, _, +

e Cannotbe.or..
e 255 byte limit (multi-byte characters will reach the 255 limit sooner)

Procedure

This section contains example commands with output. The name of the analytics subsystem in the examples is analytics.

e How to create a backup
1. Create the S3 repository. The example creates a repository with the following values:
e REPO_NAME - myrepo
e REGION - US
e BUCKET - bucket
e ENDPOINT - myrepo.s3repo.com
e ACCESS_KEY - access_key
e SECRET_KEY - secret_key
e BASEPATH - my_folder
e COMPRESS_TRUE_FALSE - "" uses default of true
e CHUNK_SIZE_GB - "" uses default of 1GB.
e SERVER_SIDE_ENCRYPTION_TRUE_FALSE - "" sets to the default of false.

apicup subsys exec analytics create-s3-repo myrepo US bucket myrepo.s3repo.com access_key secret key my folder "" ""

nn

OUTPUT:
Creating repository myrepo. List repos to see if creation completed, or check logs for errors.

Note:
With virtual host style repositories, the Analytics backup and restore process connects to the hostname formed by combining the values for BUCKET and
ENDPOINT. For example, using the values given in this step, the host is bucket .myrepo.s3repo.com.

2. List the repositories. For example:

apicup subsys exec analytics list-repos

OUTPUT:

Name Repo Type Bucket BasePath Region Endpoint Chunk Size Compress Server Side
Encryption

myrepo s3 bucket my_folder US myrepo.s3repo.com 1gb true

w

Create a backup with the following values:
e INDICES - all (or "" for the default of all)
e BACKUP_NAME - mybackup
e REPO_NAME - myrepo (use "" if only one repo exists)
e IGNORE_UNAVAILABLE_TRUE_FALSE - "" sets to the default of false.
apicup subsys exec analytics backup all mybackup myrepo ""
OUTPUT:
Successfully created backup mybackup.
4. List backups in the repo named myrepo.
apicup subsys exec analytics list-backups myrepo
OUTPUT:
Name Start Time End Time State
mybackup  2019-02-20T17:05:56.4152 2019-02-20T17:06:09.833Z SUCCESS

5. Display details for a backup named mybackup in the repo named myrepo.
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apicup subsys exec analytics details-backup mybackup myrepo

OUTPUT:

Backup Name: mybackup
State: SUCCESS
Failures:

Shards Failed: 0

Shards Successful: 13

Start Time: 2019-02-20T17:05:56.4152

End Time: 2019-02-20T17:06:09.8332

Version: 5.6.8

Indices: .export-status, apic-api-2019.02.19-1, apic-api-2019.02.20-000002,

.apic-config, .kibana-6

6. Delete a backup named mybackup in the repo named myrepo.
apicup subsys exec analytics delete-backup mybackup myrepo
OUTPUT:

Deleting backup mybackup. List backups to see the status, or check logs for errors.

e How to restore a backup

Note: Restoration requires a functioning Analytics subsystem. In a disaster recovery scenario, you might need to install the Analytics subsystem before you can

restore the backed-up data. To install, refer to Installing the Analytics subsystem into a Kubernetes environment.
1. Restoring a backup
e INDICES - all (or ")
e BACKUP_NAME - mybackup
e REPO_NAME - myrepo (or "")
e IGNORE_UNAVAILABLE_TRUE_FALSE - "" sets to the default of false.
e OVERRIDE_TRUE_FALSE - true

apicup subsys exec analytics restore all mybackup myrepo "" true
2. Check the status of the restore process. Enter the following command:

apicup subsys exec analytics restore-status

Note: The restore-status command is available in Version 2018.4.1.7 and later.
Following is example output:

Status

green 104

Active Primary Shards

Active Shards Initializing Shards Unassigned Shards
312 0 0

The restore process is successful when the status is green and there are no unassigned shards and no initializing shards. Note that the results are different if
you are running in dev mode, or in standard mode with less than three nodes. For dev mode or standard mode with less than three nodes, the restore process
will be finished when the initializing shards drops to 0. However, the status will remain yellow and unassigned shards will not drop to 0.

e Troubleshooting

Look for information in the apicup logs:

o Locate the analytics-operator pod with: kubectl get pods
o Toview the logs, run: kubectl logs <analytics-operator-pod>

¢ Adding certificates for Analytics for back-up and restore

If you offload IBM API Connect Analytics data to an endpoint that is secured with a self-signed or private certificate, add the certificate to the Analytics subsystem
to ensure connectivity with the endpoint during back-up and restore operations.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Adding certificates for Analytics for back-up and restore

If you offload IBM® API Connect Analytics data to an endpoint that is secured with a self-signed or private certificate, add the certificate to the Analytics subsystem to
ensure connectivity with the endpoint during back-up and restore operations.

About this task

If you connect to an endpoint without using the required self-signed or private certificate, the create-s3-repo command results in the following error:

PKIX path building failed:
requested target

sun.security.provider.certpath.SunCertPathBuilderException: unable to find valid certification path to

Resolve the error by adding the endpoint's certificate to the Analytics subsystem as explained in the following steps.

Procedure

1. Obtain trust certificates that allow a client to connect securely to the offload endpoint.

The certificate files should be PEM encoded. There will typically be one or two trust certificates required to complete the secure connection.

2. Create a separate file for each of the trust certificates, naming them certl.pem and cert2.pem.
3. Verify that you can connect to the endpoint:
a. If you have multiple files, combine the certificates into a single file to use for validation by running the following command:
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cat certl.pem cert2.pem > certificates.pem
b. Execute the following cURL command to connect to the endpoint using the certificates:
curl https://endpoint:port --cacert certificates.pem

A certificate verification failure indicates that the certificates obtained in step 1 failed to establish trust. Return to step 1 and try again. You cannot proceed to
step 4 until the certificates are successfully verified.

c. When the certificate verification is successful, proceed to step 4.
4. Create a Kubernetes secret to contain the certificates, and then apply it to the cluster where the Analytics subsystem runs.
a. Log in to a server that has kubectl access to the Kubernetes cluster where API Connect Analytics is deployed.
For OVA deployments, you must log in to one of the running Analytics VMs as a user with kubectl access.

b. Encode each of the certificate files from step 2 in base64.
There are several ways to encode the file. If cat and base64 are available, then you can run the following command to encode each file:

cat certl.pem | base64 -w 0

Copy the output for each cat command so that you can paste it in the next step.

c. Create a Kubernetes secret and add the certificate.
i. Create a YAML file to contain the secret.

apiVersion: vl
kind: Secret
metadata:
# Change value of name to be whatever you want the secret to be called
name: analytics-br-cert
data:
certl.pem: output of base64 encoded certl.pem
cert2.pem: output of baseé4 encoded cert2.pem if required

ii. In the file's data section, create a field for each certificate, and paste the corresponding encoded certificate as shown in the example. The value is a
single line, so you do not need to enclose it in quotation marks.
iii. Save the file.
d. Update the cluster with the new certificate.
Run the following command to update the cluster:

kubectl apply -f analytics-br-cert.yaml -n your namespace

where:
e analytics-br-cert.yamlis the secret's file name.
e your namespace is the name of your deployment's namespace. The namespace is only needed for Kubernetes deployments.
For OVA deployments, you can omit the entire -n your namespace parameter from the command. By default, kubectl is already configured to
match the namespace where your Analytics resources are deployed.

5. Update the Analytics subsystem so that it can use the new secrets.
a. Create an extra-values.yaml file that specifies the names of your certificate and environment variables secret files.
Include the following lines in the extra-values.yaml file, making sure to use the name of your Kubernetes secret (the value of the name field in the metadata
section of the secret, which might not match the file's name):

apic-analytics-storage:
backupSecretCerts: analytics-br-cert

b. Update the Analytics subsystem.
i. Log in to the server where you run apicup, and navigate to the project directory.
In Kubernetes deployments this is probably the same server that you used for step 1, but for OVA deployments it is a different server.

ii. Run the following apicup commands to reinstall the Analytics subsystem using the configuration settings in the extra-values.yaml file.

apicup subsys set analytics extra-values-file=~/extra-values.yaml
apicup subsys install analytics

6. Verify that the certificates were added in the storage logs.
Log in to the host node and use sudo to run the following command:

kubectl logs -n namespace analytics-storage-pod
For OVA deployments, you can omit the namespace parameter and value.
The following confirmation message displays when the pod starts up:

Adding /etc/velox/backup-certs/ca-analytics-backup.pem contents to the system keystore for backup and restore.
Certificate certl.pem was added to keystore

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Using APICUP to reconfigure

You can use APICUP to change configuration of a subsystem after completion of initial installation.
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The Install Assist utility (APICUP) is used to configure and complete initial installation of all subsystems, in both Kubernetes and VMware deployments. After initial
installation, you can use the same apicup commands to reconfigure some of the settings from your existing deployment without having to completely reinstall the
subsystem.

For example, if you did not configure optional features such as backup/restore or logging during initial installation, you can configure them later.

Note: Both Kubernetes and VMware deployments include subsystem settings that cannot be reconfigured without a complete redeployment. For example, for the
Management Service these settings include hosts, endpoints, interfaces (public-iface, traffic-iface), IP ranges of the Kubernetes pod and the service networks
(k8s-pod-network, k8s-service-network), and backup volume size cassandra-volume-size-gb. Before reconfiguring, review the installation instructions for
your subsystem to determine which settings are optional during initial installation and thus able to be updated later. See the section Installing and upgrading on
Kubernetes.

For both initial installation and reconfiguration, you specify configuration values by using apicup subsys set commands, and then activate them with apicup subsys
install.

apicup subsys set <subsystem name> <parameter_ name>=<parameter_value>
apicup subsys install <subsystem name>
For example, the following commands configure backup for the management subsystem mgmt, either during initial install or after initial install:

apicup subsys set mgmt cassandra-backup-auth-user=MyUsername cassandra-backup-auth-pass=MyPassword
apicup subsys set mgmt cassandra-backup-host=<hostname>

apicup subsys set mgmt cassandra-backup-path=</backups>

apicup subsys set mgmt cassandra-backup-port=<22>

apicup subsys set mgmt cassandra-backup-protocol=<sftp, objstore>

apicup subsys set mgmt cassandra-backup-schedule=<"0 0 * * *">

apicup subsys set mgmt cassandra-max-memory-gb=16 cassandra-cluster-size=3

apicup subsys set mgmt cassandra-volume-size-gb=<50>

apicup subsys set mgmt create-crd=<true>

apicup subsys set mgmt external-cassandra-host=<hostname>

apicup subsys install mgmt

On initial installation, the APICUP utility installs a Helm chart along with configuration values contained in apiconnect-up.yml. On subsequent invocations of apicup
subsys install, APICUP checks to see if a saved combination of Helm chart and configuration values exists. If it does, APICUP checks to see if the configuration values
have been updated, and if so, then a Helm update is triggered. If the combination of Helm chart and values is unchanged, then the subsystem is not changed. In this way,
you can reconfigure as needed without having to completely redeploy and reinstall the subsystem.

e Converting installation mode

You can switch an API Connect installation between dev mode and standard mode.

Increasing the memory allocation for the management database

You can increase the maximum memory allocation for the management database in a running deployment.
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Note: IBM API Connect 2018.x was EOS after 30 April 2023. See support policy for details.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Converting installation mode

You can switch an API Connect installation between dev mode and standard mode.

About this task

The supported installation mode options are: dev and standard. Mode is set for each subsystem type: Management, Analytics, Developer Portal, Gateway Service.

¢ Development mode (dev) deploys a subsystem with the scale of one; a single node, non-HA subsystem. The recommended use for dev mode is for development
and testing.
Note: While it is possible to use dev mode installations in a production deployment, it is not recommended. The dev mode does not provide the failover resiliency
nor the downtime guarantee that is needed to maintain high availability (HA) production deployments.

¢ The standard mode deploys in HA mode for a production environment. The standard mode is supported for installation of production environments that consist
of three or more nodes. The standard mode is not supported for less than three nodes.

¢ If not explicitly set, the installation mode defaults to dev (development). To specify standard mode:

apicup subsys set [subsys-name] mode=standard

Note: Prior to Version 2018.4.1.4, the default mode was standard.
e If youinstalled in standard mode, but have less than three nodes, you can convert to dev mode. You must convert each subsystem.
e Ifyou installed in dev mode, you can convert to standard mode. You must convert each subsystem.

Complete the following steps to determine your mode and, if necessary, convert the mode:

Procedure

1. Review the output from the command: apicup subsys get
<subsystem_ name>.
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For example, apicup subsys get mgmt:

e VMware (OVA) environment output:

Appliance settings

Name Value Description

mode standard

e Kubernetes output:

Kubernetes settings

Name Value Errors

mode standard

2. If you need to convert the mode, following the appropriate instructions:
e Converting dev mode to standard mode on VMware
e Converting dev mode to standard mode on Kubernetes
e Converting standard mode to dev mode on VMware
e Converting standard mode to dev mode on Kubernetes

¢ Converting dev mode to standard mode on Kubernetes

You can convert your API Connect installation on Kubernetes from dev mode to standard mode.
¢ Converting standard mode to dev mode on Kubernetes

You can convert your API Connect installation on Kubernetes from standard mode to dev mode.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Converting dev mode to standard mode on Kubernetes

You can convert your API Connect installation on Kubernetes from dev mode to standard mode.

About this task

To review the installation modes, see Converting installation mode.

Make sure the Kubernetes cluster where the subsystem is deployed has at least 3 nodes. .

Procedure

1. Verify that the Kubernetes cluster where the subsystem is deployed has at least 3 nodes.
Deploying a subsystem in standard mode on a cluster with less than 3 nodes is not supported.

2. For each subsystem in your deployment:
a. Use apicup to convert to standard mode.

apicup subsys set <subsys> mode=standard
b. Run the command:
apicup subsys install <subsys>
This command propagates the configuration change into the Helm charts that are deployed and updated by the apicup installer.
To review installation instructions for each subsystem on Kubernetes, see:

e Installing the Management subsystem into a Kubernetes environment
e Installing the Analytics subsystem into a Kubernetes environment
e Installing the Developer Portal subsystem into a Kubernetes environment
3. To verify your installation mode, use apicup subsys get
<subsystem_ name>.
For example, apicup subsys get mgmt:

Kubernetes settings
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Name

mode

standard

Errors

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Converting standard mode to dev mode on Kubernetes

You can convert your API Connect installation on Kubernetes from standard mode to dev mode.

About this task

To review the installation modes, see Converting installation mode.

Procedure

Complete the following steps for each subsystem:

1. Use the following apicup command to convert to Dev mode:

# ./apicup subsys set [subsys-name] mode=dev

# ./apicup subsys install [subsys-name]

2. Select one of the following actions, based on your deployment:

e If your Kubernetes deployment has two or more nodes, you do not have to remove replicasets. Continue to step 3
o If your Kubernetes deployment has only one node, you must remove replicasets. Complete the following:
e Find the Helm release name and namespace for the subsystem that you are switching to dev mode:

helm 1s

Sample output:

NAME
NAMESPACE
r04bac65d2f
apiconnect
rl001d56a76
apiconnect
rl4613f8fca
apiconnect
raeb5658£fc0
apiconnect
rbcb2382b5e
apiconnect
rf19e62b277
apiconnect

REVISION

UPDATED

Mon

Mon

Mon

Mon

Mon

Mon

Feb

Feb

Feb

Feb

Feb

Feb 11 14:

11

11

11

11

11

14:

14:

14:

14:

14:

51:

50:

50:

51:

50:

50:

08

46

26

27

06

03

2019

2019

2019

2019

2019

2019

STATUS

DEPLOYED

DEPLOYED

DEPLOYED

DEPLOYED

DEPLOYED

DEPLOYED

e Use the following command to delete the replicasets for that release in its namespace:

kubectl delete rs -n <n

For example, using the previous sample output:

pace> -1 release=<release name>

kubectl delete rs -n apiconnect -1 release=rbcb2382b5Se

3. To review your installation mode, use apicup subsys get

<subsystem_ name>.

For example, apicup subsys get mgmt

Kubernetes settings

Name

mode

dev

Errors

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

CHART
dynamic-gateway-service-1.0.16
apic-analytics-2.0.0
apic-portal-2.0.0
dynamic-gateway-service-1.0.16
apiconnect-2.0.0

cassandra-operator-1.0.0
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Increasing the memory allocation for the management database

You can increase the maximum memory allocation for the management database in a running deployment.

Before you begin

When increasing the memory allocation, complete a manual backup of the management database and Portal subsystem just prior to changing the allocation. Note that this
backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred after the most recent
scheduled backup are captured.

For details on creating a backup, see Backing up the management database in a Kubernetes environment and Backing up and restoring the Developer Portal.

About this task

Starting with API Connect version 2018.4.1.3, you can increase the maximum memory allocation for the management database in a running deployment. This procedure
works for both Kubernetes and OVA environments. All the pods in the API Connect cluster must be up and running to increase the maximum memory value in a running
deployment.

Procedure

1. Ensure all pods are up and running using the kubectl get pods command.
2. Use the following apicup command to increase the maximum memory:

apicup subsys set <MANAGEMENT SUBSYS_ NAME> cassandra-max-memory-gb <new_value>
3. Reinstall the management subsystem to push the change to the cluster. This may take several minutes as each pod updates.

apicup subsys install <MANAGEMENT SUBSYS_NAME>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Enabling Analytics ingestion-only on Kubernetes

Enable the ingestion-only configuration by redeploying the IBM® API Connect Analytics subsystem with the ingestion-only configuration setting.

Before you begin

Only complete this task if you want to offload all analytics data and disable the Analytics feature in the user interface. If you want to retain the data or allow users to
access the Analytics user interface, skip this task and instead see Configuring analytics offload for API Connect.

About this task

If you choose to offload all analytics data to third-party services and have no need to retain the data in API Connect, you can configure the Analytics service with the
ingestion-only setting. If you offload data and then separately disable the Analytics UI, the associated components are still deployed and require system resources.
Configuring Analytics for ingestion-only removes unused Analytics components (such as analytics-storage and analytics-client) from the topology and only deploys the
components required for offloading data (such as analytics-ingestion and analytics-mq-kafka). The reduced topology requires less CPU, memory, and storage.

Procedure

120

1. Remove the Analytics service from your API Connect deployment by completing the following steps.
a. Unassociate the Analytics service from all gateway services as explained in step 7 in the topic, Associating an analytics service with a gateway service.
b. Unregister the Analytics service from Cloud Manager.
You can unregister the service from the Topology page: click the Options menu next to the service name and select Delete. For information on registering
services, see Registering an analytics service.

2. Create an extra values file to specify the URL of the offload endpoint where all analytics data will be routed.
You can choose the name for the file, but you must use .yaml as the file-name extension. Format the file as shown in the following example, making sure to include
required settings for the third-party system.

apic-analytics-ingestion:
outputOffload: |-
elasticsearch {
hosts => "http://offload endpoint:port"
index => "api-call"

}

For information about configuring analytics offloading, see Configuring analytics offload for API Connect.

3. Run the following apicup commands to reinstall the Analytics subsystem using the configuration settings in the extra values file:
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apicup subsys set analyt ingestion-only=true
apicup subsys set analyt extra-values-file=extra-values.yaml
apicup subsys install analyt

4. Add the new Analytics service to your API Connect deployment by completing the following steps.
a. Register the new Analytics service with the Cloud Manager.
Attention: When you register an Analytics service that is configured for ingestion-only, you must use the ingestion endpoint and the ingestion TLS profile
instead of the client endpoint and TLS profile.
For information on registering a service with the Cloud Manager, see Registering an analytics service.

b. Associate the Analytics service with a gateway service as explained in Associating an analytics service with a gateway service.

Results

All analytics data is routed directly to the offloading endpoint, the Analytics UI is disabled, and no data is retained in API Connect.
In addition, the following Analytics configuration settings will not be validated or used when ingestion-only is set to enabled:

® coordinating-max-memory-gb
® data-max-memory-gb

® data-storage-size-gb

®* master-max-memory-gb

* master-storage-size-gb

® analytics-client

® es-storage-class

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Disabling Analytics ingestion-only on Kubernetes

Disable the ingestion-only configuration by redeploying the IBM® API Connect Analytics subsystem with the ingestion-only value set to false.

About this task

When you previously configured Analytics for ingestion-only, you deployed only a subset of the Analytics components. If you want to disable the ingestion-only setting,
redeploy the subsystem to ensure that all components are available.

Procedure

1. Remove the Analytics service from your API Connect deployment by completing the following steps.
a. Unassociate the Analytics service from all gateway services as explained in step 7 in the topic, Associating an analytics service with a gateway service.
b. Unregister the Analytics service from Cloud Manager.
You can unregister the service from the Topology page: click the Options menu next to the service name and select Delete. For information on registering
services, see Registering an analytics service.

2. Generate the analytics-client-ingress certificate (if you initially created this certificate, it was removed when you deployed using the ingestion-only
configuration).
For information, see Working with certificates.

3. Run the following apicup commands to install the complete Analytics subsystem:

apicup subsys set analyt ingestion-only=false
apicup subsys install analyt

4. Add the new Analytics service to your API Connect deployment by completing the following steps.
a. Register the new Analytics service with the Cloud Manager.
For information on registering a service with the Cloud Manager, see Registering an analytics service.

b. Associate the Analytics service with a gateway service as explained in Associating an analytics service with a gateway service.

Results

The Analytics subsystem is deployed with all components, the Analytics user interface is enabled, and the deployment is configured to route analytics data from the
Gateway to API Connect, where it is stored. If you want to offload analytics data, configure offloading as explained in Configuring analytics offload for API Connect.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring maximum size of client requests to the Management subsystem
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You can configure the maximum allowed size of the client request body for requests made to the Management subsystem.

About this task

The default maximum size is 8 megabytes. You can increase this value.

Increasing the setting can be useful if you get errors when using the CLI to import a large API. Example error:

HTTP/1.1 413 Request Entity Too Large

Procedure

1. Add an entry to an extra-values-file:

juhu:
clientMaxBodySize: "12m"

Note that the default value is "8m".

For information on working with extra-values-files, see Creating an extra values file in a Kubernetes environment

2. Run apicup to update the settings in the deployed Management subsystem.

apicup subsys install <management-subsystem>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Increasing memory allocation for Cassandra operator on OpenShift

If the Cassandra operator pods restart due to out of memory errors, you can increase the memory allocation for the Cassandra operator.

About this task

On OpenShift 4.6, Cassandra operator pods can sometimes restart due to out of memory errors. The problem shows up as a number of Restarts for the Cassandra pod
in the output from:

kubectl get pods -n <namespace>

You can see the out of memory errors in the output of dmesg on the worker node. For example:

[256264.442631] Memory cgroup out of memory: Killed process 1899490 (cop) total-vm:2427012kB, anon-rss:244376kB, file-
rss:23748kB, shmem-rss:0kB, UID:108

[256266.030417] oom reaper: reaped process 1899490 (cop), now anon-rss:0kB, file-rss:0kB, shmem-rss:O0kB
[256830.705886] cop invoked oom-killer: gfp mask=0x6000c0 (GFP_KERNEL) , nodemask=(null), order=0, oom_score_adj=-998

The problem has been seen on API Connect v2018.4.1.13 and later, running on OpenShift 4.6.9, with underlying Kubernetes 1.19 and Helm version 3.4.2.

To fix the problem:

Procedure

1. Get the current deployment:

oc get deployment -n <namespace>

N

Edit the Cassandra deployment:
oc edit deployment <r9c835al8ba-cassandra-operator> -n <namespace>
3. Change the memory limits and memory requests value to 512Mb:

resources:
limits:
cpu: 100m
memory: 512Mi
requests:
cpu: 100m
memory: 512Mi

4. Save the edits.
. Verify that the Cassandra pod has been recreated. Check the output of:

o

kubectl get pods -n <namespace>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Setting rate limits for public APIs on the management service for a Kubernetes
environment

Describes the procedure for setting a rate limit for public APIs on the management service. Rate limits provide protection from DDoS (distributed denial of service)
attacks.

Before you begin

Note: This article refers to third-party software that IBM does not control. As such, the software may change and this information may become outdated.
These instructions assume you have a working Kubernetes environment with the kubectl command-line tool installed, and that you understand how to manage
Kubernetes. For more information, see https://kubernetes.io.

About this task

Rate limits can be set for public APIs on the management service. Rate limits on APIs help provide protection from DDoS (distributed denial of service) attacks. Without a
rate limit, API calls from public APIs are unlimited.

The rate limit configuration requires that the header contains the actual client IP address. Any load balancer or proxy (for example, HAProxy) that is installed in front of the
management service must be configured to pass the actual client IP address.

This procedure must be performed on a running API Connect deployment.
This feature is available in API Connect versions 2018.4.1.1 and higher.

Rate limits are calculated as requests per seconds per client.

Procedure

e Configure the ingress-nginx-ingress-controller to pass the real client IP address:
1. Set the use-proxy-protocol parameter to true by entering the following command:

kubectl edit ConfigMap -n kube-system ingress-nginx-ingress-controller

2. In the ConfigMap, set the following: use-proxy-protocol:
"true"
e Setarate limit:
1. Add the following entries to an extra-values-file:

juhu:
rateLimitPerClient: 10
limitRequestOption: "burst=10 nodelay"

In this example, the first option sets the rate to 10 requests per second (10r/s). The second option allows 10 requests boosted without delay within < 1
second. You can customize as needed.

The rateLimitPerClient property sets rate, and 1imitRequestOption sets [burst=number] [nodelay | delay=number] in the following
nginx configuration:

limit_req_zone key zone=name:size rate=rate;
limit_req zone=name [burst=number] [nodelay | delay=number];

e Note that zone has been pre-defined and can't be configured. For details, see the nginx.org doc Module ngx_http_limit_req_module.
e If you don't have an extra-values-file, you can create a new one. See Creating an extra values file in a Kubernetes environment.
2. Run apicup to update the settings in the deployed Management subsystem.

apicup subsys install <management-subsystem>

Note: If the rate limit has been reached on the management subsystem, the client will get an HTTP error: 429 Too Many Requests.

w

. Validate that the juhu pod has restarted by listing the pods:

kubectl get pods -n <namespace> | grep juhu

B

Check the AGE column to ensure a new juhu pod has started.
5. If the older juhu pod is still running, delete it with the following command:

kubectl delete pods -n <namespace> <old-juhu-pod>

e Disable arate limit:
1. Validate that the juhu pod has restarted by listing the pods:

kubectl get pods -n <namespace> | grep juhu

2. Check the AGE column to ensure a new juhu pod has started.
3. If the older juhu pod is still running, delete it with the following command:

kubectl delete pods -n <namespace> <old-juhu-pod>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Enabling high performance peering for DataPower API Gateway on Kubernetes

Enabling high performance peering on DataPower API Gateway deployments optimizes API transaction performance.

About this task

You can configure DataPower API Gateways to have dedicated gateway-peering objects for the API Connect Gateway Service, subscription data, and rate-limit data. By
default, the gateway service is configured to share a single gateway-peering object for all three. In some scenarios, use of a single object can impact API performance.
Enabling of high performance peering is highly recommended.

High performance peering is available in API Connect Version 2018.4.1.7 and later.
Use the procedure in this topic to reconfigure an existing API Connect deployment to enable high performance peering.
Important: Enabling high performance peering on an existing deployment requires an outage to API transaction processing during configuration.

e If you are upgrading the Gateway from Version 2018.4.1.6 to version 2018.4.1.7 or later, complete the upgrade first and then use the instructions in this topic to
reconfigure peering. For upgrade instructions, see Upgrading API Connect in a Kubernetes environment.

o If you are deploying DataPower API Connect externally to Kubernetes, such as part of a physical or virtual DataPower appliance, do not use this topic. Instead,
follow the configuration instructions in Sample configuration for multiple peering objects on gateway services external to Kubernetes

It is important that all gateway instances are down at the same time, in order for dynamic reconfiguration to take place. In this case, dynamic reconfiguration is achieved
by scaling down gateway services, using apicup to install, then scaling up the gateway services. To review the DataPower Gateway dynamic reconfiguration process, see
Dynamically re-registering and reconfiguring a Gateway service in a Kubernetes deployment.

Procedure

1. Set the high performance peering option in the apicup gateway configuration.

apicup subsys set gwy enable-high-performance-peering="true"

You must run apicup in the same project directory as where the gateway was originally configured using apicup.

N

Obtain the name of the StatefulSet, and scale the cluster down to a single gateway.

kubectl get statefulset
kubectl scale statefulset r600ed4a32ef-dynamic-gateway-service --replicas=1

3. Use apicup to redeploy the gateway pod.
apicup subsys install gwy

4. Optional: Log in to the DataPower CLI and use the show
gateway-peering-status status to confirm that multiple gateway-peering objects have been configured.
Confirm that the status shows separate entries for API Connect Gateway Service (gwd), API Gateway rate limit (rate-1imit), and API Gateway subscriptions
(subs). For example:

idg# sw apiconnect

idg[apiconnect]# config

Global configuration mode

idg[apiconnect] (config)# show gateway-peering-status

Address Configuration name Pending updates Replication offset Link status Primary
192.168.0.127 gwd 0 0 ok yes
192.168.0.127 rate-limit 0 0 ok yes
192.168.0.127 subs 0 0 ok yes

o

. When the first gateway pod is marked ready, scale the StatefulSet to the original number of gateways. For example:

kubectl scale statefulset r600ed4a32ef-dynamic-gateway-service --replicas=3

Be sure to scale up the same StatefulSet that you scaled down in Step 2.

o

. Wait for management server heartbeat to detect that reconfiguration is required.
Heart beat processing usually detects the need for reconfiguration within 5 minutes, but the process may take a few more minutes to begin. When the show api-
collection command returns data, the reconfiguration has begun. The length of time to required to reach completion depends on the number of catalogs,
products, APIs, subscriptions, etc.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Dynamically re-registering and reconfiguring a Gateway service in a Kubernetes
deployment

In API Connect, Gateway services do not persist their configuration settings by default. Instead, the master configuration is stored on the Management server and the
Dynamic Reregistration and Reconfiguration (DRR) mechanism resynchronizes configuration data when needed. The DRR process is used when proper High
Availability/Disaster Recovery (HA/DR) is not configured, or if a manual resynchronization is required.

If a Gateway service is not configured properly for resiliency and is restarted, the gateways in the Gateway service will lose the configuration from the Management server.
Configuration data from the Management server is maintained on the gateway service according to the gateway peering configuration on the gateways.

Preventing the loss of configuration data

For high availability in production environments, use a minimum of three gateways in the Gateway service.

Forcing re-population of the configuration data

To repopulate the configuration data, complete the steps in the following section to trigger an outage-less DRR.

Triggering an outage-less DRR

To force a Dynamic Reregistration and Reconfiguration across a peer group from within the gateway service without requiring a restart, complete the following steps using
the CLI. This process flushes the primary peering object configured for the apic-gw-service. This task can only be performed with CLI, and requires the default admin ID
for running the diag command.

1. Access the gateway service:
e For avirtual gateway, run the following command to access the DataPower CLI:

kubectl attach -it <pod name>

e For a physical gateway, use ssh to connect to the gateway service.
Switch to the API Connect application:

N

switch <APIC APP_DOMAIN>
3. Show the current gateway-peering-status:
show gateway-peering-status
4. If the server that you connected to is not primary for the apic-gw-service gateway-peering object, force this server to become primary:

config; gateway-peering-switch-primary <gateway-peering-name-for-apic-gw-service>;

(S

. Flush the apic-gw-service gateway-peering object:
diag; gateway-peering-flush <gateway-peering-name-for-apic-gw-service>; exit

When prompted, confirm the operation.

o

Disable and then re-enable the apic-gw-service object for every member of the gateway service:

config; apic-gw-service; admin-state disabled; exit
apic-gw-service; admin-state enabled; exit; exit

~

Confirm that the apic-gw-service was flushed and is now waiting for gateway service registration:
Look in the debug log target for the apic-gw-service, located in logtemp:/// and check for a message similar to the following example:

20200618T232339.332Z [0x88e000d7] [apic-gw-service] [notice]
apic-gw-service (default): tid(2653): Waiting for gateway service registration.

The DRR will be triggered by the next arrival of a webhook event. Starting with API Connect Version 2018.4.1.2, the Management server sends a heartbeat to the
gateway at five-minute intervals, prompting the gateway to check whether it has lost its configuration and if so, trigger a DRR. In Version 2018.4.1.8 and later, if the
Management server has previously marked a Catalog or cloud as being unavailable for a particular gateway service, a successful heartbeat triggers synchronization
for that Catalog or cloud on that gateway service.

©

If you attached to a virtual gateway, you can detach by pressing Ctrl+P and then pressing Ctrl+Q.
(Optional) Force a BAU webhook event to be sent from API Manager to trigger the DRR:
If you do not want to wait for the Management server to send a heartbeat, you can trigger the DRR manually by completing the following steps:

0

a. Open the API Manager.

b. Open the Catalog.

d. Update the Slli;;mary field with some text so that it is modified.
e. Click Save.

When the event is received, the DRR is initiated.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Monitoring and logging a Kubernetes deployment

You can do health checks to determine program status, and can gather logs for use in troubleshooting.

¢ Checking cluster health on Kubernetes
You can use apicup to check the health of the API Connect clusters in your Kubernetes deployment.
¢ Determining status of a cluster on Kubernetes
You can determine the health of an API Connect cluster on Kubernetes.
¢ Obtaining simple health check data of Developer Portal sites by using a REST API call
Call a simple health check API from your external load balancer to dynamically determine whether a specific Developer Portal site in a cluster is working. This API
call can be used by a load balancer to help determine where to route traffic.
e Gathering logs for a Kubernetes environment
The generate_postmortem. sh script gathers all logs for troubleshooting and diagnostics.
* Changing logging levels
You can enable logging for entry and exit trace and for large payloads for apim-v2 pods.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Checking cluster health on Kubernetes

You can use apicup to check the health of the API Connect clusters in your Kubernetes deployment.

Note: The apicup health check command is available on Version 2018.4.1.6 or later. For deployments on Version 2018.4.1.5 or earlier, use the instructions on
Determining status of a cluster on Kubernetes.

The health-check command checks a number of criteria to determine the health of their cluster. When all criteria are successfully met, the command displays no
output, and exits with a status of 0. When one or more criteria are not met, the command stops processing and displays a message with the failure and exits with a status
of 1.

The command takes no arguments. The only option is the --verbose flag. If --verbose is set the command prints all checks that were performed.
The health-check is run against the namespace that is specified in apiconnect-up.yaml.
The health check is run on the specified subsystem. For each expected Helm release, the command:

e Verifies that the deployed Chart version matches the apicup version.
¢ Validates that all Deployments, ReplicaSets, and DaemonSets are fulfilled.

Syntax:

Usage:
apicup subsys health-check <SUBSYS> [flags]

Flags:
-h, --help help for health-check
--kubeconfig string (optional) absolute path to the kubeconfig file (default "/Users/<username>/.kube/config")
-v, --verbose Verbose output

Global Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging

Example usage, for a subsystem named mgmt:

../apicup subsys health-check mgmt

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Determining status of a cluster on Kubernetes

You can determine the health of an API Connect cluster on Kubernetes.

About this task

At any time, you can review the status of the API Connect cluster. You should review the status before and after doing configuration tasks such as upgrading.

Note: For Version 2018.4.1.6 or later, you can also use apicup subsys health-check. See Checking cluster health on Kubernetes
Do not use these instructions on VMware. See Determining status of a cluster on VMware.
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Procedure

1

N

Check that the subsystem Helm release was successful.

The release names are generated off the subsystem chart plus namespace. First determine the release name for the subsystem by running helm 1s --

namespace <namespace>. Next use the following chart to determine which release corresponds to which subsystem.

Subsystem Helm release
management apiconnect-2.0.0, cassandra-operator-1.0.0
analytics apic-analytics-2.0.0
portal apic-portal-2.0.0
Example:

$ helm ls --namespace e2etest

e Version 2018.4.1.3 or earlier
e Management subsystem

NAME REVISION UPDATED STATUS CHART APP
VERSION NAMESPACE
r3b3275c7£fb 1 Mon Apr 22 09:20:13 2019 DEPLOYED dynamic-gateway-service-1.0.23 1.0
demo-namespace
r7430a60641 1 Mon Apr 22 08:44:57 2019 DEPLOYED apiconnect-2.0.0
demo-namespace
r85ba975aee 1 Mon Apr 22 09:23:06 2019 DEPLOYED apic-portal-2.0.0
demo-namespace
re5c7£54039 1 Mon Apr 22 09:20:32 2019 DEPLOYED apic-analytics-2.0.0
demo-namespace
rf£99c951215 1 Mon Apr 22 08:44:45 2019 DEPLOYED cassandra-operator-1.0.0 1.0.1
demo-namespace
In the previous example, the release types are as follows:
Value in NAME column Release type
r7430a60641 and r£99c951215 | Management
r85ba975aee Portal
re5c7£54039 Analytics
If any release is not DEPLOYED, open a ticket with IBM Support, to obtain assistance with troubleshooting the release.
. Check that the deployed charts are the correct version.
This check needs to be performed on only one node. See the previous steps to determine the Helm release name(s) for the subsystem type.
e Version 2018.4.1.4 or later
Run the command helm get [release-name] | grep
productVersion | head
-1
# helm get values apiconnect | grep productVersion | head -1
productVersion: 2018.4.1.4
If the previous command returns productVersion: "",the deployed charts are for a version prior to 2018.4.1.4. See the following instructions.

¢ Runhelm get apiconnect | grep apiconnect/apim[:] | head -1.Compare output to the following table to determine chart

productVersion:

Image output Chart productVersion
image: "apiconnect/apim:2018.4.1-223-5e98505"|2018.4.1.0

image: "apiconnect/apim:2018.4.1-267-7151665"|2018.4.1.1

image: "apiconnect/apim:2018.4.1-339-0d1c113"(2018.4.1.2

image: "apiconnect/apim:2018.4.1-391-e1df735"|2018.4.1.3

¢ Runhelm get cassandra-operator | grep apiconnect/cassandra-operator[:] | head
-1. Compare output to the following table to determine chart productVersion.

Image output

Chart
productVersion

image: "image:
"apiconnect/cassandra-operator:2018-10-27-11-34-27-
b30560eb3775c558£8438abb8e084ed97ca8a34£f"

2018.4.1.0

image: "image:
"apiconnect/cassandra-operator:2018-11-13-14-39-43-
cac5b0e471£011258£38b92c6959e4c30bc21b08"

2018.4.1.1

image: "image:
"apiconnect/cassandra-operator:2019-01-07-17-52-36-
a571b8b69248e7afd5aac06ca5196ffeb8£d7875"

2018.4.1.2

image: "image:
"apiconnect/cassandra-operator:2019-02-19-01-57-00-
77482ccb867d08277e9985a3a75cb86385720523"

2018.4.1.3

e Portal subsystem
Run helm get apic-portal | grep apiconnect/portal-web[:] | head
-1. Compare output to the following table to determine chart productversion.

Image output Chart productVersion

image: 2018.4.1.0
apiconnect/portal-web:2018.4.1-385444eb87824c93e42c85412a£8088eac8c7bb9-335

image: 2018.4.1.1
apiconnect/portal-web:2018.4.1-ea%a86af8cf6£9e241£f29f%9a7ad860991e017d29-514

image: 2018.4.1.2
apiconnect/portal-web:2018.4.1-8e3c67alec93f9%eda7411286b75el19becaab0£fb0-773
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Image output Chart productVersion

image: 2018.4.1.3
apiconnect/portal-web:2018.4.1-31b0250446£d1660cc4622£44b7£8317391c536d-948

e Analytics subsystem
Run helm get apic-analytics | grep apiconnect/analytics-client[:]
| head -1.Compare output to the following table to determine chart productversion:

Chart
productVersion

image: 2018.4.1.0
"apiconnect/analytics-client:2018-10-18-17-32-08-
ba640482b2659c37905271d6a318fa0fc902aebd"

image: 2018.4.1.1

"apiconnect/analytics-client:2018-11-21-11-19-56-
ba640482b2659c37905271d6a318fa0fc902aebd"

image: 2018.4.1.2

"apiconnect/analytics-client:2019-01-07-15-16-59-
9£f8clb7bb4a8£9a0bf9529babl66£752821b62e4"

image: 2018.4.1.3

"apiconnect/analytics-client:2019-02-12-12-52-40-
700d61£fblc2£f£f2c9860d6d75£1620fbceeab4d6"”

3. Review the results of the previous step, and ensure that the product version matches the apicup version and the appliance version.
If the chart version is wrong it is likely that either the wrong version of Install Assist was used for apicup subsys install, oranold --plan-dir was passed to
the install command. Verify the correct version of apicup is being used and try to re-install by using apicup subsy install.Itis safe to run the command
multiple times.

Image output

4. Use kubectl to check the deployments and validate that the number of deployments matches for DESIRED, CURRENT, and AVAILABLE.
If the numbers don't match, it is possible that one of the pods is still starting, or is having problems. Another possibility is that Kubernetes encountered problems
trying to scale down an old replica set. Check for replica-sets that are for the same deployment and have a number count greater than 0 for DESIRED. Note that the
replica-sets for a deployment start with the same name.

You can use kubectl get rsto tryto determine why the replica-set is not scaling down. For example, the following output shows a cluster in a non-healthy state.

# kubectl get deployments
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
3

apiconnect-a7s-proxy 3 3 1 2h
apiconnect-apim-v2 3 3 3 3 2h
apiconnect-client-dl-srv 2 3 2 1 2h
apiconnect-juhu 3 4 2 2 2h
apiconnect-ldap 3 4 2 2 2h
apiconnect-lur-v2 3 4 2 2 2h
apiconnect-ui 2 3 2 1 2h
cassandra-operator-cassandra-operator 1 1 1 1 2h
# kubectl get rs

NAME DESIRED CURRENT READY AGE
apiconnect-a7s-proxy-56c9£975c 1 9m
apiconnect-apim-v2-55d77d£f£65 3 3 3 2h
apiconnect-client-dl-srv-56c£d98dd5 2 2 0 9m
apiconnect-client-dl-srv-6bc7d48477 1 1 1 2h
apiconnect-juhu-744db85f 2 2 0 9m
apiconnect-juhu-744£9cbc89 2 2 2 2h
apiconnect-ldap-6c855d4b 2 2 2 2h
apiconnect-ldap-d599cb954 2 2 0 9m
apiconnect-lur-v2-79556d69c 2 2 0 9m
apiconnect-lur-v2-7£97c7b8b5 2 2 2 2h
apiconnect-ui-69c8df£97 2 2 0 9m
apiconnect-ui-84c97657c5 1 1 1 2h
cassandra-operator-cassandra-operator-7c88b6b889 1 1 1 2h

o

. Check that the StatefulSets are fulfilled.
For each subsystem run kubectl get sts -n <name-space>and ensure that for each entry, the numerical values match for DESIRED, CURRENT, and READY.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Obtaining simple health check data of Developer Portal sites by using a REST API call

Call a simple health check API from your external load balancer to dynamically determine whether a specific Developer Portal site in a cluster is working. This API call can
be used by a load balancer to help determine where to route traffic.

About this task

You can use the site health REST API to determine whether a particular Developer Portal site is running. The site health API returns the current system time of the site if
both the database and web server are running. This API is fast and puts no load on the system, so it is ideal for use with load balancers to help them determine where to
route traffic.

Procedure

To call the site health REST API, append /health to the end of your Developer Portal site URL in your web browser, as follows:
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site url/health

Where site urlis the URL of the Developer Portal site that you want to check.
If both the database and web server of the site are running, the web browser returns the current system time. For example:

1511367695

If either the database or the web server of the site is not running, the web browser returns an error that the site can't be reached.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Gathering logs for a Kubernetes environment

The generate_postmortem. sh script gathers all logs for troubleshooting and diagnostics.

Before you begin

Review the log rotation recommendations in Requirements for deploying IBM API Connect into a Kubernetes environment.

About this task

When contacting IBM Support, several logs are required to assist in troubleshooting or diagnostics. The generate_postmortem. sh script gathers all the required logs
using a single shell script. The generate_postmortem. sh script must be executed from the apicup project directory. You can download the script directly to the apicup

project directory or set the environment variable APICUP_PROJECT_PATH by entering the following command:export
APICUP_PROJECT_ PATH="/path/to/directory"

Note: This article refers to third-party software and documentation that IBM does not control. As such, the software may change and this information may become
outdated.

Procedure

[

Install the kubectl command line interface for Kubernetes, if it is not already installed.
. Configure kubectl to the Kubernetes cluster by entering the following commands:

N

rm -fr $HOME/.kube
mkdir -p $HOME/.kube
scp root@{kubernetes_master host}:/etc/kubernetes/admin.conf $HOME/.kube/config

w

Install the correct version of helm and connect it to the Kubernetes cluster.
rm -fr $HOME/.helm

curl -s https://raw.githubusercontent.com/helm/helm/master/scripts/get | bash -s -- --version v2.8.2
helm init --client-only

4. Download the generate_postmortem. sh script. It will be downloaded to the apicup project directory. Enter the following command:

curl -o generate postmortem.sh https://raw.githubusercontent.com/ibm-apiconnect/v2018-
postmortem/master/generate_postmortem.sh

o

. Add execute permissions to the generate_postmortem. sh script. Enter the following command:

chmod +x generate_postmortem.sh

o

. Run the postmortem tool from the apicup project directory. Change directories to the apicup project directory, or set the environment variable
APICUP_PROJECT_PATH. Enter the following command:

./generate_postmortem.sh

~

(Optional) Currently, log generation is supported for Gateway and Portal subsystems. Specify either gateway or portal, or all subsystems. Enter the following
arguments:

All (generates logs for both Portal and Gateway subsystems): ./generate postmortem.sh --diagnostic-all
Gateway: ./generate_postmortem.sh --diagnostic-gateway
Portal: ./generate_postmortem.sh --diagnostic-portal

8. (Optional) If there are errors when running the generate_postmortem. sh script, enter the following command:
./generate_postmortem.sh --debug &>debug.log

Note:
o Offboarding the logs to an external server is the recommended best practice for long term storage of log data.
o If the logs do not cover far enough back in time, or conversely if they are too large, adjust the log retention size. For further information,
see:https://docs.docker.com/config/containers/logging/json-file/.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Changing

logging levels

You can enable logging for entry and exit trace and for large payloads for apim-v2 pods.

About this

task

For apim-v2 pods in Version 2018.4.1.9 or later, the default logging settings do not include entry and exit trace and logging of large payloads.

Logging of large payloads is typically needed if you are logging apim: webhookPayload or other processes that log large variables.

You can also set the debug level without needing to restart the pods.

You can enable the settings through either the APIM deployment YAML file, the toolkit, or the REST APIs. Note, you must use the toolkit or REST API to set the debug level
without restarting the pods.

Procedure

e Updating the settings in the APIM deployment YAML file

Note:

o

o

This action causes a pod restart.
The DEBUG variable works the same as prior releases.

- env:
- name: DEBUG
value: audit,bhendi:error,bhendi:probe,bhendi:flags,bhendi:audit,bhendi:webhookAudit,bhendi:cassandra-
transactions,apim:server,apim:error,apim:routes:*,apim: routesc:*,apim:oidc,apim:oidc:*,apim:webhook:audit,apim: taskma
nager:info

To enable entry and exit trace, add trace: * to the start of the debug string:

- env:
- name: DEBUG
value: trace:*,audit,bhendi:error,bhendi:probe,bhendi:flags,bhendi:audit,bhendi:webhookAudit,bhendi:cassandra-
transactions,apim:server,apim:error,apim:routes:*,apim: routesc:*,apim:oidc,apim:oidc:*,apim:webhook:audit,apim: taskma
nager:info

To enable large object logging:
- env:

- name: VELOX_LOG_FULL_PAYLOAD
value: "true"

e Updating the settings by using the toolkit

Note:

This action does not cause a pod restart. Also, this action is for a single APIM pod environment only.

apic log-spec:get
apic log-spec:update LOG_SPEC_FILE

Where the spec file contains:

{"specification": "apim:routes:log_spec,audit,bhendi:error,apim:server,apim:error", "large objects": true}

e Updating the settings by using the REST APIL

Note:

GET
PUT

This action does not cause a pod restart. Also, this action is for a single APIM pod environment only.

/cloud/api/log-spec
/cloud/api/log-spec

For example, to set debug level and large objects logging:

curl -k https://172.16.140.212:3003/api/cloud/log-spec -X PUT -H "Authorization: Bearer $BEARER"

-H "Accept: application/json" -d '{"specification":

"apim:routes:log_spec,audit,bhendi:error,apim:server,apim:error", "large_objects": true}'

-H "Content-Type: application/json"

The command responds with:

{

172.
}

Note:

"specification": "apim:routes:log_spec,audit,bhendi:error,apim:server,apim:error",

"large_objects": true,

"message": "Successfully changed the log specification on all apim-v2 pods. Success on IP(s): 172.16.140.212,
16.140.213"

The response might include the following warning, which can be ignored:

WARNING: Could not change the log specification on all apim-v2 pods. Success on IP(s): 4.5.6.7 Failed on IP(s): 1.2.3.4

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

130 IBM API Connect 2018.x


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5

Disabling the Analytics subsystem on Kubernetes

During maintenance of an API Connect cluster, you can shut down the Analytics subsystem by disabling the client, ingestion, and storage microservices so that those
processes are not running and there is no way to reach them.

About this task

Disabling the Analytics subsystem stops the collection and storage of data as well as making the subsystem unavailable. When you disable Analytics, there will be no data
in either the API Manager Dashboards or third-party offloads.

Procedure

1. Back up your Analytics data as explained in Backing up and restoring the analytics database.

2. Disable shard allocation for storage.
Disabling shard allocation is optional, but is recommended because it prevents new shards from being created for replication when a node is unavailable, and helps
avoid corruption issues in full system restarts. Disable shard allocation for storage by running the following command:

kubectl -n namespace exec -it storage-master|shared pod -- curl_es _cluster/settings -XPUT -d '{"persistent":
{"cluster.routing.allocation.enable":"none"}}"'

where:
* namespace is the namespace where the Analytics subsystem is installed.
® storage-master|shared podis the name of any storage-master or storage-shared pod. You can get the name of your storage pods by running the
following command and substituting in the namespace where Analytics is installed:

kubectl -n namespace get po
When you disable shard allocation, the response looks like the following example:

{"acknowledged":true, "persistent":{"cluster":{"routing":{"allocation":{"enable":"none"}}}},"transient":{}}

3. Unassociate the Analytics service from all gateway services.

Q

a. In Cloud Manager, click = Topology.
b. In the section for the Availability Zone that contains the Analytics service, locate the Gateway service that the Analytics service is associated with.
c. Click  and select Unassociate analytics service.
All analytics collection will be disabled and there will be no data in either the API Manager Dashboards or third-party offloads. For more information, see
Associating an analytics service with a gateway service.

4. Unregister the Analytics service from Cloud Manager:

Q

a. In Cloud Manager, click ==  Topology.
b. In the section for the Availability Zone that contains the Analytics service, locate the Analytics service and click Delete.
For more information, see Registering an analytics service.

o

. Perform a synced flush of storage.
Flushing the storage is optional, but is recommended because it helps to avoid losing the data that was not yet written to disk. This step flushes all current index
operations synchronously and attempts to write everything that is in flux to disk. Perform a synced flush of storage by running the following command:

kubectl -n namespace exec -it storage-master|shared pod -- curl_es _flush/synced -XPOST

When you flush storage, the response looks like the following example:

{"_shards":{"total":33,"successful":13,"failed":0}," .export-status":{"total":1,"successful":1,"failed":0},".apic-config":
{"total":1,"successful":1,"failed":0},".kibana-6":{"total":1,"successful":1,"failed":0},"apic-api-2020.06.19-000002":
{"total":15,"successful":5,"failed":0},"apic-api-2020.06.18-1":{"total":15, "successful":5,"failed":0}}

The operation often fails, and it is safe to rerun it multiple times until it passes and there are all "failed" counts are zero. If it continues to fail after running multiple
attempts over the span of a couple minutes, you can proceed to the next step.

o

. Run the following two commands to configure analytics for ingestion-only:
$ apicup subsys set <analytics-subsystem-name> ingestion-only=true
$ apicup subsys install <analytics-subsystem-name>

7. Scale the analytics-ingestion deployment down to O replicas by completing the following steps.
a. Get a list of all deployments so that you can find the name of the analytics-ingestion deployment:

$ kubectl get deployments -n <namespace>
b. Scale the analytics-ingestion deployment down to O replicas:

$ kubectl scale deployment/<analytics-ingestion-deployment-name> --replicas=0 -n <namespace>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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VMware

Use the instructions in this section to install, upgrade, and maintain API Connect on VMware.

Use these instructions to install or upgrade a deployment of API Connect on VMware.
¢ Maintaining a VMware deployment
You can use utilities to complete maintenance tasks such as backup, restore, and certificate management in a VMware environment.

¢ Installing and upgrading on VMware

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing and upgrading on VMware

Use these instructions to install or upgrade a deployment of API Connect on VMware.

e IBM API Connect Version 2018 software product compatibility requirements
Ensure that you install the minimum API Connect operating system requirements. Use the IBM® Software Product Compatibility Reports site to generate a
requirements report appropriate for your API Connect version and environment.
¢ Estimating internal storage space for Analytics
If you plan to store data locally in your IBM API Connect Analytics deployment, estimate disk space requirements.
o Working with certificates
Use the certs command included in the APICUP installer to set and manage certificates for each subsystem. Default certificates are automatically applied, but
defaults can be overridden by user-supplied custom certificates.
e Tips and tricks for using APICUP
The APICUP installer in Install Assist contains built-in time saving functions.
¢ Deploying to a VMware environment
The Install Assist tool provides a simplified installation for the OVA files into a VSphere environment.
e Upgrading in a VMware environment
You can upgrade an existing deployment of API Connect on VMware to a newer version while retaining your data.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

IBM API Connect Version 2018 software product compatibility requirements

Ensure that you install the minimum API Connect operating system requirements. Use the IBM® Software Product Compatibility Reports site to generate a requirements
report appropriate for your API Connect version and environment.

To generate an API Connect requirements report, complete the following steps:

1. Open the Detailed system requirements for a specific product page on the IBM Software Product Compatibility Reports site.
2. Search for the IBM API Connect product.

3. In the Search results list, select IBM API Connect.

4. From the Version list, select the required version.

5. Use the Filters to refine the contents of the requirements report.

6. Click Submit to generate your requirements report.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Estimating internal storage space for Analytics

If you plan to store data locally in your IBM® API Connect Analytics deployment, estimate disk space requirements.

This information applies only to Analytics deployments where the ingestion-only option is set to false (the default setting). The formula and guidelines are based on known
information about how the Analytics service stores data, and cannot be directly applied to any other storage system.

Use the following guidelines to calculate a rough estimate of the amount disk space you need for storing stateful data in the API Connect Analytics microservices.

Data storage: calculate how much data you want to store
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This section applies if you have chosen a topology that uses the analytics-storage-data or analytics-storage-basic microservices.
The amount of disk space needed for storing analytics data is determined by the following factors:

Number of copies of the analytics data
Each copy of the analytics data must live on a separate node. The number of nodes in your deployment determines the number of copies of analytics data that is
stored in your deployment. With the Production deployment profile, analytics data is replicated to three nodes (two replicas and one primary copy of the data) for
storage. In the Nonproduction profile, you only need to store one copy of the data.
Number of copies of data:

Copies of data = [1 | 3]

Number of days that data is retained
By default, analytics data is retained for 90 days, but you can modify the retention setting as needed. Make sure you know how long you want to store the data
before attempting to calculate required disk space.
Number of days that data is retained:

Data retention = [90 days | preferred length]

Amount of each type of data stored
The required storage space for each type of logging is highly dependent on your APIs and usage. For each API, you can configure logging for the API activity, header,
and payload. You can also customize the data to add, redact, or remove fields, which also impacts the amount of data that you store.
To estimate storage needs, calculate the average size of each type of log. When calculating your estimates, remember that the header logging size is the sum of
activity logging size and the average size of your headers. The payload logging size is the sum of the header logging size and the average size of your payloads.
Typically the average size of an activity logged event is 600-1000 bytes depending on the uniqueness and complexity of your analytics data. This number is highly
dependent on your APIs and your implementations. For a rough estimate, you can use an average of 800 bytes per activity logged event.

If you choose to add fields, calculate the average size of the new fields as well, and add that number to all types of log policies. If you choose to remove fields, you
should not subtract this size from the log policies unless you are also removing headers and/or payloads.

Amount of each type of data that is stored:

Activity log bytes per call = [600-1000 bytes]
Header log bytes per call = Activity log bytes per call + Average size of headers
Payload log bytes per call = Header log bytes per call + Average size of payloads

Percentage of each type of data
Estimate the percentage of each type of log (activity, header, payload) for all API calls.
If you follow best practices of using only activity logging for production environments and using only payload logging for test environments, this number is easy to
determine. If you use different log policies per API, and they depend on "success" or "error" factors, the percentage is more difficult to determine. Typically, if you
do not use an all-or-nothing method for logging, error rates range from 3% to 25% with subsequent payload logging in test and production environments. However,
this is entirely dependent on your use case and your APIs.

Percentage of each type of data that is stored:

% of Activity log = [0, 100 or other estimate]
% of Header log = [0, 100 or other estimate]

% of Payload log = [0, 100 or other estimate]

Estimated number of API calls per month
When planning your API Connect deployment, this number is helpful. When estimating analytics storage, this number is vital because it is directly correlated to how
much storage you need for your deployment.
If you do not know the number of calls per month, but you do know the number of calls per second, use the following formula to convert it to calls per month:

Calls per month = Calls per second * 86400 seconds per day * 30 days per month
Number of API calls per month:

Calls per month = [any estimate]

Calculating your disk space requirement

Estimate the disk space requirement for each storage node by completing following calculations.
Formula

Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) + (% of
Payload Log * Payload Log bytes per call)

Calls per retention period = Calls per month * (Number of days retained / 30 days per month)

Storage for API calls = Calls per retention period * Bytes per call * Copies of data

Total storage = Storage for API calls + Overhead

Storage per node = Total storage / Nodes

Details

1. Bytes per call:
Estimate the number of bytes that are logged for a single copy of each API call. This can be calculated from the prerequisites of the percentage of each data
type and the amount of each data type stored.

Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) +
(% of Payload Log * Payload Log bytes per call)

2. Calls per retention period:
Calculate the anticipated number of API calls per retention period. This can be calculated from the prerequisites of the estimated calls per month and your
desired data retention.

Calls per retention period = Calls per month * (Number of days retained / 30 days per month)
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3. Storage for API Calls:
Calculate the storage needed for all copies of your api calls for your retention period. This can be calculated from steps 1 and 2, as well as the prerequisite of
your total copies of your data.

Storage for API calls = Calls per retention period * Bytes per call * Copies of data

4. Total Storage:
Calculate the total storage you need by adding buffer space to the value from step 3. The Analytics service requires the some overhead space to complete its
operations; for example, to contain system data and temporary debug header or payload logging. In addition, allowing extra space provides a buffer in case
you underestimated the number of calls, or experience an unexpected increase.

There is no specific value for the buffer because it's based on your own situation. One approach is to use a value that brings the Storage for API calls result
from step 3 up to the next round number. Make sure the rounding leaves you with a comfortable amount of additional space. For example, if the result from
step 3 is 380 GB, then adding 20 GB to reach 400 GB is probably not sufficient and you should consider rounding to the a larger value such as 500 GB.

Total storage = Storage for API calls + Buffer

5. Storage per node:
Calculate the total storage amount required per storage node. The number of storage nodes is dependent on your deployment profile. For the development
profile, use 1. For the production profile, it defaults to 3. If you manually scaled the analytics-storage-data or analytics-storage-basic microservices to be
greater than 3, use your actual values.

Storage per node = Total storage / Nodes

Remember: This result is only an estimate. You should monitor the use of space over time and adjust storage as needed.
Example
Deployment information:

Copies of data 3

Data retention = 90 days

Activity log bytes per call = 850 bytes
Header log bytes per call = 15k bytes
Payload log bytes per call = 30.5k bytes
% of Activity log = 100%

% of Header log = 0%

% of Payload log = 0%

Calls per month = 64 million

Formula:

Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) + (% of
Payload Log * Payload Log bytes per call)

Calls per retention period = Calls per month * (Number of days retained / 30 days per month)

Storage for API calls = Calls per retention period * Bytes per call * Copies of data

Total storage = Storage for API calls + Overhead

Storage per node = Total storage / Nodes

Details:

1. Bytes per call = 850 bytes
(100% of Activity Log * 850 bytes) + (0% of Header Log * 15k bytes) + (0% of Payload Log * 30.5 bytes)
2. Calls per retention period = 192 million calls

64 million calls per month * (90 days retained / 30 days per month)

w

Storage for API calls = 489.6 GB

192 million calls per period * 850 bytes per call * 3 copies of data

b

Total storage = 600 GB

489.6GB storage + Buffer

Since rounding to 500 GB only provides 10.4 GB of extra space, it's good practice to round to 600 GB instead.

o

Storage per node = 200 GB

600GB Total storage / 3 nodes

In this example, the estimated disk needed on each node for analytics-storage-data and analytics-storage-basic microservices is 200GB.

Master storage: estimate disk space needs

This section applies if you are planning a topology with the analytics-storage-master microservice enabled.

For the analytics-storage-master microservice, estimating the amount of disk space you need is much easier. For a production environment, set this value to 10GB. For a
development environment, you can optionally reduce the value to 5GB.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Working with certificates
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Use the certs command included in the APICUP installer to set and manage certificates for each subsystem. Default certificates are automatically applied, but defaults
can be overridden by user-supplied custom certificates.

About this task

Note: Use a single APICUP project for all subsystems, even those in a different cluster. Multiple projects will result in multiple certificate chains which will not match.

Certificate management: Read This First

Requirements and best practices for managing API Connect certificates.

Setting and managing certificates

Default certificates are automatically applied, but defaults can be overridden by custom certificates.

Reference for certificates, commands, and validations

This section contains the reference information for certificates, commands for working with certificates, and validations.

Note: IBM API Connect 2018.x was EOS after 30 April 2023. See support policy for details.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Certificate management: Read This First

Requirements and best practices for managing API Connect certificates.

Important: Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.
For management purposes, API Connect certificates can be grouped by type (default, custom, and common) and by usage (public, public and user-facing, and internal).
Understand each type and usage before you change any certificates.

e Adefault certificate is a private certificate that is uniquely generated by the installer for the current project directory, and will pass validation. Default certificates
are automatically generated for each subsystem by the apicup subsys install command, unless the certificates were explicitly set by using the apicup
certs set command. Note that the default certificates are self-signed, so they might not provide a level of trust suitable for external communication.

e For optimal trust levels, we recommend that you explicitly set all public and user-facing certificates by creating custom certificates.

e Some certificates are common across subsystems. Subsystems require the common certificates to allow them to register with the management subsystem. When
installing any one subsystem, the common certificates are set for that subsystem and for all the other subsystems. If you use custom certificates for the common
certificates, the custom certificates must be set prior to setting any other custom certificates.

¢ We do not recommend the explicit setting of internal certificates. The changing of internal certificates creates a risk of incompatibility with other internal
certificates.

To review the usage (public, public and user-facing, or internal) of each certificate, see the following Certificate management best practice table.

Table 1. Certificate management best practice

Certificate Certificate name Best practice management
usage
Public ® apic-gw-service-ingress For optimal trust levels, set these explicitly.
If certificates are not explicitly set by using the apicup certs set command, then default self-signed
certificates are automatically generated by apicup subsys install. Typically you usually want to
customize them, to ensure a level of trust suitable for external communication.
Public and User- e platform-api, api-manager-ui, For optimal trust levels, set these explicitly.
facing cloud-admin-ui Recommended to be explicitly set as custom certificates because they are presented to an end user through
e consumer-api a browser or Command Line Interface (CLI).
e portal-www-ingress
Internal e root-ca, ingress-ca Do not change. Accept the default certificates. It is possible to change these certificates (except ingress-ca)
e mgmt-db-ca, mgmt-ca, service- | but is strongly discouraged because you risk creating incompatibilities that can block internal
server, service-client, db-server, | communications.
db-client, service-plugin Each intermediate cert (mgmt-db-ca, mgmt-ca, portal-ca, portal-db-ca, analytics-ca, gw-ca), is used to
e portal-admin-ingress, portal- generate other internal certs. If, for example, you change an intermediate cert, the certs generated from it
client, portal-ca, portal-db-ca, might not work with internal certs generated from other intermediate certs.
service-server, service-client,
apim-client Note that ingress-ca is auto-generated and cannot be set using the apicup certs set command.
e analytics-client-ingress,
analytics-ingestion-ingress,
analytics-ingestion-client,
analytics-client-client
e analytics-ca, service-server,
service-client
* gw-ca, gateway-peering
For VMware appliance deployments
only: k8s-ca, appliance-client
See also:

e Setting and managing certificates
e Reference for certificates, commands, and validations.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Setting and managing certificates

Default certificates are automatically applied, but defaults can be overridden by custom certificates.

e Setting default certificates

Default certificates are automatically generated by APICUP when the subsystem is installed.
* Setting custom certificates

Use the APICUP installer certs commands to set custom certificates.
¢ Replacing custom certificates

Use the APICUP installer certs commands to replace existing certificates.
* Setting common certificates

Common certificates are set for one subsystem, but are applied to all subsystems. Use the APICUP installer certs commands to set the common certificates.
e Setting the encryption-secret for the management database

Use the APICUP installer certs commands to set the encryption-secret for the management database.
o Clearing certificates

Certificates can be cleared in order to set new certificates.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting default certificates

Default certificates are automatically generated by APICUP when the subsystem is installed.

About this task

Important:

e Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.

e Toview a list of public, public user-facing, and internal certificates, see Certificate management: Read This First. For details on each certificate, see Certificate
reference.

e Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Requirements for
upgrading on VMware.

Default certificates are generated for each subsystem by the apicup subsys

install command. If certificates are not explicitly set by using the apicup certs

set command, then default certificates are automatically generated by APICUP. The default certificates are self-signed, so they might not provide a level of trust suitable
for external communication.

Procedure

1. Enter the settings for the subsystem by using apicup subsys set <SUBSYS> and validate the subsystem settings by using apicup subsys get <SUBSYS>
--validate. The subsystem must pass validation before setting the certificates.
Install the subsystem by using the apicup subsys install command.
. The default certificates are created for the subsystem. A default certificate is a private certificate that is uniquely generated by the installer for this project directory,
they are self-signed and always pass validation.
4. List all certificates that are set for a subsystem by using the apicup certs list
command.

AEN

apicup certs list -help
List all configured certificates

Usage:
apicup certs list SUBSYS [flags]

Flags:
-h, --help help for list

Global Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging

Following is example output from the apicup certs listcommand:

Common certificates

Name Summary Validation errors

analytics-client-client CN: analytics-client-client
SubjectKeyId: A2:0F:4E:19:FF:72:EE:AE:02:79:4F:7F:A5:DB:A5:D2
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analytics-ingestion-client

ingress-ca

mgmt-db-ca

portal-client

root-ca

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F

CN: analytics-ingestion-client

SubjectKeyId: DE:63:AC:EC:13:E6:33:02:EA:47:92:BF:0D:DA:4F:9B
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F

CN: ingress-ca

SubjectKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7

CN: mgmt-db-ca

SubjectKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7

CN: portal-client

SubjectKeyId: FC:8A:06:09:DE:48:13:5B:07:75:C3:DC:3A:2C:95:9D
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F

CN: root-ca

SubjectKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7

AuthorityKeyId:

Subsystem mgmt_ subsys certificates

Name

api-manager-ui

cloud-admin-ui

consumer-api

db-client

db-server

encryption-secret
mgmt-ca

migration-client

platform-api

service-client

service-plugin

service-server

CN: api-manager-ui

SubjectKeyId: F7:96:78:02:BE:01:83:C4:DF:42:A9:87:94:AB:1D:35
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: cloud-admin-ui

SubjectKeyId: AC:13:32:C2:6D:7B:46:6D:67:B5:41:6E:92:42:D3:4C
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: consumer-api

SubjectKeyId: DE:84:86:40:4F:1E:30:A6:16:0E:CD:5B:8E:0C:1A:46
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: db-client

SubjectKeyId: 8B:77:9B:F9:DD:26:0E:49:7E:E0:7A:81:76:CD:7F:88
AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
CN: db-server

SubjectKeyId: 13:E0:7E:D5:D4:03:6F:9C:10:02:9D:09:59:37:9D:AC
AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
A9:F3:28:0E:1E:AA:D9:5E:86:02:A4:95:69:83:94:30

CN: mgmt-ca

SubjectKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
CN: migration-client

SubjectKeyId: 51:21:E0:E1:A8:1E:F7:C6:F2:1E:EC:6C:F5:45:A8:66
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
CN: platform-api

SubjectKeyId: AC:EF:88:78:01:A1:4D:8E:95:95:7D:3E:C5:43:F9:48
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: service-client

SubjectKeyId: AA:8E:08:FC:8B:84:76:D2:B3:88:15:54:0D:F2:54:76
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
CN: service-plugin

SubjectKeyId: D3:89:FE:A0:8C:8B:AF:08:4F:18:F2:A6:39:CF:F3:73
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
CN: service-server

SubjectKeyId: 6B:CD:BC:99:34:AF:50:D2:95:BF:0C:FD:82:94:E4:D7
AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Validation errors

Setting custom certificates

Use the APICUP installer certs commands to set custom certificates.

About this task

Important:

The APICUP installer can be used to set certificates for each subsystem during installation. If certificates are not explicitly set by using the apicup certs set
command, then default certificates are generated by APICUP. The default certificates are self-signed, so they might not provide a level of trust suitable for external

Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.
To view a list of public, public user-facing, and internal certificates, see Certificate management: Read This First. For details on each certificate, see Certificate

reference.

Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Requirements for

upgrading on VMware.

communication.

Requirements for custom certificates:

e Extended Key Usage (EKU), either serverAuth or clientAuth depending upon the type of certificate. Certificates of type Server must have an Extended Key

Usage with serverAuth purpose. Certificates of type Client must have an Extended Key Usage with clientAuth purpose.
e Subject Alternative Name (SAN) for the required hosts
e Any custom common certificates that are being used must be set prior to setting any custom certificates for a subsystem.
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See Certificate reference to view the list of common certificates and to determine whether an EKU is needed for a certificate and which type of EKU (serverAuth or
clientAuth).

Precedence order for TLS certificates for Management endpoints:
The Management subsystem has four public endpoints: api-manager-ui, cloud-admin-ui, platform-api, and consumer-api. Distinct TLS certificates can be set for
each endpoint. However, if any two endpoints identical, only one TLS certificate will be effective. The order of precedence is: api-manager-ui, cloud-admin-ui,
platform-api, consumer-api.

Following are examples for how precedence is determined for TLS certificates for endpoints:

e If all four endpoints are distinct, then all four TLS certificates will be effective for their respective endpoints.

o If all four endpoints are identical, then only the api-manager-ui TLS certificate will be effective for all endpoints, as it is first in the precedence order.

e If the api-manager-ui, cloud-admin-ui, and platform-api endpoints are the same, and consumer-api is a different endpoint, then the api-manager-ui TLS
certificate will be effective for the api-manager-ui/cloud-admin-ui/platform-api endpoints, while the consumer-api TLS certificate will be effective for the
consumer-api endpoint

Note: Once API Connect has been installed (meaning that the apicup subsys install

suBsSYS command has been executed) with a given set of certificates, only the certificates for the public ingress endpoints (portal-www, api-manager-ui, cloud-
admin-ui, platform-api, consumer-api) can be modified. The TLS certificates involved in mutual authentication (portal-admin-ingress, portal-client, analytics-
ingestion-ingress, analytics-ingestion-client, analytics-client-ingress, and analytics-client-client) cannot be modified after the install command has been executed.

Procedure

1. Set up and validate the subsystem. Enter the settings for the subsystem using apicup subsys set <SUBSYS>and validate the subsystem settings using
apicup subsys get <SUBSYS> --validate. The subsystem must pass validation before setting the certificates.

Generate the custom certificate with the appropriate EKU and SAN. You will need to obtain the private key, public certificate, and CA certificates in non-password-
protected PEM format for the custom certificate. Following is an example for how to generate a certificate (platform-api-example) with an EKU serverAuth and SAN
using openssl:

N

openssl x509 -req -days 360 -in platform-api-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
platform-api-cert -sha256

-extfile <(cat /etc/ssl/openssl.cnf <(printf

"\n[SAN] \nsubjectAltName=DNS: fqdn.myserver.com\nextendedKeyUsage=serverAuth"))

-extensions SAN

where
e DNS:£fqgdn.myserver.comis the fully qualified domain name of the endpoint the certificate applies to. This matches the endpoints entered in the APICUP
installer. See Deploying the Management subsystem in a VMware environment
e platform-api-example.csr is the file name for the certificate signing request
Following is an example for how to generate a certificate (portal-client) with an EKU clientAuth and SAN using openssl:

openssl x509 -req -days 360 -in portal-client-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
portal-client-cert

-sha256 -extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nkeyUsage=critical,

digitalSignature, keyEncipherment\nextendedKeyUsage = clientAuth\nbasicConstraints=critical,
CA:FALSE\nsubjectKeyIdentifier=hash\n")) -extensions SAN

3. Once the certificate has been created, set the certificate by entering the following command:
apicup certs set SUBSYS CERT NAME [CERT_FILE KEY FILE CA_FILE]

If the certificate is signed by an intermediate CA, the CA_File argument must point to a file that concatenates the intermediate CA, followed by the root CA, in that
order.

You can find definitions for commands at the following location: Command reference

If the certificate was generated with an EKU serverAuth, it must be assigned to a server certificate. If the certificate was generated with an EKU clientAuth, it must
be assigned to a client certificate.

b

Repeat for additional custom certificates.

After setting the custom certificates, you can optionally generate the remaining default certificates prior to installation by entering the apicup certs generate
command. The generate command generates any certificates that have not been set, so it will create default certificates for all remaining certificates. It will not
overwrite any custom certificates you have set. You can review the certificates prior to installation.

List all certificates with apicup certs list SUBSYS. The results will include the generated default certificates and the custom certificates that you set.
Following is example output from the apicup certs

list command:

o

o

Common certificates

Name Summary Validation errors
analytics-client-client CN: analytics-client-client

SubjectKeyId: A2:0F:4E:19:FF:72:EE:AE:02:79:4F:7F:A5:DB:A5:D2

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
analytics-ingestion-client CN: analytics-ingestion-client

SubjectKeyId: DE:63:AC:EC:13:E6:33:02:EA:47:92:BF:0D:DA:4F:9B

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
ingress-ca CN: ingress-ca

SubjectKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
mgmt-db-ca CN: mgmt-db-ca

SubjectKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
portal-client CN: portal-client

SubjectKeyId: FC:8A:06:09:DE:48:13:5B:07:75:C3:DC:3A:2C:95:9D

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
root-ca CN: root-ca

SubjectKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
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AuthorityKeyId:

Subsystem mgmt_subsys certificates

Name Summary Validation errors
api-manager-ui CN: api-manager-ui

SubjectKeyId: F7:96:78:02:BE:01:83:C4:DF:42:A9:87:94:AB:1D:35

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
cloud-admin-ui CN: cloud-admin-ui

SubjectKeyId: AC:13:32:C2:6D:7B:46:6D:67:B5:41:6E:92:42:D3:4C

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
consumer-api CN: consumer-api

SubjectKeyId: DE:84:86:40:4F:1E:30:A6:16:0E:CD:5B:8E:0C:1A:46

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
db-client CN: db-client

SubjectKeyId: 8B:77:9B:F9:DD:26:0E:49:7E:E0:7A:81:76:CD:7F:88

AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
db-server CN: db-server

SubjectKeyId: 13:E0:7E:D5:D4:03:6F:9C:10:02:9D:09:59:37:9D:AC

AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
encryption-secret A9:F3:28:0E:1E:AA:D9:5E:86:02:A4:95:69:83:94:30
mgmt-ca CN: mgmt-ca

SubjectKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
migration-client CN: migration-client

SubjectKeyId: 51:21:E0:E1:A8:1E:F7:C6:F2:1E:EC:6C:F5:45:A8:66

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
platform-api CN: platform-api

SubjectKeyId: AC:EF:88:78:01:A1:4D:8E:95:95:7D:3E:C5:43:F9:48

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
service-client CN: service-client

SubjectKeyId: AA:8E:08:FC:8B:84:76:D2:B3:88:15:54:0D:F2:54:76

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
service-plugin CN: service-plugin

SubjectKeyId: D3:89:FE:A0:8C:8B:AF:08:4F:18:F2:A6:39:CF:F3:73

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
service-server CN: service-server

SubjectKeyId: 6B:CD:BC:99:34:AF:50:D2:95:BF:0C:FD:82:94:E4:D7

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

~

Install the subsystem with the certificates using apicup subsys install

SUBSYS. Any missing certificates will be generated. The installation will not proceed if there are any validation issues with the certificates. See Validation reference.
8. Repeat for other subsystems.

9. If necessary, you can replace custom certificates after installation is complete. See Replacing custom certificates.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Replacing custom certificates

Use the APICUP installer certs commands to replace existing certificates.

About this task

Important:

e Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.

e To view a list of public, public user-facing, and internal certificates, see Certificate management: Read This First. For details on each certificate, see Certificate
reference.

o Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Requirements for
upgrading on VMware.

The APICUP installer can be used to update certificates for each subsystem after installation.
Requirements for custom certificates:

e Extended Key Usage (EKU), either serverAuth or clientAuth depending upon the type of certificate. Certificates of type Server must have an Extended Key
Usage with serverAuth purpose. Certificates of type Client must have an Extended Key Usage with clientAuth purpose.

e Subject Alternative Name (SAN) for the required hosts

e Any custom common certificates that are being used must be set prior to setting any custom certificates for a subsystem.

See Certificate Reference to view the list of common certificates and to determine whether an EKU is needed for a certificate and which type of EKU (serverAuth or
clientAuth).

Precedence order for TLS certificates for Management endpoints:
The Management subsystem has four public endpoints: api-manager-ui, cloud-admin-ui, platform-api, and consumer-api. Distinct TLS certificates can be set for
each endpoint. However, if any two endpoints identical, only one TLS certificate will be effective. The order of precedence is: api-manager-ui, cloud-admin-ui,
platform-api, consumer-api.

Following are examples for how precedence is determined for TLS certificates for endpoints:
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e If all four endpoints are distinct, then all four TLS certificates will be effective for their respective endpoints.

e If all four endpoints are identical, then only the api-manager-ui TLS certificate will be effective for all endpoints, as it is first in the precedence order.

e If the api-manager-ui, cloud-admin-ui, and platform-api endpoints are the same, and consumer-api is a different endpoint, then the api-manager-ui TLS
certificate will be effective for the api-manager-ui/cloud-admin-ui/platform-api endpoints, while the consumer-api TLS certificate will be effective for the
consumer-api endpoint

Procedure

1

N

w

4,

Generate the custom certificate with the appropriate EKU and SAN. You will need to obtain the private key, public certificate, and CA certificates in non-password-
protected PEM format for the custom certificate. Following is an example for how to generate a certificate (platform-api-example) with an EKU serverAuth and SAN
using openssl:

openssl x509 -req -days 360 -in platform-api-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
platform-api-cert -sha256

-extfile <(cat /etc/ssl/openssl.cnf <(printf

"\n[SAN] \nsubjectAltName=DNS: fqdn.myserver.com\nextendedKeyUsage=serverAuth"))

-extensions SAN

where
e DNS:£fgdn.myserver.comis the fully qualified domain name of the endpoint the certificate applies to. This matches the endpoints entered in the APICUP
installer. See Deploying the Management subsystem in a VMware environment.
e platform-api-example.csr is the file name for the certificate signing request
Following is an example for how to generate a certificate (portal-client) with an EKU clientAuth and SAN using openssl:

openssl x509 -req -days 360 -in portal-client-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
portal-client-cert

-sha256 -extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nkeyUsage=critical,

digitalSignature, keyEncipherment\nextendedKeyUsage = clientAuth\nbasicConstraints=critical,
CA:FALSE\nsubjectKeyIdentifier=hash\n")) -extensions SAN

. Once the certificate has been created, set the certificate by entering the following command:

apicup certs set SUBSYS CERT NAME [CERT FILE KEY FILE CA FILE]
You can find definitions for commands at the following location: Command reference

If the certificate was generated with an EKU serverAuth, it must be assigned to a server certificate. If the certificate was generated with an EKU clientAuth, it must
be assigned to a client certificate.

Install the subsystem with the new certificate using apicup subsys

install SUBSYS. Any missing certificates will be generated. The installation will not proceed if there are any validation issues with the certificates.
See Validation reference.

Repeat for other subsystems requiring new certificates.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting common certificates

Common certificates are set for one subsystem, but are applied to all subsystems. Use the APICUP installer certs commands to set the common certificates.

About this task

Important:

Customization of public certificates and public user-facing certificates is recommended. Customization of internal certificates is strongly discouraged.

To view a list of public, public user-facing, and internal certificates, see Certificate management: Read This First. For details on each certificate, see Certificate
reference.

Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Requirements for
upgrading on VMware.

The common certificates are identical across subsystems. Subsystems require the common certificates to allow them to register with the management subsystem. When
installing any one subsystem, the common certificates will be set for that subsystem and for all the other subsystems. If you are using custom certificates for the common
certificates, they must be set prior to setting any custom certificates. See Certificate reference for a description of the common certificates.

Common certificates cannot be changed between subsystem installs. For example, you cannot set a common certificate for the management subsystem, install the
management subsystem, then change a common certificate for the analytics subsystem, then install the analytics subsystem. This scenario will result in a failed
installation because the common certificates are not identical.

Procedure

140

Follow these steps to set custom common certificates. If using default certificates, the common certificates will be set for you. See Setting default certificates.

1.

2.

Set up and validate all subsystems. Enter the settings for the subsystem using apicup subsys set <SUBSYS> and validate the subsystem settings using
apicup subsys get <SUBSYS> --validate. The subsystem must pass validation before setting the certificates.

Generate a custom certificate with the appropriate EKU and SAN. You will need to obtain the private key, public certificate, and CA certificates in non-password-
protected PEM format for the custom certificate. Following is an example for how to generate a certificate (platform-api) with an EKU serverAuth and SAN using
openssl:
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openssl x509 -req -days 360 -in platform-api.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out platform-api
-sha256

-extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nsubjectAltName=DNS:ac-msntest.myserver.com,DNS:ac2-
msntest.myserver.com\nextendedKeyUsage=serverAuth"))

-extensions SAN

Following is an example for how to generate a certificate (portal-client) with an EKU clientAuth and SAN using openssl:

openssl x509 -req -days 360 -in portal-client.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out portal-
client-cert

-sha256 -extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nkeyUsage=critical,

digitalSignature, keyEncipherment\nextendedKeyUsage = clientAuth\nbasicConstraints=critical,
CA:FALSE\nsubjectKeyIdentifier=hash\n")) -extensions SAN

3. Once the certificate has been created and you have a.pem file, set the custom common certificates in one of your subsystems. After setting the custom certificates
for one subsystem, they will take effect for all subsystems. The command is targeted at a specific subsystem, but the common certificates are copied to all

subsystems regardless of which subsystem they are originally set in. Following is an example for setting the portal-client certificate:
apicup certs set mgmt portal-client myCertFile.pem myKeyFile.key
myCAFile.crt

b

Set the remaining certificates for each subsystem, default or custom. See Setting default certificates and Setting common certificates.
List and validate the certificates for each subsystem. See Validation reference.

. Install each subsystem using apicup subsys install

SUBSYS.

oo

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting the encryption-secret for the management database

Use the APICUP installer certs commands to set the encryption-secret for the management database.

About this task

Note: Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Requirements for
upgrading on VMware.

The encryption-secret is a secure random bytes password used for field level encryption in the management database. You can generate 128 random bytes using the
following command in openssl:

openssl rand -out /path/to/secret/encryption-secret.bin 128

Procedure

1. Enter the apicup certs set SUBSYS CERT NAME [KEY FILE] command and complete the following values:
e SUBSYS - The subsystem for the encryption-secret is the name of your management subsystem, because it is used for field-level encryption for the
management database.
e CERT_NAME - The certificate name is encryption-secret.
e KEY_FILE - Enter the file name for a secure random bytes string that is 128 bytes in length, for example encryption-secret.bin.
2. Set the remaining certificates if using custom certificates and install the management subsystem.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Clearing certificates

Certificates can be cleared in order to set new certificates.

About this task

Note: Certificates are automatically copied during an upgrade (if the upgrade is initiated from the original project directory). For more information, see Requirements for
upgrading on VMware.

Existing certificates must be cleared in order to set new certificates. When using default certificates, new certificates are created only for those certificates that are not
set. Some of the use cases for clearing certificates are: expired certificates and configuration changes. For example, of endpoints are changed, the existing certificates
must be cleared and new certificates created.

Procedure

1. Enter the apicup certs set SUBSYS CERT NAME --clear command and complete the following values:
e SUBSYS - The name of the subsystem
e CERT_NAME - The name of the certificate that you want to clear.
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2. The certificate will be cleared and can be reset, either as a default or custom certificate.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Reference for certificates, commands, and validations

This section contains the reference information for certificates, commands for working with certificates, and validations.

* Certificate reference

The Certificate reference provides a description of all the certificates required in API Connect.
¢ Command reference

The APICUP installer includes the certs commands to set and manage certificates.
¢ Validation reference

Certificates are validated using several parameters.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Certificate reference

The Certificate reference provides a description of all the certificates required in API Connect.

Before you begin

APICUP sets default certificates for each subsystem during installation. The default certificates are self-signed so may not provide a level of trust suitable for external
communication. Custom certificates can be set and managed following the steps described in Setting custom certificates.

The Certificates reference topic lists all certificates that are set by the apicup

certs commands. The default certificates can be used for the majority of these certificates. The certificates that are marked as public and user-facing are recommended
to be explicitly set as custom certificates because they are presented to an end user through a browser or Command Line Interface (CLI).

The certificates that are described as TLS certificate used by ingress are also considered public in the sense that they interact with a client that sits outside of an API
Connect cluster.

The remaining certificates are considered internal because they interact with internal components.

Certificates that are listed as auto-generated cannot be set using the apicup certs set command. For example, the common certificate ingress-ca is auto-
generated and used as an intermediate CA for all default ingress certificates. If you set an ingress certificate as a custom certificate, you will need to configure an
intermediate CA if desired.

Important:
When setting custom certificates, additional steps must be taken to provide an Extended Key Usage (EKU) serverAuth and ClientAuth and a Subject Alternative Name
(SAN) for the required hosts. These certificates are generated automatically by the apicup certs command when using the default certificates.

e For custom certificates of type server, an additional extended key usage client authentication (EKU serverAuth) certificate is required.
e For custom certificates of type client, an additional extended key usage server authentication (EKU clientAuth) certificate is required.

Procedure

1. Common certificates - The following certificates are common to all subsystems in a deployment. Subsystems require the common certificates to allow them to
register with the management subsystem. The common certificates are identical across subsystems. When installing any one subsystem, the common certificates
will be set for that subsystem and for all the other subsystems. Custom common certificates must be set prior to setting any custom subsystem certificates.

Common certificates cannot be changed between subsystem installs. For example, you cannot set a common certificate for the management subsystem, install the
management subsystem, then change a common certificate for the analytics subsystem, then install the analytics subsystem. This scenario will result in a failed
installation because the common certificates are not identical.

Table 1. Common certificates

Certificate
name (value
. T U R i t D inti
used in apicup ype sage equirements escription
certs)
root-ca CA internal CA certificate which forms the root of the certificate chain
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Certificate
usne:nil: ;‘;ail:zp Type Usage Requirements Description
certs)
ingress-ca CA internal signed by: root-ca Auto-generated intermediate certificate used to generate certificates for
subsystem ingress endpoints if not provided by user.
The ingress-ca intermediate certificate cannot be set explicitly, it is
always only generated. TLS certificates for the ingresses are not required
to use ingress-ca as an intermediate certificate, but if a given ingress TLS
certificate is left to be auto-generated then it will be signed by this
ingress-ca.
mgmt-db-ca CA internal signed by: root-ca Intermediate CA certificate used to sign certificates used by Cassandra.
portal-client Client internal Must be signed by the same Client certificate used by management subsystem to authenticate with
authority as the one used for the Portal admin endpoint. Requires EKU clientAuth.
the matching ingress TLS
certificate portal-admin-
ingress.
analytics-client- | Client internal Must be signed by the same Client certificate used by management subsystem to authenticate with
client authority as the one used for analytics client endpoint. Requires EKU clientAuth.
the matching ingress TLS
certificate analytics-
client-ingress .
analytics- Client internal Must be signed by the same Client certificate used by gateway subsystem to authenticate with
ingestion-client authority as the one used for analytics ingestion endpoint. Requires EKU clientAuth.
the matching ingress TLS
certificate analytics-
ingestion-ingress .

2. Management certificates
These certificates apply to a single Management subsystem.

The Management subsystem has four endpoints: api-manager-ui, cloud-admin-ui, platform-api, and consumer-api. Distinct TLS certificates can be set for each
endpoint. However, if any two endpoints identical, only one TLS certificate will be effective. The order of precedence is: api-manager-ui, cloud-admin-ui, platform-
api, consumer-api.

Following are examples for how precedence is determined for TLS certificates for endpoints:

e If all four endpoints are distinct, then all four TLS certificates will be effective for their respective endpoints.

e If all four endpoints are identical, then only the api-manager-ui TLS certificate will be effective for all endpoints, as it is first in the precedence order.

e If the api-manager-ui, cloud-admin-ui, and platform-api endpoints are the same, and consumer-api is a different endpoint, then the api-manager-ui TLS
certificate will be effective for the api-manager-ui/cloud-admin-ui/platform-api endpoints, while the consumer-api TLS certificate will be effective for the
consumer-api endpoint

The encryption-secret certificate is unique in that it is a secure random number. It is used to provide field level encryption in management (Cassandra) database. To
set the encryption secret for the management database, use the following command: apicup certs set SUBSYS CERT NAME

[KEY_FILE] Forexample: apicup certs set mgmtl encryption-secret

/path/to/keyfile. See Setting the encryption-secret for the management database

Table 2. Management certificates

Certificate . L
name Type Usage Requirements Description
encryption- secure random length: 128 bytes Encryption secret used to do
secret bytes field level encryption in
management (Cassandra)
database
platform-api Server public and user- | The host names for which the certificate is valid must include the TLS certificate used by ingress.
facing platform-api endpoint. A wildcard certificate can be used as the first Requires EKU serverAuth.
element in a host name, for example, if the endpoint is: store.acme.com, Public and user-facing.
the certificate can be one that is valid for host names matching
*acme.com.
consumer-api Server public and user- | The host names for which the certificate is valid must include the TLS certificate used by ingress.
facing consumer-api endpoint. A wildcard certificate can be used as the first Requires EKU serverAuth.
element in a host name, for example, if the endpoint is: store.acme.com, Public and user-facing.
the certificate can be one that is valid for host names matching
*acme.com.
api-manager-ui | Server public and user- | The host names for which the certificate is valid must include the api- TLS certificate used by ingress.
facing manager-ui endpoint. A wildcard certificate can be used as the first Requires EKU serverAuth.
element in a host name, for example, if the endpoint is: store.acme.com, Public and user-facing.
the certificate can be one that is valid for host names matching
*acme.com.
cloud-admin-ui |Server public and user- | The host names for which the certificate is valid must include the cloud- | TLS certificate used by ingress.
facing admin-ui endpoint. A wildcard certificate can be used as the first element | Requires EKU serverAuth.
in a host name, for example, if the endpoint is: store.acme.com, the Public and user-facing.
certificate can be one that is valid for host names matching *acme.com.
mgmt-ca CA internal signed by: root-ca Intermediate CA used to sign
management subsystem
certificates
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Certificate

name Type Usage Requirements Description
service-server | Server internal signed by: mgmt-ca Required hosts: Server certificates used by
management services.
* *.<namespace> Requires EKU serverAuth.
e *<namespace>.svc
e *<namespace>.svc.cluster.local
service-client Client internal signed by: mgmt-ca Client certificate used by
management services.
Requires EKU clientAuth.
db-server Server internal signed by: mgmt-db-ca Server certificate used by
management (Cassandra)
Required hosts: database to communicate with
* *.<namespace> other nodes. Requires EKU
e *<namespace>.svc serverAuth.
e *<namespace>.svc.cluster.local
db-client Client internal signed by: mgmt-db-ca Client certificate used by
management services.
Requires EKU clientAuth.
service-plugin Client internal signed by: mgmt-ca Client certificate used by plugin

services to talk to management
subsystem. Requires EKU
clientAuth.

migration-client [ Client

signed by: mgmt-ca

This certificate is deprecated
and no longer used, and can be
ignored.

3. Portal certificates

These certificates apply to a single portal subsystem.

Table 3. Portal certificates

ca

Certificate . s
name Type Usage Requirements Description
portal-admin- Server internal host must match | TLS certificate used by ingress. The portal-client common certificate must be set
ingress admin endpoint prior to setting the portal-admin-ingress certificate. Requires EKU serverAuth.
The portal-admin-ingress TLS certificate does not have any specific requirement
on the authority signing it. If the certificate is auto-generated, it is signed by the
ingress-ca.
portal-www- Server public and user- [ host must match | TLS certificate used by ingress. Requires EKU serverAuth.
ingress facing www endpoint
portal-ca CA internal signed by: root-ca | Intermediate CA used to sign portal subsystem certificates
portal-db-ca CA internal signed by: portal- [Intermediate CA certificate used to sign certificates used by portal DB
ca
service-server | Server internal signed by: portal- | Server certificates used by portal services. Requires EKU serverAuth.
ca
Required hosts:
° *
<namespa
ce>
° *
<namespa
ce>.sve
° *
<namespa
ce>.sve.clu
ster.local
service-client Client internal signed by: portal- | Client certificate used by portal services. Requires EKU clientAuth.
ca
apim-client Client internal signed by: portal- | Client certificate used by portal services to talk to management subsystem. Requires

EKU clientAuth.

4. Analytics certificates

These certificates apply to a single analytics subsystem.

Table 4. Analytics certificates

Certificate

T
name ype

Usage

Requirements

Description
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Certificate
name

Type

Usage

Requirements Description

analytics-client-
ingress

Server

internal

TLS certificate used by ingress. The analytics-client-client common certificate
must be set prior to setting the analytics-client-ingress certificate. Requires
EKU serverAuth.

The analytics-client-ingress TLS certificate does not have any specific
requirement on the authority signing it. If the certificate is auto-generated, it is signed by
the ingress-ca.

Required hosts:

e client
ingress
endpoint
*

<namesp

ace>

*.

<namesp

ace>.sve

° *
<namesp
ace>.svc.
cluster.lo
cal

analytics-
ingestion-
ingress

Server

internal

TLS certificate used by ingress. The analytics-ingestion-client common
certificate must be set prior to setting the analytics-ingestion-ingress
certificate. Requires EKU serverAuth.

The analytics-ingestion-ingress TLS certificate does not have any specific
requirement on the authority signing it. If the certificate is auto-generated, it is signed by
the ingress-ca.

Required hosts:

e ingestion
ingress
endpoint
*

<namesp

ace>
° *
<namesp
ace>.sve
*.
<namesp
ace>.svc.
cluster.lo
cal

analytics-ca

CA

internal

signed by: root- |Intermediate CA used to sign analytics subsystem certificates

ca

service-server

Server

internal

signed by: Server certificates used by analytics services. Requires EKU serverAuth.

analytics-ca

Required hosts:
° *
<namesp
ace>
*
<namesp
ace>.sve
° *
<namesp
ace>.svc.
cluster.lo
cal

service-client

Client

internal

signed by: Client certificate used by analytics services; requires EKU clientAuth.

analytics-ca

5. Gateway certificates

These certificates apply to a single gateway subsystem.

Table 5. Gateway certificates

Certificate name Type Usage Requirements Description
api-gateway- Server public and user- | host must match api-gateway TLS certificate used by ingress. Requires EKU serverAuth.
ingress facing endpoint (deprecated, see Note.)
apic-gw-service- Server public host must match apic-gw-service |TLS certificate used by ingress. Requires EKU serverAuth.
ingress endpoint
gw-ca CA internal signed by: root-ca Intermediate CA used to sign gateway subsystem certificates
gateway-peering Server internal signed by: gw-ca Server certificates used by gateway services. Requires EKU

serverAuth.

Note: The api-gateway-ingress certificate is a legacy certificate which has been deprecated. It is no longer used to terminate TLS at the api-gateway endpoint. You
configure a TLS profile for the termination of the api-gateway endpoint using the Cloud Manager API Invocation Endpoint and SNI settings when registering the

6. OVA/Appliance certificates
These certificates apply only to an appliance in a VMware environment. The k8s-ca and appliance-client certificates are auto-generated and cannot be set as
custom certificates. These are internal certificates used to set up the Kubernetes cluster in an OVA/Appliance.

Table 6. OVA/Appliance certificates

Certificate

name Type Requirements Description
k8s-ca CA Auto-generated CA certificate that forms the root of the certificate chain for the Appliance/Kubernetes
cluster components
appliance-client | Client signed by: k8s- | Auto-generated client certificate used to communicate with the Appliance API server. Requires EKU

ca

clientAuth.

IBM API Connect 2018.x 145


https://www.ibm.com/support/knowledgecenter/en/SSMNED_2018/com.ibm.apic.cmc.doc/config_gateway.html

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Command reference

The APICUP installer includes the certs commands to set and manage certificates.

About this task

The APICUP installer can be used to set certificates for each subsystem during installation. If certificates are not explicitly set using the apicup certs setcommand,
then default certificates are generated by APICUP. We recommend that certificates be set at installation time only (or carried over from an upgrade). The default
certificates are self-signed, so they may not be optimal for external communication.

For a description of the certificates that can be set, see Certificate reference. We recommend that all public and user-facing certificates be explicitly set, including portal-
www-ingress and api-gateway-ingress, and the four management endpoints (platform-api, consumer-api, api-manager-ui, and cloud-admin-ui). Following is the help
reference for the apicup certs setcommand:

apicup certs set --help
Set or clear certificates and keys

Usage:
apicup certs set SUBSYS CERT NAME [CERT_FILE KEY FILE CA_FILE] [KEY FILE] [flags]

Flags:
--clear Clear out a certificate or key entry
-h, --help help for set

Global Flags:

--accept-license Accept the license for API Connect
--debug Enable debug logging

Procedure

To set and clear certificates, complete the following steps:

1. Enter the apicup certs setcommand and complete the following values:
Table 1. apicup certs set

Command Values Result
apicup certs Parameters are: Applies the certificate when the
z:;ngisés e SUBSYS - name of the subsystem to which the certificate applies subsystem is installed.
[CERT FILE o CERT_NAME - name of the certificate; see Certificate reference for a list of certificates that can
KEY FILE be set for each subsystem.
CA FILE] e CERT_FILE - Path to the certificate file in PEM format.
[flags] e KEY_FILE - Path to the private key file in PEM format.

e CA_FILE - Path to the Certificate Authority (CA) file. The contents of the file may be the
concatenation of an intermediate CA and the root CA (in that order). Note: When setting the
root-ca certificate, omit the CA_FILE parameter.

apicup certs KEY_FILE - The file containing the encryption-secret for field level encryption in the management Applies the encryption-secret
EEI:TSE:&S&:&:{S database. Applies only to the management subsystem. The certificate name is encryption- when the management subsystem is
[KEY FILE] secret. The type is secure random bytes with a length of 128 bytes. For example, apicup certs installed.
[flags] set mgmtl encryption-secret /path/to/encryption-secret.bin.Note: Do not specify
any of the [CERT_FILE KEY_FILE CA_FILE] parameters when setting the encryption-secret.
flags Flags are: The specified certificate will be
® --clear e --clear - Clears the specified certificate. For example, apicup certs set mgmtl cleared. When making configuration
¢ --help encryption-secret --clear changes such as changing endpoints,
e --help - Displays help for the command. the corresponding certificate must be
cleared so that a new certificate can
be set.

2. The apicup certs get command retrieves a specific certificate for the specified subsystem.

apicup certs get --help
Get a certificate

Usage:
apicup certs get SUBSYS CERT NAME [flags]

Flags:
-h, --help help for get
-o, --output string output to file or - (stdout) (default "-")
-t, --type string type of object to return: cert, key, ca (default "cert")

Global Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging

Table 2. apicup certs get

| Command | Values Result

146 IBM API Connect 2018.x


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5

Command Values Result
apicup certs get Parameters are: Returns the specified certificate for the specified
SUB SN SRCERTRNAME e SUBSYS - name of the subsystem to which the certificate applies subsystem.
[£lags] e CERT_NAME - name of the certificate to retrieve; see Certificate reference
for a list of certificates
flags Flags are: e For --output: The specified certificate will
¢ --output e --output string- Specify a file for the retrieved values, or specify "-" to send be retrieved and sent to stdout or saved to
string to stdout. Default is "-" to send to stdout. For example, apicup certs the specified file
® --type string get mgmtl --output e For --type: Certificates will be retrieved
¢ --help myCertsFile that match the type specified.
e --type string - Returns only the specified type. If not specified, the type is
cert. For example, apicup certs get mgmtl --type ca
e --help - Displays help for the command.

. List all certificates that have been set

for a subsystem using the apicup certs

list command. You can list the certificates at any time to summarize the certificates that have been set.

apicup certs list -help

List all configured certificates

Usage:
apicup certs list SUBSYS [

Flags:

-h, --help help for list

Global Flags:

flags]

--accept-license Accept the license for API Connect

--debug Enable debug logging
Table 3. apicup certs list
Command Values Result
apicup certs list SUBSYS Parameters are: Returns a list of certificates that are configured for the
[£lags] e SUBSYS - name of the subsystem for which you want to subsystem.
list certificates
flags Flags are: Help text is displayed.
¢ --help e --help - Displays help for the command.

Following is example output from the

Common certificates

Name

analytics-client-client

analytics-ingestion-client

ingress-ca

mgmt-db-ca

portal-client

root-ca

apicup certs listcommand:

CN: analytics-client-client

SubjectKeyId: A2:0F:4E:19:FF:72:EE:AE:02:79:4F:7F:A5:DB:A5:D2
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: analytics-ingestion-client

SubjectKeyId: DE:63:AC:EC:13:E6:33:02:EA:47:92:BF:0D:DA:4F:9B
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: ingress-ca

SubjectKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
CN: mgmt-db-ca

SubjectKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
CN: portal-client

SubjectKeyId: FC:8A:06:09:DE:48:13:5B:07:75:C3:DC:3A:2C:95:9D
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
CN: root-ca

SubjectKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
AuthorityKeyId:

Subsystem mgmt_ subsys certificates

Name Summary

Validation errors

Validation errors

api-manager-ui CN: api-manager-ui
SubjectKeyId: F7:96:78:02:BE:01:83:C4:DF:42:A9:87:94:AB:1D:35
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
cloud-admin-ui CN: cloud-admin-ui
SubjectKeyId: AC:13:32:C2:6D:7B:46:6D:67:B5:41:6E:92:42:D3:4C
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
consumer-api CN: consumer-api
SubjectKeyId: DE:84:86:40:4F:1E:30:A6:16:0E:CD:5B:8E:0C:1A:46
AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
db-client CN: db-client
SubjectKeyId: 8B:77:9B:F9:DD:26:0E:49:7E:E0:7A:81:76:CD:7F:88
AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66
db-server CN: db-server
SubjectKeyId: 13:E0:7E:D5:D4:03:6F:9C:10:02:9D:09:59:37:9D:AC
AuthorityKeyId: D2:22:29:08:09:D4:12:FC:BF:28:30:E8:12:84:3D:66

encryption-secret A9:F3:28:

OE:1E:AA:D9:5E:86:02:A4:95:69:83:94:30

mgmt-ca CN: mgmt-ca
SubjectKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
AuthorityKeyId: D8:CE:4E:79:35:44:EB:1D:55:1B:36:E7:C6:47:F8:F7
migration-client CN: migration-client
SubjectKeyId: 51:21:E0:E1:A8:1E:F7:C6:F2:1E:EC:6C:F5:45:A8:66
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AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
platform-api CN: platform-api

SubjectKeyId: AC:EF:88:78:01:A1:4D:8E:95:95:7D:3E:C5:43:F9:48

AuthorityKeyId: 6E:5A:6C:82:BA:F2:62:CF:B3:85:54:23:B6:26:9A:3F
service-client CN: service-client

SubjectKeyId: AA:8E:08:FC:8B:84:76:D2:B3:88:15:54:0D:F2:54:76

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
service-plugin CN: service-plugin

SubjectKeyId: D3:89:FE:A0:8C:8B:AF:08:4F:18:F2:A6:39:CF:F3:73

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75
service-server CN: service-server

SubjectKeyId: 6B:CD:BC:99:34:AF:50:D2:95:BF:0C:FD:82:94:E4:D7

AuthorityKeyId: 29:9C:F7:69:68:E4:1C:FC:D6:CE:83:26:3E:20:12:75

4. The apicup certs generate command generates and sets default certificates. The generate command only generates and sets a certificate if it is not already
set; it only sets the missing default certificates that have not been explicitly set using the set command. Execute the generate command before running the
apicup subsys install <SUBSYS>command to confirm the certificates are correct before installing. It allows you to validate all certificates before performing
the installation. The generate command is used as a tool to assist you when entering a combination of default and custom certificates. If you need to set specific
certificates you can set them upfront (using set) and then generate the missing ones with default certificates. Or you can generate all certificates upfront and then
override specific certificates to set custom certificates. Using generate helps to avoid validation errors during the installation procedure. Note that you must
configure the subsystems and pass the --validate option before generating the default certificates.

apicup certs generate -help
Generate all unset certificates

Usage:
apicup certs generate SUBSYS [flags]

Flags:
-h, --help help for generate
Global Flags:
--accept-license Accept the license for API Connect

--debug Enable debug logging
Table 4. apicup certs generate
Command Values Result
apicup certs generate Parameters are: Generates certificates that have not been set for the subsystem.

SUBSYS [flags] e SUBSYS - name of the subsystem for which you Generates self-signed certificates.

want to generate certificates
flags Flags are: Help text is displayed.
¢ --help e --help - Displays help for the command.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Validation reference

Certificates are validated using several parameters.

The validations described in the following table are applied for all certificates, but are most helpful for custom certificates. For default certificates, the certificate
validations will always pass, as the required elements are generated by APICUP. However, with custom certificates, some of the required elements may be missing or

incorrect.
Validation Messages Error See also/Action
Verify the certificate is set properly. certificate The certificate is not set.
<cert> not set
unable to load |The certificate is set but cannot be
cert <cert> read
Verify certificate key usage (Extended Key Usage). uﬂal?le to The certificate is missing the See Certificate reference to see more
Zeniz cert required key usage. information, including the type, for all
cert>: o
focrar 1oy cernﬁcafes. 3y '
usage <n> See Setting custom certificates for tips
on how to generate the EKUs for custom
certificates.
Verify the certificate signing CA. If available, the CA file is loaded. unable to The CA file could not be parsed
Then the certificate is verified against the provided CA file, including |Parse CA to and loaded.
f ment of Extended Key Usage verify cert
enforce y Usage. P
unal?le to The certificate failed verification One possible reason for receiving this
periovlcent against the provided CA file. error is that the correct EKU is missing.
<cert> -
For a custom certificate, see Setting
custom certificates for information on
generating EKUs.
Verify certificate hosts. The certificate must be valid for the hosts “nal?le to The certificate is not valid for the | See Certificate reference for the required
listed for the certificate in the Requirements column in the Zerliz cert required host. hosts.
g cer H
Certificates Reference. missing <host>
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Validation Messages Error See also/Action
Verify that a certificate that is being used as a CA is actually a CA. unable to The certificate is not a valid CA.
verify cert
<cert>:
certificate is
not a CA

Verify client certificate match. The portal-client, analytics- |2 CA_ . The CA certificate is missing for The common certificates portal-
client-client, and analytics-ingestion-client cer::l.lfn:l.cate one of the portal-admin- client, analytics-client-client,
certificates are verified against the CA of, respectively, portal- gzivid:d Fox3 ingress, analytics-client- |andanalytics-ingestion-client
admin-ingress, analytics-client-ingress, and this ingress,and analytics- must be set prior to setting any custom
analytics-ingestion-ingress. certificate ingestion-ingress. certificates.

client cert The verification failed.
cannot be
verified
against
provided CA
certificate

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Tips and tricks for using APICUP

The APICUP installer in Install Assist contains built-in time saving functions.

Introduction

This section describes tips and techniques for working with the APICUP installation commands. The APICUP installer creates charts and secrets that are then managed by
Helm.

e Running Tiller with APICUP

e Entering multiple settings per command
e Entering multiple values

e Viewing the settings for a subsystem

e Validating the settings for a subsystem
e Qutput an installation plan

e Getting help for commands

e Getting help on a specific command

Running Tiller with APICUP

To run Tiller in a namespace:

export TILLER NAMESPACE=apic

Entering multiple settings per command

To configure multiple settings per command, enter a space between each setting and enter an equals sign (=) to configure the setting.
In the following examples, be sure to replace [spc] with an actual space.

You can set multiple database parameters on one line:

apicup subsys set mgmt cassandra-max-memory-gb=9[spc]cassandra-cluster-size=3[spc]cassandra-volume-size-gb=16[spc]cassandra-
backup-protocol=sftp

You can set all endpoints on one line:

apicup subsys set mgmt platform-api=my.platform.com[spc]api-manager-ui=my.apim.com[spc]cloud-admin-
ui=my.cloud.com[spc]consumer-api=my.consumer.com

Entering multiple values

Separate multiple values for a key/value pair with commas.

apicup subsys set mgmt dns-servers=8.8.8.8,4.4.4.4 search-domains=a.com,b.com

Viewing the settings for a subsystem

To view the current values that are set for a subsystem, enter the following command: apicup subsys get <subsys_name>. For example: apicup subsys get
mgmt outputs the current values for the subsystem named mgmt and provides a description of each value. The output from the get command is organized into Kubernetes
settings and Subsystem settings. Following is an example:

Figure 1. Output for the get command

Kubernetes settings
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Name

extra-values-file

Description

(Optional) Path to additional configuration yml file

ingress-type ingress Ingress type (use ‘route' for OpenShift)
mode standard mode

namespace default K8S namespace to install into

registry Docker image registry to use
registry-secret Docker registry credentials secret
storage-class = K8S storage class for persistent storage
Subsystem settings

Name Value Description

cassandra-backup-auth-pass (Optional) Server password for DB backups
cassandra-backup-auth-user (Optional) Server username for DB backups
cassandra-backup-host (Optional) FQDN for DB backups server
cassandra-backup-path /backups (Optional) path for DB backups server
cassandra-backup-port 22 (Optional) Server port for DB backups
cassandra-backup-protocol sftp (Optional) Protocol for DB backups (sftp/ftp)
cassandra-backup-schedule 00 * * * (Optional) Cron schedule for DB backups
cassandra-cluster-size 1 Size of DB cluster (min 3 for HA)
cassandra-max-memory-gb 9 Memory limit for DB
cassandra-volume-size-gb 50 Size of DB storage volume (not resizable)
create-crd true Create DB cluster CRDS (Required cluster admin privilege)
external-cassandra-host (Optional) Hostname of externally hosted DB
Endpoints

Name Value Description

api-manager-ui FODN of API manager UI endpoint
cloud-admin-ui FODN of Cloud admin endpoint

consumer-api FODN of consumer API endpoint

platform-api FODN of platform API endpoint

Error: Subsystem validation failure. Run with --validate to see details

Validating the settings for a subsystem

The values set for a subsystem can be validated for syntax by entering the --validate option for the get command: apicup subsys get

<subsys_name> --validate. For example: apicup subsys get mgmt

--validate validates the current values for the subsystem named mgmt. In the following example of the output for the --validate option, the check mark indicates a
valid setting. The x indicates an invalid setting with an error message provided.

Figure 2. Output for the --validate option

Subsystem settings

Name Value

cassandra-backup-auth-pass v

cassandra-backup-auth-user v

cassandra-backup-host v

cassandra-backup-path /backups v

cassandra-backup-port 22 v

cassandra-backup-protocol sftp v

cassandra-backup-schedule 00 * * * v

cassandra-cluster-size 1 v

cassandra-max-memory-gb 9 v

cassandra-volume-size-gb 50 v

create-crd true v

external-cassandra-host v

Endpoints

Name Value

api-manager-ui X api-manager-ui is not a valid hostname
cloud-admin-ui X cloud-admin-ui is not a valid hostname
consumer-api X consumer-api is not a valid hostname
platform-api X platform-api is not a valid hostname

Output an installation plan

Using APICUP, you can generate an installation plan and confirm it is correct prior to running the installation. You can then install the subsystem from the plan.

To output an installation plan, enter the following command:
apicup subsys install SUBSYS --out=install-plan

where <install-plan> is the name of the directory where the installation plan will be stored.
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In the example, a directory named install-plan is created in the project directory. The myProject/install-plan directory contains the configuration parameters for the
subsystem.

To install the subsystem from the install-plan, enter the following command from the project directory:
apicup subsys install SUBSYS --plan-dir=<full-path-to-plan-directory>

where <full-path-to-plan-directory> is the full qualified path to the plan directory.

Following are general rules for installing from the installation plan:

o Never edit the files in the output directory directly. Instead, if changes are needed, update the parameters using APICUP and generate a new plan.

e Always run APICUP commands from the original project directory created during the initial product installation. The project directory contains the apiconnect-
up.yml file.

e You can generate the plan in any location, but the install command must be run from the project directory. Enter the full path to the plan as the argument to --
plan-dir to perform an installation.

The plan must be current with the project and the certificates. If the plan is older than the last modification date of the project or certificates, you will receive an error
message such as:

the project was modified since the plan was generated, regenerate plan or skip this check
with a --no-verify flag in the command

or

the certs were changed since the plan was generated, regenerate plan or skip this check with
a --no-verify flag in the command

Getting help for commands

You can get help for all commands by entering: apicup --help. Following is an example of the output:
Figure 3. Help for Install Assist apicup commands
APIConnect Install Assist
Usage:
apicup [command]

Available Commands:

certs Subsystem certificates
completion Generates bash or zsh completion scripts
help Help about any command
hosts Commands to configure subsystem hosts
iface Commands to configure hosts interfaces
init Create a new APIConnect UP project
registry-upload Retag and upload images to custom registry
server Starts the APIConnect cluster operator
subsys Subsystem commands
version Get the APIConnect UP version
Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging
-h, --help help for apicup
Use "apicup [command] --help" for more information about a command.

Getting help on a specific command

For help on a specific command, enter --help after the command. For example, apicup subsys get mgmt --help prints out the usage and flags for the get
command. For example:

Figure 4. Help for get command

Get subsystem properties

Usage:
apicup subsys get SUBSYS [flags]

Flags:
--endpoints List endpoints (default true)
-h, --help help for get
--platform List platform settings (default true)
--subsystem List subsystem settings (default true)
--validate Validate settings

Global Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Deploying to a VMware environment

The Install Assist tool provides a simplified installation for the OVA files into a VSphere environment.

About this task

The Install Assist tool contains the APICUP installation utility program, which provides an automated installation process for API Connect. This section contains the
download and installation procedure.

Ensure that your deployment uses supported versions of all software, and meets the firewall requirements.

Load balancer configuration in a VMware deployment

When deploying API Connect for High Availability, it is recommended that you configure a cluster with at least three nodes and a load balancer. A sample
configuration is provided for placing a load balancer in front of your API Connect OVA deployment.

Appliance-based (OVA) deployments use Syslog for collecting logs. Logs must be collected for both running and terminated containers and processes. Logging
collection is required for IBM Support to assist with troubleshooting.

The first steps in deploying in a VMware environment are to obtain the API Connect distribution files and to create a project directory.

Deploying the Management subsystem in a VMware environment

You can create a virtual server by deploying the relevant IBM® API Connect OVA file on a VMWare virtual server. Create all of the virtual servers that you want to use
in your cloud.

You create a Developer Portal node by deploying the Developer Portal OVA template. After you deploy the Developer Portal OVA template, you can install the
Developer Portal.

Access the Cloud Manager and begin API Connect Cloud Configuration

When all subsystems are deployed, use the admin account to access the Cloud Manager administrative console and begin configuration.

Configuring API Connect subsystems in a cluster on VMware

This topic describes how to configure a cluster of API Connect subsystems (management server, analytics, and Developer Portal) with three VMs for each
subsystem, for use with a load balancer, to support a high availability (HA) environment.

Installing the IBM License Metric Tool for VMware

The IBM License Metric Tool (ILMT) helps you assess if you are compliant with licensing requirements.

Adding a static route on a virtual machine

You can add a static route to the routing table when deploying API Connect on a VMware virtual machine.

Configuring use of an external NTP server

You must configure an external NTP server for use by API Connect when deploying on a VMware virtual machine.

API Connect uses IBM DataPower® Gateway to provide the gateway service.

Installing the toolkit

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for deploying on VMware

Ensure that your deployment uses supported versions of all software, and meets the firewall requirements.

Deployment overview for endpoints and certificates

Refer to this diagram to view the connections and dataflow among the API Connect subsystems, including the endpoints and custom certificates, and the mutual
TLS points.

Firewall requirements on VMware

Diagram for port configuration, and list of active ports, for an IBM® API Connect deployment on VMware.

Requirements for initial deployment on VMware

Review the requirements and considerations for deploying in a VMware environment.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deployment overview for endpoints and certificates

Refer to this diagram to view the connections and dataflow among the API Connect subsystems, including the endpoints and custom certificates, and the mutual TLS
points.

Introduction
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When deploying API Connect, you will create one or more endpoints for the subsystems and then configure certificates or mutual TLS for most endpoints. Figure 1 shows
the endpoints for each subsystem by name, the name of the certificate that secures the endpoint, and whether mutual TLS is required. It also shows the ports consumed
by the endpoints, which are standard for HTTP and HTTPS.

Figure 1. Deployment Overview diagram

Endpoints, certificates, and mutual TLS for the APl Connect subsystems
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Configuring endpoints

The endpoints are configured by the Install Assist program using the APICUP installer. They are set for each subsystem. Endpoints are also entered when configuring the
Topology for the Gateway, Portal, and Analytics subsystems in Cloud Manager.

For instructions on configuring endpoints and installing into an OVA environment, see Deploying to a VMware environment.

Subsystem Endpoints Description Certificates
Management cloud-admin-ui | Configured using APICUP installer. Endpoint on the management server for communication with the Cloud cloud-admin-ui
Manager user interface.
api-manager-ui | Configured using APICUP installer. API Manager URL endpoint on the management server for communication with | api-manager-ui
the API Manager user interface.
consumer-api Configured using APICUP installer. Platform REST API endpoint for running consumer APIs on the management consumer-api
server.
platform-api Configured using APICUP installer. Platform REST API endpoint for running admin and provider APIs on the platform-api
management server.
Portal portal-admin Configured using APICUP installer. Corresponds to Management Endpoint entered in Cloud Manager. Requiresa | mutual TLS
TLS profile configured with mutual TLS.
portal-www Configured using APICUP installer. Portal Web site URL entered in Cloud Manager. Used publicly to access Portal. | portal-www-
ingress
Analytics analytics-client | Configured using APICUP installer. Corresponds to Management Endpoint entered in Cloud Manager. Requiresa | mutual TLS
TLS profile configured with mutual TLS.
analytics- Configured using APICUP installer. The analytics-ingestion endpoint is used by the Gateway service to push data [ mutual TLS
ingestion to the Analytics service. Requires a TLS profile configured with mutual TLS.
Gateway apic-gw-service | Configured using APICUP installer. This is the endpoint the gateway uses for network communication. Enter this | apic-gw-
endpoint as the Management Endpoint entered in Cloud Manager. service-ingress
api-gateway Configured using APICUP installer. This is the endpoint the gateway uses for API traffic. Enter this endpoint as the | api-gateway-
API Invocation Endpoint in Cloud Manager. ingress

Configuring certificates

The certificates are configured by the Install Assist program using the APICUP installer. The certificates for the endpoints are usually configured as custom certificates as
described in Setting custom certificates.

Configuring mutual TLS
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Mutual TLS is configured for TLS profiles in Cloud Manager. See Creating a TLS Server Profile.

Configuring a proxy

If a Developer Portal is deployed externally to the management server zone, it does not have access to the consumer and product APIs. You need to configure a proxy to
enable communication. For more information, see Configuring a proxy.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Firewall requirements on VMware

Diagram for port configuration, and list of active ports, for an IBM® API Connect deployment on VMware.

Required Ports between zones

The following network diagram example helps to explain which ports must be configured in an API Connect network. Specific ports must be configured to enable the
communication between the various zones, both public and private, in a network.

The ports specified in the diagram are default ports. Check your deployment to understand which communication, if any, is configured to use non-default ports.
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Table 1. Key for the network diagram example.
The following table lists the port numbers with a usage description.
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Usage description Default port number

1 API request/response — Users invoking | 443 HTTPS from Public zone to Gateway zone
the provided APIs.
2 DataPower® administration — Internal |22 SSH, 9090 HTTPS from Protected zone to Gateway zone

operators who are managing the
Gateway servers.

3 API Manager — Internal business users | 443 HTTPS from Protected zone to Management zone
who are defining and monitoring APIs.

4 Cloud Manager — Internal operators 22 SSH, 443 HTTPS from Protected zone to Management zone
who are administering the Cloud.

5 Developer Portal administration — 22 SSH, 443 HTTPS from Protected zone to Management zone

Internal operators who are managing
the Portal servers.

6 Gateway servers post traffic to 443 HTTPS from Gateway servers to Analytics service
Analytics service.
7 Push configuration — Management 3000 or 443 (dependent on configuration) HTTPS Management servers to and from Gateway servers for

servers communicate bi-directionally | webhook delivery
with Gateway servers.
8 Push configuration/webhooks — 443 HTTPS Management servers to Developer Portal servers for webhook delivery
Management servers push
configuration and webhooks to the
Developer Portal.

9 Pull configuration/make API calls — 443 HTTPS from Developer Portal servers to Management servers within Management zone
Developer Portal servers pull
configuration and call REST APIs.

10 Developer Portal — External developers | 443 HTTPS from Public zone to Developer Portal management zone. The reverse proxy/DataPower WAF for
who are accessing the Developer incoming web traffic to the Developer Portal cluster must be a transparent proxy - no modification of the
Portal. portal URL, port, host name or path is allowed. For more information, see Configuring a proxy.

11 Push API definition to Management 443 HTTPS from Protected zone to Management zone

server. Pick up credential for
microservice code push.

12 Analytics offload Port will depend on type of plugin and protocol used for the offload. Some possible protocols are: HTTP,
HTTPS, TCP, UDP, KAFKA
13 Analytics accesses NTP Standard NTP
14 Analytics access DNS Standard DNS
15 Management service queries Analytics |443 HTTPS within Management zone
service
16 The Portal service invokes an API 443 HTTPS within Management zone

(GET) on the Analytics service to
retrieve data.

Firewall port requirements on VMware

The following tables lists ports that must be open in both cluster and non-clustered deployments.

Note that clustered VMware environment deployments require additional ports. See Firewall enabled ports for clustered OVA deployments

Table 2. Firewall port requirements common to all subsystems

Subsystem Ports and description
Ports that must be open | The following ports must be open on the Management Server, Analytics, and Developer Portal subsystems, whether in a cluster or not.
on all API Connect
subsystems

e 53 (outbound) DNS

e 123 (outbound) NTP

e 179 (inbound and outbound) BIRD routing daemon - VMware environments (OVA) deployments. Used for communication over TCP
between servers either within the same subsystem or across different subsystems.

e 443 (inbound and outbound) Used by all subsystems for communication with other subsystems

e 2020 (inbound) status request. Used for communication over TCP between servers within the same subsystem.

e 9177 (inbound and outbound) Member list (group membership) for API Connectapic daemon communication. Used for
communication over both TCP and UDP, between servers within the same subsystem.

e 9178 (inbound and outbound) API server, for API Connect apic daemon communication. Used for communication over TCP from
between servers, both within the same subsystem and across different subsystems. Also used for communication between the apicup
configuration utility and servers.

Each subsystem uses ports in addition to the ports in Table 2. See the following table.

Table 3. Additional firewall port requirements for each subsystem

Subsystem Ports and description
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Subsystem Ports and description

Management Management Service uses the ports in Table 2 plus:

Service
e 22 remote backup server port (inbound, configurable)

If backups are configured to use another port, ensure that the port is open. See Backing up the management subsystem in VMware
environments.

Note: this port does not have to be open between the management server and the portal server.

e SMTP server port (outbound), typically 25

e 161 (inbound) SNMP. Over UDP.

e LDAP server port (if using LDAP user registry), typically 389 (outbound)

e Inaclustered deployment, the Management Services uses additional ports. See Firewall enabled ports for clustered OVA deployments.

Developer Portal | The Developer Portal uses the ports listed in Table 2, plus:

e 22 - Aremote backup server port (inbound, configurable)
If backups are configured to use another port, ensure that the port is open. See Backing up and restoring the Developer Portal in a
Kubernetes environment.

Note: this port does not have to be open between the management server and the portal server.

e Inaclustered deployment, the Developer Portal uses additional ports. See Firewall enabled ports for clustered OVA deployments.

Analytics The Analytics subsystem uses the ports listed in Table 2, plus:

e 161 for SNMP is required for both non-clustered and clustered deployments. UDP, inbound only.

e Inanon-clustered deployment, no additional ports are required.

e Analytics supports an optional configuration for offload of data. This configuration might require additional outbound ports to be open.
e Inaclustered deployment, the Analytics subsystem uses additional ports. See Firewall enabled ports for clustered OVA deployments.

Gateway Server The Gateway Server uses these ports in both non-clustered and clustered deployments:

e 161 (inbound) SNMP. UDP protocol. Not needed if SNMP not enabled.

e 162 (outbound) SNMP traps

e 3000 (inbound) Gateway Service local port (configurable)

e 5550 (inbound) XML management port (configurable)

e 5554 (inbound) REST management port (if enabled; configurable)

e 9022 (inbound) Gateway SSH (if enabled; configurable)

® 9090 (inbound) Web GUI console (if enabled; configurable)

® 9443 (inbound) Gateway local port (configurable)

e Inaclustered deployment, the Gateway Server uses additional ports. See Firewall enabled ports for clustered OVA deployments.

Communications inside the Gateway cluster

There are a number of important points to note regarding the communications within the Gateway cluster.

e We advise that you use the same port for all Gateway servers within a cluster.

e Gateway servers communicate with each other to synchronize invocation counts.

e All Gateway servers in a Gateway cluster must be able to reach all of the other Gateway servers in the same Gateway cluster.

e Gateway servers in a Gateway cluster do not directly communicate with Gateway servers in a different Gateway cluster.

e All Gateway servers must be able to reach the management subsystem platform API endpoint, which was configured during the installation of your API Connect
environment.

Ethernet interface usage

To separate network traffic, you can use two or more Ethernet interfaces on the DataPower appliance on which a Gateway server is installed. For example, you can use one
interface for internal IBM API Connect communications, and another for processing incoming API calls.

¢ Firewall enabled ports for clustered OVA deployments

In a clustered OVA deployment of API Connect, specific ports must be configured for communication between members of each API Connect subsystem.
¢ Load balancer ports for clustered OVA deployments

When you deploy a load balancer with a clustered deployment, in a VMware environment, you must ensure that the necessary ports are open.

Related concepts

e Firewall enabled ports for clustered OVA deployments
e Load balancer ports for clustered OVA deployments

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Firewall enabled ports for clustered OVA deployments
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In a clustered OVA deployment of API Connect, specific ports must be configured for communication between members of each API Connect subsystem.

OVA deployments require the common ports listed in Eirewall requirements on Kubernetes. When the VMs are clustered, additional ports are used for communication
between the members of the subsystems in the cluster.

All ports must be enabled inbound and outbound.

Table 1. Firewall enabled ports for clustered VMware environment deployments

Subsystem

Ports

Ports that must be open
between all subsystem VMs

442,2379, 2380, 6443, 6444, 9099, 10248, 10249, 10250,10251, 10252, 10254, 10256, 10257, 10259

These are ports that must be open between all servers within a given subsystem. For example, from management server to
management server, or from portal server to portal server, or from analytics server to analytics server. These ports are not used for
communication between subsystems.

You might need additional TCP ports for Kubernetes-proxied services. The default range is 30000 - 32767. Since the ports in use can
change dynamically, ensure that the default range is open.

Additional ports that must be
open between Management
Service VMs

7001, 7199, 8778, 9042

Additional ports that must be
open between Developer Portal
VMs

3009, 3010, 3306, 3307, 4443, 4444, 4567, 4568, 30865

Additional ports that must be
open between Gateway Service
VMs

16380, 16381, 26380, 26381

Additional ports that must be
open between Analytics VMs

No additional ports are needed.

These internal ports are not used for communication between VMs. Ensure that they are open on the VM server locally.

Table 2. Internal ports reserved by API Connect

Subsystem

Ports

Reserved local ports on all subsystem VMs

8080, 30000:59999

Management Service VMs

2000, 2001, 3003, 3004, 3006, 3007, 8084, 8404, 8443

Portal Service VMs

3058, 3059, 3060, 3061

Analytics VMs

4443, 9200, 9300

Note: The ports should support IP-in-IP (protocol 4), per https://docs.projectcalico.org/getting-started/kubernetes/requirements.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Load balancer ports for clustered OVA deployments

When you deploy a load balancer with a clustered deployment, in a VMware environment, you must ensure that the necessary ports are open.

The load balancer needs port 443 for all API Connect subsystems (Management, Analytics, Developer Portal, DataPower Gateway).

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for initial deployment on VMware

Review the requirements and considerations for deploying in a VMware environment.

Deployment requirements on VMware

e Ensure you have supported software requirement versions. See IBM API Connect Version 2018 software product compatibility requirements
e Do not change the hardware version of the OVA during installation. Do not attempt to use an unsupported version, even if VMWare indicates compatibility with other
versions. For example, when deploying IBM API Connect, the VMWare UI for the APIC OVAs might show information like:

Table 1.
Property Value
Guest OS Ubuntu Linux (64-bit)
Compatibility |ESXi 5.5 and later (VM version 10)
VMware Tools | Yes
CPUs 4
Memory 16 GB
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Although the Compatibility field shows ESXi 5.5 and later (VM version
10), API Connect supports only the versions listed in IBM API Connect Version 2018 software product compatibility requirements. Do not change the VM version of
the OVA. Ensure that the Compatibility field values are not changed, and remain ESXi 5.5 and later (VM version 10).

Attempts to modify the VMware compatibility may typically result in failure to boot the OVA, as per https://kb.vmware.com/s/article/52683.

e Ensure that your operating system has one of the supported utilities for creating ISOs. The apicup installer uses mkisofs on Linux, and hdiutil on macOS. For
Windows, you need software that creates ISO files using mkisofs, such as CDRTools. Verify that the utility you will use is located in a directory that is referenced by
the PATH environment setting for your operating system. When creating the ISO, if you encounter the message Exrror: unable to create config ISO for
host, verify that you have sufficient permissions to run the command.

e Verify you have access to Passport Advantage® to download the Install Assist package and the latest IBM API Connect packages for your operating system.

Package IBM API Connect subsystem file
IBM API Connect® Management for VMWare | apiconnect-management.ova
IBM API Connect Analytics for VMware apiconnect-analytics.ova
IBM API Connect Developer Portal for VMware | apiconnect-portal.ova

Important:
Use a single APICUP project for all subsystems, even those in a different cluster. Multiple projects will result in multiple certificate chains which will not match.

The original project directory created with APICUP during the initial product installation (for example, myProject) is required to both restore the database and to
upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains pertinent information
about the cluster. Note that the endpoints and certificates cannot change; the same endpoints and certificates will be used in the restored or upgraded system. A
good practice is to back up the original project directory to a location from where it can always be retrieved.

e For each subsystem, gather the following networking settings, which you will need to supply during configuration:
Table 2.

Required information Value for your system

IP address of the server
IP address of the server
Domain of the server

IP addresses of the name servers

IP address of the network gateway (not DataPower® gateway) for the server
Name of the Ethernet interface
VLAN

Some virtualization environments require additional information when you create and configure virtual machines. For example, it might be necessary to assign a
specific VLAN ID, Resource Pool, or Datastore. Please refer to information provided by your virtualization environment administrators.

Configuration on VMware

e API Connect cannot be deployed on NFS.

e The timezone for API Connect pods is set to UTC. In API Connect deployments on VMware, the operating system timezone is also set to UTC. Do not change the
timezone for the pods or the operating system.

Ensure that the time settings match (within a few seconds) between the machine running apicup and the VMware Host clock. To verify the VMware host clock
setting, see https://kb.vmware.com/s/article/1003736.

If the clocks are too different, the installation can fail because of invalid certificates due to time discrepancies.

e API Connect requires a dedicated IP range for deployment of the Kubernetes pod and Kubernetes service networks. These IP addresses cannot conflict with IP
addresses used by other resources in your deployment, such as SMTP servers or user registries. The default values are 172.16.0.0/16 and 172.17.0.0/16,
respectively. If a /16 subnet overlaps with existing IPs on the network, a CIDR as small as /22 is acceptable.

If the default ranges conflict with other programs, you can modify the API Connect ranges during initial installation. Note that you cannot modify them once an
appliance has been deployed. Follow the instructions for your subsystem if you want to modify either of the IP ranges.

e Only static IP addresses that are specified during the apicup project configuration before the installation of the OVAs are supported.

e Designated host names must have wildcard aliases or host aliases, which ensures that the different endpoints work together. For example,
* hostname.mycompany.com.

e Kubernetes ingress limits the character set for DNS names to not support the underscore character "_". This means you cannot specify underscores in domain
names that are used as endpoints. For example, my_domain.bar.comandmy.domain_ abc.com are not supported for <xxx>.<hostname>.<domainname>,
and will cause an error. For example:

Invalid value: "my domain.bar.com": a DNS-1123 subdomain must consist of lowercase alphanumeric characters, '-' or '.'
and must start and end with an alphanumeric character (e.g. 'example.com', regex used for validation is
'[a-20-9] ([-a-2z0-9]*[a-20-9])? (\.[a-20-9] ([-a-2z0-9]*[a-20-9])?)*'")

v

¢ Note that you cannot change host names or DNS names on a running cluster.
e Version 2018.4.1.0 only: Ensure that Reverse DNS lookup is configured for the host names and endpoints for each subsystem. Be sure that a ping of the subsystem
host names and endpoints resolves to the corresponding IP address.

nslookup <ip address>
ping <*.hostname.example.com>

Note: Reverse DNS lookup is not required for Version 2018.4.1.1 or later.
e For the management subsystem, the installer sets a default value of 9GB for cassandra-max-memory-gb. The minimum value for this setting is 9GB. The
following table compares values for memory allocation for the management database:

Memory allocated to OVA node | Recommended cassandra-max-memory-gh | MAX_HEAP_SIZE (47% of cassandra-max-memory-gh value)
16GB 9GB (default) 4331m

32GB 16GB 7700m

64GB 24GB 11550m

e The allocation of memory by the JVM is more than just heap size, so where the previous table shows the maximum heap size can grow by up to 4331m, there is also
more memory that can be requested by the JVM from the operating system. The ratio of 47% that is used in the table provides sufficient padding so that under
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normal conditions the JVM should not request more than 9GB in total from the operating system. If the JVM did request more memory than the ratio padding
allows, the limit in place on the Kubernetes pod would lead Kubernetes to kill the process/container so that it can be restarted, as per the design of setting memory
limits on pods in Kubernetes.

e For Analytics, the installer specifies a default value of 16 GB for es-max-memory-gb. The minimum value for this setting is 12 GB.

e Decide the mode to use for the installation.

Table 3. Deployment modes

Mode Description

dev Development mode (dev) deploys a subsystem with the scale of one. Development mode is recommended for development, testing, and
demonstration purposes.

apicup subsys set mgmt mode=dev

Do not use dev mode for production environments. Development mode does not provide high availability.

standard Standard mode (standard) deploys in high availability mode for a production environment.

apicup subsys set mgmt mode=standard

Usage:

o Mode is set for each subsystem type: Management, Analytics, Developer Portal, and Gateway.
o If you do not specify the mode, a default mode is applied, as follows:
= Version 2018.4.1.4 and later: dev mode
= Version 2018.4.1.3 and earlier: standard mode
o Use of standard mode is supported only on installations with three or more nodes. Installations with less than three nodes must use dev mode. If you
install in standard mode with only a single node, some pods can remain in a pending state. To avoid having pods remain pending, either install in dev mode
or add additional nodes.
e For additional considerations for configuring clusters, see Configuring API Connect subsystems in a cluster on VMware.
Important: For best performance it is recommended that the network latency between any 2 nodes be as low as possible. Do not configure nodes from the same
subystem cluster across multiple data centers with a high latency network. A high latency network is one that experiences more than 30ms latency between nodes.
For more information, see the API Connect V2018 Whitepaper
e Configure a remote server for logging. Follow these instructions: Configuring remote logging for a VMware deployment. Pods are terminated during an upgrade, and
the logs will be lost if not stored remotely.

Passwords and certificates

e When creating configuration files for use in generating an ISO image for VMware, ensure that your working directories are secure. The VMware configuration
requires an ISO image that contains a plain text password to be used to unlock the VMware data disk. This means that the API Connect project configuration file
apiconnect-up.yml, and the /user-data directory for each host, contain the passwords you specified. This configuration information is used to create the ISO image
that you combine with the ..ova distribution files when deploying (unlocking) the VMware data disk.

® You can use apicup to specify an ssh keyfile that contains a public certificate for using ssh to log in to a virtual machine. Logging in through ssh is preferred
because it is more secure than password-based login.

o Default certificates are generated for each subsystem by the apicup subsys install command. If certificates are not explicitly set using the apicup certs
set command, then default certificates are automatically generated by apicup. The default certificates are self-signed, so they may not provide a level of trust
suitable for external communication. See Working with certificates.

Setting and using a hashed default password

During configuration of the Management, Analytics, and Developer Portal subsystems, you create a password to use to log in to the management console for the first time.
You must use a password hashing utility to hash the password. You then use apicup to assign this hashed password to the subsystem. These configuration steps ensure
that the password in not stored in plain text on the data disk.

The syntax of the apicup command is:
apicup subsys set mgmt default-password='hashed password'

Usage notes:

e The default-password is for the apicadm user account on the Appliance.
e The password for apicadm can be used only to log in through the VMware console. You cannot use it to ssh into the Appliance as an alternative to using the ssh-
keyfiles. Interactive login for ssh is disabled.
e The default-password value configured is only used during initial installation (first boot) of each virtual appliance. Changing the value, then regenerating the ISO,
and attaching the new ISO to the virtual appliance does not change the apicadm password.
e The default-password must be hashed. If it is plain text, you will not be able to log into the Appliance through the VMware console. When you use apicup to set
or get default-password, apicup ensures that the hash type of the password is one of the following:
o MD5
SHA1
SHA256
SHA512
BCRYPT
o MD5-Crypt
e When using apicup to set a default password for a subsystem, be aware of syntax differences between operating systems. Windows requires double-quotes. Linux
and OSX require single quotes.

o
o
o
o

Operating system Command syntax
Linux or OSX apicup subsys set mgmt default-password='hashed password'
Windows apicup subsys set mgmt default-password="hashed password"

® You can use the passwd command (on the appliance) to change the apicadm password.

¢ When using the VMware Remote console to login to the appliance, be aware that the keyboard layout is English. This can cause a problems with hashed passwords,
if you created the ISO on a system with a different keyboard layout and you used special characters or symbols. Passwords are hashed when you set the password
that you enter to log into your Management appliance for the first time, and when you create hosts.
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DataPower Gateway for API Connect on VMware

e The Management server and Gateway firmware versions must match, for example, API Connect 2018.4.1.3 and DataPower 2018.4.1.3.
¢ Installation and configuration of DataPower Gateway on an appliance (physical or virtual) is completed after you install the API Connect subsystems. For the

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Load balancer configuration in a VMware deployment

When deploying API Connect for High Availability, it is recommended that you configure a cluster with at least three nodes and a load balancer. A sample configuration is
provided for placing a load balancer in front of your API Connect OVA deployment.

About this task

API Connect can be deployed on a single node cluster. In this case the ingress endpoints are host names for which the DNS resolution points to the single IP address of
the corresponding node hosting a particular subsystem, and no load balancer is required. For high availability, it is recommended to have at least a three node cluster. With
three nodes, the ingress endpoints cannot resolve to a single IP address. A load balancer should be placed in front of an API Connect subsystem to route traffic.

Because it is difficult to add nodes once endpoints are configured, a good practice is to configure a load balancer even for single node deployments. With the load balancer
in place, you can easily add nodes when needed. Add the node to the list of servers pointed to by the load balancer to avoid changing the ingress endpoints defined during
the installation of API Connect.

To support Mutual TLS communication between the API Connect subsystems, configure the load balancer with SSL Passthrough and Layer 4 load balancing. In order for
Mutual TLS to be performed directly by the API Connect subsystems, the load balancer should leave the packets unmodified, as is accomplished by Layer 4. Following is a
description of the communication between the endpoints that are configured with Mutual TLS:

e API Manager (with the client certificate portal-client) communicates with the Portal Admin endpoint portal-admin (with the server certificate portal-admin-ingress)

e API Manager (with the client certificate analytics-client-client) communicates with the Analytics Client endpoint analytics-client (with the server certificate
analytics-client-ingress)

e API Manager (with the client certificate analytics-ingestion-client) communicates with the Analytics Ingestion endpoint analytics-ingestion (with the server
certificate analytics-ingestion-ingress)

Set endpoints to resolve to the load balancer
When configuring a load balancer in front of the API Connect subsystems, the ingress endpoints are set to host names that resolve to a load balancer, rather than to
the host name of any specific node. For an overview of endpoints, see Deployment overview for endpoints and certificates.

Use this example configuration as a guideline to determine the best way to configure the load balancer for your deployment.

Procedure

¢ Appliance deployment
In this example configuration, the API Connect Management, Portal, Analytics and Gateway subsystems are deployed as three node clusters in Standard mode. An
HAProxy load balancer is used. The load balancer is configured with ssl-passthrough and with upstream selection based on SNI. DNS resolution is configured to
resolve the endpoints to the IP address of the load balancer. If a single HAProxy node is used, then all endpoints must resolve to the IP address of the single
HAProxy. The following example endpoints require DNS resolution for this example:
o api-manager-ui.sample.example.com
cloud-admin-ui.sample.example.com
consumer-api.sample.example.com
platform-api.sample.example.com
admin.portal.sample.example.com
web.portal.sample.example.com
analytics.client.sample.example.com
analytics.ingestion.sample.example.com
api-gateway.sample.example.com
o apic-gw-service.sample.example.com
Following is an example HAProxy configuration for one HAProxy node distributing traffic to Management and Portal clusters:

o
o
o
o
o
o
o
o

Note:
When you configure a load balancer in front of a Management subsystem, specify timeouts of at least 240 seconds. Note that large deployments might need larger
values.

The default timeout is typically 50 or 60 seconds, which is not long enough to avoid 409
Conflictor 504 Gateway Timeout errors. The 409 Conflict error can occur when the time needed to complete an operation is sufficiently long that a
second request gets issued.

For example, to specify 240 seconds when using HAProxy as a load balancer, set timeout

client and timeout server to240000.

# This sample HAProxy configuration file configures one HAProxy node to distribute traffic to

# Management, Portal, Analytics, and Gateway clusters. Another option is to configure one HAproxy
# node per cluster.

global
log /dev/log local0
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defaults

log /dev/log locall notice

chroot /var/lib/haproxy

stats socket /run/haproxy/admin.sock mode 660 level admin
stats timeout 30s

user haproxy

group haproxy

daemon

# Default SSL material locations
ca-base /etc/ssl/certs
crt-base /etc/ssl/private

# Default ciphers to use on SSL-enabled listening sockets.
# For more information, see ciphers(1SSL). This list is from:
# https://hynek.me/articles/hardening-your-web-servers-ssl-ciphers/

ssl-default-bind-ciphers ECDH+AESGCM:DH+AESGCM:ECDH+AES256:DH+AES256: ECDH+AES128 :DH+AES : ECDH+3DES : DH+3DES :
RSA+AESGCM:RSA+AES :RSA+3DES: 'aNULL: !MD5: !DSS

ssl-default-bind-options no-sslv3

log global

mode http

option httplog
option dontlognull

timeout connect 5000
timeout client 240000
timeout server 240000

errorfile 400 /etc/haproxy/errors/400.http
errorfile 403 /etc/haproxy/errors/403.http
errorfile 408 /etc/haproxy/errors/408.http
errorfile 500 /etc/haproxy/errors/500.http
errorfile 502 /etc/haproxy/errors/502.http
errorfile 503 /etc/haproxy/errors/503.http
errorfile 504 /etc/haproxy/errors/504.http

#####4### MANAGEMENT CONFIGURATION ########
frontend fe_management

mode tcp

option tcplog

#

# Map to the hostname and TCP port for the Management load balancer.

# In this example, the hostname for the load balancer is ubuntu.sample.example.com.

#

bind ubuntu.sample.example.com:443
tcp-request inspect-delay 5s
tcp-request content accept if { req_ssl_hello_type 1 }

B R R R

The value for the Management endpoints as defined in the apiconnect-up.yml

file using the apicup installer. In this example, the endpoints are api-manager-ui.sample.example.com,

cloud-admin-ui.sample.example.com, consumer-api.sample.example.com, and

platform-api.sample.example.com. Standard SNI structure specifies

whether the INCOMING request is for api-manager or cloud-admin or for consumer-api or platform-api

then use "be_management".

use_backend be_management if
{ req_ssl_sni -i api-manager-ui.sample.example.com OR req_ssl_sni -i cloud-admin-ui.sample.example.com }
use_backend be management if
{ req_ssl_sni -i consumer-api.sample.example.com OR req_ssl_sni -i platform-api.sample.example.com }

#

# be_management is defined to point management traffic to the cluster

# containing three management nodes

#

backend be_management
mode tcp
option tcplog
balance roundrobin
option ssl-hello-chk

#

# One entry per Management node in the cluster.
# Hostname and TCP Port for each Management node.

#

server management0 managerl.sample.example.com:443 check
server managementl manager2.sample.example.com:443 check
server management2 manager3.sample.example.com:443 check

####44#4# PORTAL CONFIGURATION ########
frontend fe_ portal

mode tcp

option tcplog

#

# The Hostname and TCP Port for the Portal Load balancer

#

bind ubuntu.sample.example.com:443
tcp-request inspect-delay 5s
tcp-request content accept if { req_ssl_hello_type 1 }

#

# The value for both of the Portal subsystem endpoints as defined in the apiconnect-up.yml file

#

use_backend be portal if
{ req_ssl_sni -i admin.portal.sample.example.com OR req_ssl_sni -i web.portal.sample.example.com }
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backend be portal
mode tcp
option tcplog
balance roundrobin
option ssl-hello-chk

#

# One entry per Portal node.

# Hostname and TCP Port for the Portal node.

#

server portal0 portall.sample.example.com:443 check
server portall portal2.sample.example.com:443 check
server portal2 portal3.sample.example.com:443 check

###4#444#4# ANALYTICS CONFIGURATION ########
frontend fe_analytics

mode tcp

option tcplog

# The Hostname and TCP Port for the Analytics Load balancer
#

bind ubuntu.sample.example.com:443

tcp-request inspect-delay 5s

tcp-request content accept if { req_ssl_hello_type 1 }

#
# The value for both of the Analytics subsystem endpoints as defined in the apiconnect-up.yml file
#
use_backend be_analytics if
{ req_ssl_sni -i analytics.client.sample.example.com OR req_ssl_sni -i analytics.ingestion.sample.example.com }

backend be analytics
mode tcp
option tcplog
balance roundrobin
option ssl-hello-chk

#

# One entry per Analytics node.

# Hostname and TCP Port for the Analytics node.

#

server analyticsO analyticsl.sample.example.com:443 check
server analyticsl analytics2.sample.example.com:443 check
server analytics2 analytics3.sample.example.com:443 check

#####4## GATEWAY CONFIGURATION ########
frontend fe_ gateway

mode tcp

option tcplog

#

# The Hostname and TCP Port for the Gateway Load balancer
#

bind ubuntu.sample.example.com:443

tcp-request inspect-delay 5s

tcp-request content accept if { req_ssl_hello_type 1 }

#
# The values for the Gateway subsystem endpoints as defined in the apiconnect-up.yml file.
#
use_backend be gateway if
{ req_ssl_sni -i api-gateway.sample.example.com OR req_ssl_sni -i apic-gw-service.sample.example.com }

backend be gateway
mode tcp
option tcplog
balance roundrobin
option ssl-hello-chk

#

# One entry per Gateway node.

# Hostname and TCP Port for the Gateway node.

#

server gateway0 gatewayl.sample.example.com:443 check
server gatewayl gateway2.sample.example.com:443 check
server gateway2 gateway3.sample.example.com:443 check
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¢ The following diagram depicts a typical layout for a load balancer in front of three API Connect subsystems, with each subsystem containing three Appliance/OVA

port 443 -{ manager.sample. com ]

port 443 I manager2 sample.example.com ‘
rt 443

Lt -I manager3.sample_example.com ]

Management subsystem

%.‘ portal1.sample.example.com ]

Application Client port 443 HA Proxy port 443 [
{Browser, APl Connect with req_ssl_sni | portal2 . sample_example.com
Toolkit, ...} -

it 443
L—‘ porald.sample.example_com I

e s e s

port 443 I analytics1.sample_example.com ]
potids I analytics2 sample_example.com l
rt 443
DNS resolution P -Jl analytics3.sample.example.com ‘

api-manager-ui. sample.example.com --> |P address of HA Proxy load balancer

cloud-admin-ui.sample_example.com --> |P address of HA Proxy load balancer
col -api.sample. com --> |P add of HA Proxy load balancer
platform-api.sample.example.com --> IP address of HA Proxy load balancer
admin.portal. sample.example.com - IP address of HA Proxy load balancer
web.portal.sample.example.com --> IP address of HA Proxy load balancer
analytics.client.zample. example.com == IP address of HA Proxy load balancer
analytics.ingestion.sample.example.com --> IP address of HA Proxy load balancer
api-gateway.sample.example.com -> IP address of HA Proxy load balancer
apic-gw-gervice sample example_com == |P address of HA Proxy load balancer

nodes:

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring remote logging for a VMware deployment

Appliance-based (OVA) deployments use Syslog for collecting logs. Logs must be collected for both running and terminated containers and processes. Logging collection
is required for IBM Support to assist with troubleshooting.

About this task

For appliance-based deployments using OVA, rsyslog is used to collect log files.

There are three options for collecting logs:

o Set the rsyslog configuration at boot up (this is the best practice in order to preserve settings when rebooting)
e Set the rsyslog configuration post-boot up
e Gather logs from a running system

For more information about rsyslog, see:https://www.rsyslog.com/doc/v8-stable/configuration/index.html

Procedure

Log collection from the Syslog collectors is accomplished using the rsyslog module included in the cloudinit application. Cloud-init is an open source package used for
injecting configurations during boot up. It is included with the appliance-based (OVA) installation. Cloud-init uses a configuration file, for example, config_file.yaml, to
configure logging and other customizations. The complete list of configuration customizations that can be made with cloud-init is documented in

https://cloudinit.readthedocs.io/en/latest/topics/modules.html. Follow these steps to configure logging at boot up:

1. Enter the rsyslog configuration in the config_file.yaml file.
a. Following is an example of the options for rsyslog in config_file.yaml:
rsyslog:
remotes:

syslog_serverl: "192.168.1.1:514"
syslog_server2: "10.0.4.1:601"

where:

IBM API Connect 2018.x 163


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5
https://www.rsyslog.com/doc/v8-stable/configuration/index.html
https://cloudinit.readthedocs.io/en/latest/topics/modules.html

e remotes are key pairs specifying the remote Syslog collectors from which you want to collect logs. Each key is the name for an rsyslog remote entry.
Each value holds the remote IP address and port for the Syslog collector.

* syslog_serverX are Syslog collectors (514 = TCP, 601=UDP)
Note:
A number of Appliance containers such as the kube-apiserver log by default to stderr, which is interpreted by rsyslog as a high severity message. To avoid
having non-error log entries be presented as errors in rsyslog, it is recommend to configure a format that defaults the severity of the message to info level,
and rely on further parsing of the log messages to highlight higher severity messages. Example configuration:

rsyslog:
configs:
- "k *x @192.168.1.187;myformat"
- filename: 00-myformat.conf
content: |
template (name="myformat" type="string"
string="<%$.myprio%> $TIMESTAMP: : :date-rfc3339% %HOSTNAME% %syslogtag% %msg:::sp-if-no-1lst-sp%%msg%")

set $.myseverity = 6;
set $.myprio = 20*8+$.myseverity;

where the logs would be forwarded to the server 192.168.1.187 using the format myformat. Further scanning of the log lines could be defined in the
logging infrastructure to highlight the higher severity log entries by, for example, scanning for occurrences of Exrror/Err/ERROR.

=

Enter the following command to configure log collection at boot up before starting installation:
apicup subsys set mgmt additional-cloud-init-file config file.yaml

Refer to the rsyslog documentation for more information. See https://www.rsyslog.com/doc/v8-stable/configuration/index.html
2. To collect logs post boot up, follow these steps:
a. sshinto each VM and change directories to etc/rsyslog.d.
b. Create a new .conf file, for example, <new>-cloud-config.conf.
c. Restart rsyslog with the following command: systemctl restart
rsyslog
3. To gather logs from a running system, enter the following command:

sudo apic logs

The apic logs command collects the following information for the current VM:
e Logs for all containers (including terminated ones)
e Everything from journalctl
e All system service logs
The information is stored locally on the current VM. Entries are culled based upon age for a maximum size of 2 GB (compressed).

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

First steps for deploying in a VMware environment

The first steps in deploying in a VMware environment are to obtain the API Connect distribution files and to create a project directory.

Before you begin

e Review Requirements for initial deployment on VMware.
e See also Configuring API Connect subsystems in a cluster on VMware.

About this task

In these First Steps, you will use Install Assist (apicup) to create a project directory that contains the configuration file apiconnect-up.yml. When you configure the
first subsystem, such as the Management Service, the subsystem configuration settings are placed in the file.

When you want to configure a second subsystem, it is important that you reuse the same project directory. This means that you only need to download Install Assist once,
and create a project directory once. The configuration settings for the second subsystem are added to the existing apiconnect-up.yml. In this way, the second
subsystem, such as Developer Portal, can access the configuration information needed to interact with the first subsystem.

After completing these First Steps, follow the links to instructions for configuring your subsystem. You will specify configuration settings, create an ISO of the subsystem
configuration, and then use VMware to deploy the distribution file (.ova file) for the subsystem with your ISO. Note that you create a separate ISO for each subsystem.

Installation and configuration of DataPower® Gateway on an appliance (physical or virtual) is completed after you install the API Connect subsystems. For the gateway

Note: When maintaining API Connect, do not use kubectl exec commands to access API Connect pods unless advised by IBM.
Do not make any changes on the deployed VMs unless documented here or otherwise advised by IBM. Attempting to manually update packages, adding new users, or
installing new software will likely cause problems. Operating system updates are handled by API Connect fix packs.

Procedure

1. Download the latest IBM API Connect® package from IBM Fix Central.
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Package IBM API Connect subsystem file
IBM API Connect Management for VMWare apiconnect-management.ova and the Developer Toolkit

IBM API Connect Analytics for VMware apiconnect-analytics.ova

IBM API Connect Developer Portal for VMware | apiconnect-portal.ova
Note that the IBM Passport Advantage® site contains the API Connect LTS release, 2018.4.1.0, but not any packages that contain later Fix Packs. The Fix Pack
distributions, such as 2018.4.1.5, contain the entire product. For a new installation, you do not need to first install the LTS version, 2018.4.1.0, or any of the fix
packs (2018.4.1.x) prior to the latest one. For example, if you want to install 2018.4.1.5 as a new installation, you do not need to first install 2018.4.1.0,
2018.4.1.1,2018.4.1.2,2018.4.1.3 or 2018.4.1.4.

Note also that the Fix Pack page contains two copies of the files for each subsystem. One copy is for new installations and one is for upgrades of existing
installations. For new installations, do not use files with names with the prefix upgrade-. Use the file names specified in the previous table. In addition, be aware
that during upgrades, there are prerequisites to meet when moving between specific versions. For upgrades, do not use the procedures on this page. See Upgrading
in a VMware environment.

N

. Select one of the following actions:
e If you are configuring your first subsystem, go to step 3.
e If you have already configured a subsystem, go to step 7.
3. Download the IBM API Connect Install Assist package for your operating system from IBM Fix Central. It contains the apicup file, which simplifies installation of the
API Connect components.
4. 0SX and Linux® only: Make the apicup file an executable file by entering the following command:

chmod +x apicup

[$2)

. Set your path to the location of your apicup file.
e For the OSX and Linux operating systems:

export PATH=$PATH:/Users/your path/
e For the Windows operating system:

set PATH=c:\your path;%PATH%

o

Create a project called myProject and optionally copy the apicup executable into the project directory:
a. Create a project:

apicup init myProject

b. Read and accept the license agreement.
c. Optionally, copy the apicup executable into the myProject directory or folder created by the apicup init command.
Important:
Use a single APICUP project for all subsystems, even those in a different cluster. Multiple projects will result in multiple certificate chains which will not match.

The original project directory created with APICUP during the initial product installation (for example, myProject) is required to both restore the database and to
upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains pertinent information
about the cluster. Note that the endpoints and certificates cannot change; the same endpoints and certificates will be used in the restored or upgraded system. A
good practice is to back up the original project directory to a location from where it can always be retrieved.

The apiconnect-up.yml file is created in that directory.

Important: The apiconnect-up.yml file must be in a secure and permanent location. The file contains password information and other information that is exposed in
text format. Ensure that the project directory is secure.
7. Continue with the configuration steps for your subsystem:
e Deploying the Management subsystem in a VMware environment
e Deploying the Analytics subsystem in a VMware environment
e Deploying the Developer Portal in a VMware environment

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying the Management subsystem in a VMware environment

You can create a virtual server by deploying the relevant IBM® API Connect OVA file on a VMWare virtual server. Create all of the virtual servers that you want to use in your
cloud.

Before you begin

Before you deploy:

® Review the Deployment requirements on VMware.

e Review the Configuration on VMware.

e For information on deploying a cluster, see Configuring API Connect subsystems in a cluster on VMware
e If you are upgrading from a previous version, see Upgrading in a VMware environment.

About this task

You must deploy the API Connect OVA template to create each Management virtual server that you want in your cloud.

IBM API Connect 2018.x 165


https://www.ibm.com/software/howtobuy/passportadvantage/paocustomer/
https://www.ibm.com/support/fixcentral
https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5

Procedure

1. Ensure that you obtained the distribution file and have a project directory, as described in First steps for deploying in a VMware environment.
2. Change to the project directory.

cd myProject

3. Create a management subsystem.

apicup subsys create mgmt management

Where:
e mgmtis the name of your management server that you are creating. You can assign it any name, as long as the identifier consists of lower case alphanumeric
characters or '-', with no spaces, starts with an alphabetic character, and ends with an alphanumeric character.
e management indicates that you are creating a management microservice.
The API Connect Helm charts are deployed into the default namespace. You do not need to specify a namespace.

Tip: At any time, you can view the current management subsystem values in the apiconnect-up.yml by running the apicup subsys get command:
apicup subsys get mgmt

If you have not yet configured the subsystem, the command might return errors. Also, if you have not updated the value, a default value is listed, if there is one that
is available.
After configuration is complete, you can view output similar to the following sample:

apicup subsys get mgmt
Appliance settings

Name Value Description
additional-cloud-init-file (Optional) Path to additional cloud-
init yml file

data-device sdb VM disk device (usually ‘sdb’ for SCSI
or ‘vdb' for VirtIO)

default-password $6$rounds=4096$iMCI9c£hFJ8X$pbmAl9

ClWzcYzHZFoQ6n70nYCE/owQZIiCpAtWazs
/FUn/uE8ulD. 9jwHEOAX4upFSqx/j£0ZmDbHPZ9bU1CY1 (Optional) Console login password for
‘apicadm’ user

dns-servers [1.2.136.11] List of DNS servers

k8s-pod-network 172.16.0.0/16 (Optional) CIDR for pods within the
appliance

k8s-service-network 172.17.0.0/16 (Optional) CIDR for services within the
appliance

mode standard

public-iface eth0 Device for API/UI traffic (Eg: ethO)
search-domain [subnetl.example.com] List for DNS search domains
ssh-keyfiles [/home/vsphere/.ssh/id_rsa.pub] List of SSH public keys files
traffic-iface ethO Device for cluster traffic (Eg: ethO)
license-version Production

Subsystem settings

Name Value Description

az-name default-az Availability Zone name
cassandra-backup-auth-pass (Optional) Server password for DB
backups

cassandra-backup-auth-user (Optional) Server username for DB
backups

cassandra-backup-host (Optional) FQDN for DB backups server
cassandra-backup-path /backups (Optional) path for DB backups server
cassandra-backup-port 22 (Optional) Server port for DB backups
cassandra-backup-protocol sftp (Optional) Protocol for DB backups
(sftp/ftp/objstore)

cassandra-backup-schedule 00 * * * (Optional) Cron schedule for DB backups
cassandra-max-memory-gb 9 Memory limit for DB

cross-az-peers [1 (Optional) IP addresses of nodes in
other AZs

Endpoints

Name Value Description

api-manager-ui api-manager-ui.testsrv0231.subnetl.example.com FQDN of API manager UI endpoint
cloud-admin-ui cloud-admin-ui.testsrv0231l.subnetl.example.com FQDN of Cloud admin endpoint
consumer-api consumer-api.testsrv0231.subnetl.example.com FODN of consumer API endpoint
platform-api platform-api.testsrv0231l.subnetl.example.com FODN of platform API endpoint

b

For production environments, specify mode=standard.
apicup subsys set mgmt mode=standard

The mode=standard parameter indicates that you are deploying in high availability (HA) mode for a production environment. If the mode parameter is omitted, the
subsystem deploys by default in dev mode, for use in development and testing. For more information, see Requirements for initial deployment on VMware.

o

. Version 2018.4.1.10 or later: Specify the license version you purchased.
apicup subsys set mgmt
license-version=<license_ type>
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The license_type must be either Production or Nonproduction. If not specified, the default value is Nonproduction.

6. Optional: Configure scheduled backups of the subsystem. This step is optional but is recommended. Note that once you set up scheduled backups, you can also run
backups on-demand. Refer to the instructions for scheduled backups in Backing up the management subsystem in VMware environments.
7. Optional: Configure your logging.
Logging can be configured at a later time, but you must enable it before installation to capture the log events from the installation.
a. Complete the procedure at Configuring remote logging for a VMware deployment.
b. Enter the following command to create the log file:

apicup subsys set mgmt additional-cloud-init-file=config file.yml

8. Enter the following commands to update the apiconnect-up.yml with the information for your environment:
a. Set your search domain. Multiple search domains should be separated by commas.

apicup subsys set mgmt search-domain=your search domain

Where your_search_domain is the domain of your servers, entered in all lowercase. Setting this value ensures that your searches also append these values,
which are based on your company's DNS resolution, at the end of the search value. A sample search domain is mycompany.example.com.

Ensure that the value for your_search_domain is resolved in the system's /etc/resolv.conf file to avoid "502" errors when accessing the Cloud Manager web
site. For example:

# Generated by resolvconf
search your search domain ibm.com other.domain.com

=

Set your domain name servers (DNS).
Supply the IP addresses of the DNS servers for your network. Use a comma to separate multiple server addresses.

apicup subsys set mgmt dns-servers=ip address of dns server[,ip address of another dns server_ if necessary]

DNS entries may not be changed on a cluster after the initial installation.
. Use apicup to set your endpoints.
You can use wildcard aliases or host aliases with your endpoints.
Optionally, you can specify all endpoints with one apicup command. See Tips and tricks for using APICUP.

o0

Table 1. Management subsystem endpoints

Note: You cannot specify the underscore character "_" in domain names that are used in endpoints. See Configuration on VMware.

Setting Endpoint host description
platform-api | Platform API endpoint. The host where your platform API calls are routed.

apicup subsys set mgmt platform-api=platform-api.hostname.domain
consumer-api Consumer API endpoint. The host where your consumer API calls are routed.

apicup subsys set mgmt consumer-api=consumer-api.hostname.domain
cloud-admin-ui | Cloud admin user interface API endpoint. The host where your cloud administrator user-interface API calls are routed.

apicup subsys set mgmt cloud-admin-ui=cloud-admin-ui.hostname.domain
api-manager-ui | API Manager user interface endpoint. The host where your API Manager API calls are routed.

apicup subsys set mgmt api-manager-ui=api-manager-ui.hostname.domain

9. Set a Public key.
apicup subsys set mgmt ssh-keyfiles=path to public ssh keyfile

Setting this key enables you to use ssh with this key to log in to the virtual machine to check the status of the installation. You will perform this check in step 29 of
these instructions.

10. Set the password that you enter to log into your Management appliance for the first time.
a. Important: Review the requirements for creating and using a hashed password. See Setting and using a hashed default password.
b. If you do not have a password hashing utility, install one.
Operating
system

Command

Ubuntu, Debian, |If the mkpasswd command utility is not available, download and install it. (You can also use a different password hashing utility.) On
0OsX 0SX, use the command: gem
install mkpasswd .

Windows, Red If necessary, a password hashing utility like OpenSSL.

Hat
c. Create a hashed password
tin,
Operating Command
system
Ubuntu, Debian, |mkpasswd --method=sha-512 --rounds=4096 password
0SX

Windows, Red For example, using OpenSSL: openssl passwd -1 password. Note that you might need to add your password hashing utility to your
Hat path; for example, in Windows:

set PATH=c:\cygwiné4\bin; $PATH%
d. Set the hashed password for your subsystem:

apicup subsys set mgmt default-password='hashed password'

11. Optional: If the default IP ranges for the API Connect Kubernetes pod and the service networks conflict with IP addresses that must be used by other processes in
your deployment, modify the API Connect values.
You can change the IP ranges of the Kubernetes pod and the service networks from the default values of 172.16.0.0/16 and 172.17.0.0/16, respectively. In the
case that a /16 subnet overlaps with existing IPs on the network, a Classless Inter-Domain Routing (CIDR) as small as /22 is acceptable. You can modify these
ranges during initial installation and configuration only. You cannot modify them once an appliance has been deployed. See Configuration on VMware.
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a. Update the IP range for the Kubernetes pod
apicup subsys set mgmt k8s-pod-network='new pod range'
Where new_pod_range is the new value for the range.

b. Update the IP range for Service networks.
apicup subsys set mgmt k8s-service-network='new service range'
Where new_service _range is the new value for the range.

12. Add your hosts.
apicup hosts create mgmt hostname.domainname hd password

Where the following are true:
e hostname.domainname is the fully qualified name of the server where you are hosting your Management service, including the domain information.
e hd_password is the password that the Linux Unified Key Setup uses to encrypt the storage for your Management service. This password is hashed when it is
stored on the server or in the ISO. Note that the password is base64 encoded when stored in apiconnect-up.yml.
Repeat this command for each host that you want to add.

Note:
e Host names and DNS entries may not be changed on a cluster after the initial installation.
e Version 2018.4.1.0: Ensure that Reverse DNS lookup configuration is configured for the host names.

nslookup <ip address>
For Version 2018.4.1.1 or later, Reverse DNS lookup is not required.

13. Create your interfaces.

apicup iface create mgmt hostname.domainname physical network id host ip address/subnet mask gateway ip address

Where public_iface_id is the network interface ID of your physical server. The value is most often eth0. The value can also be ethx, where x is a number identifier.
The format is similar to this example: apicup iface create mgmt myHostname.domain ethO
192.0.2.10/255.255.255.0 192.0.2.1

14. Optional: Use apicup to view the configured hosts:

apicup hosts list mgmt
testsrv0231.subnetl.example.com
Device IP/Mask
eth0 1.2.152.231/255.255.254.0

Gateway
1.2.152.1

Note: This command might return the following messages, which you can ignore:

* host is missing traffic interface
* host is missing public interface

1

o

. Optional: Verify that the configuration settings are valid.
apicup subsys get mgmt --validate

The output lists each setting and adds a check mark after the value once the value is validated. If the setting lacks a check mark and indicates an invalid value,
reconfigure the setting. See the following sample output.

apicup subsys get mgmt --validate
Appliance settings

Name Value
additional-cloud-init-file v
data-device sdb v
default-password $6$rounds=4096$iMCJ9cfhFJI8X$pbm
Al9C1WzcYzHZFoQ6én70nYCEf/owQZIiCpAtWazs/
FUn/uE8uLD.9jwHEOAX4upFSqx/j£0ZmDbHPZIbUICY1 v
dns-servers [1.2.136.11] v
k8s-pod-network 172.16.0.0/16 v
k8s-service-network 172.17.0.0/16 v
mode standard v
public-iface eth0 v
search-domain [subnetl.example.com] v
ssh-keyfiles [/home/vsphere/.ssh/id_rsa.pub] v
traffic-iface eth0 v
license-version Production v
Subsystem settings
Name Value
az-name default-az v
cassandra-backup-auth-pass v
cassandra-backup-auth-user v
cassandra-backup-host v
cassandra-backup-path /backups v
cassandra-backup-port 22 v
cassandra-backup-protocol sftp v
cassandra-backup-schedule 00 * * * v
cassandra-max-memory-gb 9 v
cross-az-peers [1 v
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Endpoints

Name
api-manager-ui
cloud-admin-ui
consumer-api
platform-api

16. Create your ISO file.

api-manager-ui.testsrv0231.subnetl.example.com
cloud-admin-ui.testsrv0231.subnetl.example.com
consumer-api.testsrv0231.subnetl.example.com
platform-api.testsrv0231l.subnetl.example.com

apicup subsys install mgmt --out mgmtplan-out

The --out parameter and value are required.

In this example, the ISO file is created in the myProject/mgmtplan-out directory.
If the system cannot find the path to your software that creates ISO files, create a path setting to that software by running a command similar to the following

command:

Operating system

Command

0OSX and Linux

export PATH=$PATH:/Users/your path/

Windows

set PATH="c:\Program Files (x86)\cdrtools";%PATH%

17. Log into the VMware vSphere Web Client.
18. Using the VSphere Navigator, navigate to the directory where you are deploying the OVA file.
19. Right-click the directory and select Deploy OVF Template.
20. Complete the Deploy OVF Template wizard.
a. Select the apiconnect-management.ova template by navigating to the location where you downloaded the file from Passport Advantage®.

TR a0 Q0T

Enter a name and location for your file.

Select a resource for your template.

Review the details for your template.

Select the size of your configuration.

Select the storage settings.

Select the networks.

. Customize the Template, if necessary.

Review the details to ensure that they are correct.
Select Finish to deploy the virtual machine.

A U W NN

Note: Do not change the OVA hardware version, even if the VMware UI shows a Compatibility range that includes other versions. See Requirements for initial
deployment on VMware.
The template creation appears in your Recent Tasks list.
21. Select the Storage tab in the Navigator.
22. Navigate to your datastore.

23. Upload your ISO file.

a. Select the Navigate to the datastore file browser icon in the icon menu.

b. Select the Upload a file to the Datastore icon in the icon menu.

c. Navigate to the ISO file that you created in your project.

It is the myProject/mgmtplan-out

d. Upload the ISO file to the datastore.
24. Leave the datastore by selecting the VMs and Templates icon in the Navigator.
25. Locate and select your virtual machine.
26. Select the Configure tab in the main window.

27. Select Edit....

a. On the Virtual Hardware tab, select CD/DVD Drive 1.

b. For the Client Device, select Datastore ISO File.

c. Find and select your datastore in the Datastores category.

d. Find and select your ISO file in the Contents category.

e. Select OK to commit your selection and exit the Select File window.
f. Ensure that the Connect At Power On check box is selected.

Tip:

e Expand the CD/DVD drive 1 entry to view the details and the complete Connect At Power On label.

e Note that VMware related issues with ISO mounting at boot may occur if Connect At Power On
g. Select OK to commit your selection and close the window.
28. Start the virtual machine by selecting the play button on the icon bar.

The installation might take several minutes to complete, depending on the availability of the system and the download speed.

29. Log in to the virtual machine by using an SSH tool to check the status of the installation:
a. Enter the following command to connect to mgmt using SSH:

ssh ip address -1 apicadm

You are logging in with the default ID of apicadm, which is the API Connect ID that has administrator privileges.

b. Select Yes to continue connecting.
Your host names are automatically added to your list of hosts.

¢. Run the apic status command to verify that the installation completed and the system is running correctly.

Note that after installation completes, it can take several minutes for all servers to start. If you see the error message Subsystems not running, waita
few minutes, try the command again, and review the output in the Status column.

The command output for a correctly running Management system is similar to the following lines:

apicadm@testsys0181:~$ sudo apic status

INFO[0001] Log level: info
Cluster members:
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- testsys0164.subnetl.example.com (1.1.1.1)

Type: BOOTSTRAP MASTER
Install stage: DONE
Upgrade stage: NONE
Docker status:
Systemd unit: running
Kubernetes status:
Systemd unit: running
Kubelet version:

testsys0164 (4.4.0-

137-generic) [Kubelet v1.10.6, Proxy v1.10.6]

Etcd status: pod etcd-testsys0164 in namespace kube-system has status Running

Addons: calico, dns, helm, kube-proxy,
Type: MASTER
Install stage: DONE
Upgrade stage: NONE
Docker status:
Systemd unit: running
Kubernetes status:
Systemd unit: running
Kubelet version:

testsys0165 (4.4.0-

metrics-server, nginx-ingress,

testsys0165. subnetl.example.com (1.1.1.2)

137-generic) [Kubelet v1.10.6, Proxy v1.10.6]

Etcd status: pod etcd-testsys0165 in namespace kube-system has status Running
Addons: calico, kube-proxy, nginx-ingress,

testsys0181.subnetl.exmample.com (1.1.
Type: MASTER
Install stage: DONE
Upgrade stage: NONE
Docker status:
Systemd unit: running
Kubernetes status:
Systemd unit: running
Kubelet version:

testsys0181 (4.4.0-

1.3)

137-generic) [Kubelet v1.10.6, Proxy v1.10.6]

Etcd status: pod etcd-testsys0181 in namespace kube-system has status Running
Addons: calico, kube-proxy, nginx-ingress,

Etcd cluster state:

- etcd member name: testsys0164.subnetl.

example.com, member id: 11019072309842691371,

cluster id: 5154498743703662183, leader id: 11019072309842691371, revision: 21848, version: 3.1.17
- etcd member name: testsys0165.subnetl.example.com, member id: 541472388445093633,

cluster id: 5154498743703662183, leader id: 11019072309842691371, revision: 21848, version: 3.1.17
- etcd member name: testsys0181.subnetl.example.com, member id: 3261849123413063575,

cluster id: 5154498743703662183, leader id: 11019072309842691371, revision: 21848, version: 3.1.17
Pods Summary:
NODE NAMESPACE NAME READY
STATUS REASON
testsys0165 kube-system calico-node-jp8zv 2/2
Running
testsys0164 kube-system calico-node-pjjgh 2/2
Running
testsys0181 kube-system calico-node-ssb9w 2/2
Running
testsys0164 kube-system coredns-87cb95869-9nvdr 1/1
Running
testsys0164 kube-system coredns-87cb95869-r9q8w 1/1
Running
testsys0164 kube-system etcd-testsys0164 1/1
Running
testsys0165 kube-system etcd-testsys0165 1/1
Running
testsys0181 kube-system etcd-testsys0181 1/1
Running
testsys0165 kube-system ingress-nginx-ingress-controller-92mkz 1/1
Running
testsys0181 kube-system ingress-nginx-ingress-controller-kt9sr 1/1
Running
testsys0164 kube-system ingress-nginx-ingress-controller-p7x55 1/1
Running
testsys0164 kube-system ingress-nginx-ingress-default-backend-6£58fb5£f56-t27gx 1/1
Running
testsys0164 kube-system kube-apiserver-testsys0164 1/1
Running
testsys0165 kube-system kube-apiserver-testsys0165 1/1
Running
testsys0181 kube-system kube-apiserver-testsys0181 1/1
Running
testsys0164 kube-system kube-apiserver-proxy-testsys0164 1/1
Running
testsys0165 kube-system kube-apiserver-proxy-testsys0165 1/1
Running
testsys0181 kube-system kube-apiserver-proxy-testsys0181 1/1
Running
testsys0164 kube-system kube-controller-manager-testsys0164 1/1
Running
testsys0165 kube-system kube-controller-manager-testsys0165 1/1
Running
testsys0181 kube-system kube-controller-manager-testsys0181 1/1
Running
testsys0165 kube-system kube-proxy-7ggpw 1/1
Running
testsys0181 kube-system kube-proxy-8hc8t 1/1
Running
testsys0164 kube-system kube-proxy-bhgcq 1/1
Running
testsys0164 kube-system kube-scheduler-testsys0164 1/1
Running
testsys0165 kube-system kube-scheduler-testsys0165 1/1
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Running

testsys0181 kube-system kube-scheduler-testsys0181 1/1
Running
testsys0164 kube-system metrics-server-6fbfb84cdd-1£ffxc 1/1
Running
testsys0164 kube-system tiller-deploy-84£f4c8bb78-xxfds 1/1
Running

30. Verify you can access the API Connect Cloud Manager. Enter the URL in your browser.
The syntax is https://<hostname.domain>/admin. For example:
https://cloud-admin-ui.testsrv0231.subnetl.example.com/admin

The first time that you access the Cloud Manager user interface, you enter admin for the user name and 7iron-hide for the password. You will be prompted to
change the Cloud Administrator password and email address. See Accessing the Cloud Manager user interface.

What to do next

If you want to deploy an API Connect Analytics OVA file, continue with Deploying the Analytics subsystem in a VMware environment.

If you want to deploy an API Connect Developer Portal OVA file, continue with Deploying the Developer Portal in a VMware environment.

Identify the DataPower® appliances to be used as gateway servers in the API Connect cloud and obtain the IP addresses.

Define your API Connect configuration by using the API Connect cloud console. For more information, see Defining the cloud.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying the Analytics subsystem in a VMware environment

You can add analytics data collection by deploying the IBM® API Connect Analytics OVA file on a VMware virtual server.

Before you begin

Before you deploy:

e Review the Deployment requirements on VMwatre.

e Review the Configuration on VMware.

¢ For information on deploying a cluster, see Configuring API Connect subsystems in a cluster on VMware
e If you are upgrading from a previous version, see Upgrading in a VMware environment.

About this task

You must deploy the API Connect OVA template to create each Analytics virtual server that you want in your cloud.

By default, the Analytics subsystem is configured to store data so that users can review it in the Analytics user interface. After deploying the subsystem, you can optionally
configure it to offload some data to a third-party service for review and storage. Any data that is not offloaded remains accessible from the Analytics user interface.

If you want to offload all Analytics data, you can optionally install the subsystem with the ingestion-only configuration. In this scenario, unused Analytics components
(such as analytics-storage and analytics-client) are omitted from the topology. Only the components that are required for offloading data are deployed. The reduced
topology requires less CPU, memory, and storage.

If you do not configure ingestion-only during installation, you can enable it later as explained in Enabling Analytics ingestion-only on VMware.

Settings that are required for the ingestion-only configuration are noted in the steps that follow.

Attention: You must deploy the API Connect OVA template to create each Analytics virtual server that you want in your cloud.

Procedure

1. Ensure that you obtained the distribution file and have a project directory, as described in First steps for deploying in a VMware environment.
2. Change to the project directory.

cd myProject

3. Create an analytics subsystem.
apicup subsys create analyt analytics

Where:
e analytis the name of the analytics server that you are creating. You can assign it any name, as long as the identifier consists of lower case alphanumeric
characters or '-', with no spaces, starts with an alphabetic character, and ends with an alphanumeric character.
e analytics indicates that you want it to create an Analytics microservice.
The apiconnect-up.yml file that is in that directory is updated to add the analytics-related entries.
Tip: At any time, you can view the current analytics subsystem values in the apiconnect-up.yml by running the apicup
get command:
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apicup subsys get a

nalyt

If you have not updated the value, a default value is listed, if there is one that is available.
Sample output from apicup subsys get, after configuration is completed:

apicup subsys get
Appliance settings

additional-cloud-in
yml file
data-device

‘vdb® for VirtIO)
default-password

‘apicadm’ user
dns-servers
k8s-pod-network
appliance
k8s-service-network
appliance

mode
public-iface
search-domain
ssh-keyfiles
traffic-iface
license-version

Subsystem settings

Name

es-max-memory-gb

Endpoints

Name
analytics-client
analytics-ingestion

analyt

Value Description
it-file (Optional) Path to additional cloud-init
sdb VM disk device (usually 'sdb’ for SCSI or

$6$rounds=4096$iMCJI9cfhFJ8X$pbmAl
9C1WzcYzHZFoQ6n70nYCE/owQZIiCpAtWazs/FUn/

uE8uLD. 9jwHEOAX4upFSqx/j£0ZmDbHPZ9bU1CY1 (Optional) Console login password for
[1.2.136.11] List of DNS servers

172.16.0.0/16 (Optional) CIDR for pods within the
172.17.0.0/16 (Optional) CIDR for services within the
standard

eth0 Device for API/UI traffic (Eg: ethO)
[subnetl.example.com] List for DNS search domains
[/home/vsphere/.ssh/id_rsa.pub] List of SSH public keys files

eth0 Device for cluster traffic (Eg: ethO)
Production

Value Description

16 Memory limit for elastic search
Value Description
a7s-client.testsrv0233.subnetl.example.com FQDN of Analytics client/UI endpoint
a7s-in.testsrv0233.subnetl.example.com FQDN of Analytics ingestion endpoint

4. For production environments, specify mode=standard.

apicup subsys set a.

The mode=standard par

nalyt mode=standard

ameter indicates that you are deploying in high availability (HA) mode for a production environment. If the mode parameter is omitted, the

subsystem deploys by default in dev mode, for use in development and testing. For more information, see Requirements for initial deployment on VMware.

o

. Version 2018.4.1.10 or later: Specify the license version you purchased.

apicup subsys set analyt

license-version=<1li

The license_type must be

o

cense_type>

either Production or Nonproduction. If not specified, the default value is Nonproduction.

. Optional: Configure your logging.

Logging can be configured at a later time, but you must enable it before installation to capture the log events from the installation.
a. Complete the procedure at Configuring remote logging for a VMware deployment.

b. Enter the following

apicup subsys

~

. Enter the following comm.
a. Use apicup to set

You can use wildca
Optionally, you can

Note: You cannot specify the underscore character

The endpoints mus

command to create the log file:
set analyt additional-cloud-init-file=config_file.yml

ands to update the apiconnect-up.yml with the information for your environment:

your endpoints.

rd aliases or host aliases with your endpoints.

specify all endpoints with one apicup command. See Tips and tricks for using APICUP.

_"in domain names that are used in endpoints. See Configuration on VMware.
t be unique hostnames which both point to the IP address of the OVA (single node deployment), or to the IP of a load balancer configured

in front of the OVA nodes. See examples in sample output in step 3.

Setting

Endpoint host description

analytics-
ingestion

Your unique_hostname identifies the endpoint that enables the Gateway to push your analytics data. The values for the analytics-
ingestion and analytics-client must be different.

apicup subsys set analyt analytics-ingestion=unique hostname.domain

analytics-client

Your unique_hostname identifies the endpoint that enables the Cloud Manager, API Manager, and Developer Portal to communicate with
the Analytics subsystem.

apicup subsys set analyt analytics-client=unique hostname.domain

This setting is not needed for the ingestion-only configuration.

b. To configure the Analytics subsystem for ingestion-only, include the following command:

apicup subsys set analyt ingestion-only=true

c. Set your search domain. Multiple search domains should be separated by commas.
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apicup subsys set analyt search-domain=your_search domain

Where your_search_domain is the domain of your servers, entered in all lowercase. Setting this value ensures that your searches also append these values,
which are based on your company's DNS resolution, at the end of the search value. A sample search domain is mycompany.example.com.

Ensure that the value for your_search_domain is resolved in the system's /etc/resolv.conf file to avoid "502" errors when accessing the Cloud Manager web
site. For example:

# Generated by resolvconf
search your search domain ibm.com other.domain.com

a

Set your domain name servers (DNS).
Supply the IP addresses of the DNS servers for your network. Use a comma to separate multiple server addresses.

apicup subsys set analyt dns-servers=ip address of dns server

DNS entries may not be changed on a cluster after the initial installation.
8. Set a Public key.

apicup subsys set analyt ssh-keyfiles=path to public ssh keyfile

Setting this key enables you to use ssh with this key to log in to the virtual machine to check the status of the installation. You will perform this check in step 29 of
these instructions.

9. You can set the password that you enter to log into your Analytics server for the first time.
a. Important: Review the requirements for creating and using a hashed password. See Setting and using a hashed default password.
b. If you do not have a password hashing utility, install one.

0:;;::: ::g Command
Ubuntu, Debian, |If the mkpasswd command utility is not available, download and install it. (You can also use a different password hashing utility.) On
0SX 0SX, use the command: gem
install mkpasswd .
Windows, Red If necessary, a password hashing utility like OpenSSL.
Hat
c. Create a hashed password
0:;;:‘::& Command
Ubuntu, Debian, |mkpasswd --method=sha-512 --rounds=4096 password
0SX
Windows, Red For example, using OpenSSL: openssl passwd -1 password. Note that you might need to add your password hashing utility to your
Hat path; for example, in Windows:
set PATH=c:\cygwiné64\bin,; 3PATH$%
d. Set the hashed password for your subsystem:

apicup subsys set analyt default-password='hashed password'
Notes:

e The password is hashed. If it is in plain text, you cannot log into the VMWare console.
e Note that the password can only be used to login through the VMware console. You cannot use it to SSH into the Appliance as an alternative to using
the ssh-keyfiles.
e On Linux or OSX, use single quotes around hashed_password. For Windows, use double quotes.
e If you are using a non-English keyboard, understand the limitations with using the remote VMware console. See Requirements for initial deployment
on VMware.
10. Optional: If the default IP ranges for the API Connect Kubernetes pod and the service networks conflict with IP addresses that must be used by other processes in
your deployment, modify the API Connect values.
You can change the IP ranges of the Kubernetes pod and the service networks from the default values of 172.16.0.0/16 and 172.17.0.0/16, respectively. In the
case that a /16 subnet overlaps with existing IPs on the network, a Classless Inter-Domain Routing (CIDR) as small as /22 is acceptable. You can modify these
ranges during initial installation and configuration only. You cannot modify them once an appliance has been deployed. See Configuration on VMware.
a. Update the IP range for the Kubernetes pod

apicup subsys set analyt k8s-pod-network='new pod range'
Where new_pod_range is the new value for the range.
b. Update the IP range for Service networks.
apicup subsys set analyt k8s-service-network='new service range'
Where new_service _range is the new value for the range.
11. Add your hosts.
apicup hosts create analyt hostname.domainname hd password

Where the following are true:
e hostname.domainname is the fully qualified name of the server where you are hosting your Analytics service, including the domain information.
e hd_password is the password of the Linux Unified Key Setup uses to encrypt the storage for your Analytics service. This password is hashed when it is stored
on the server or in the ISO. Note that the password is base64 encoded when stored in apiconnect-up.yml.
Repeat this command for each host that you want to add.

Note:
e Host names and DNS entries may not be changed on a cluster after the initial installation.
e Version 2018.4.1.0: Ensure that Reverse DNS lookup configuration is configured for the host names.
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nslookup <ip address>
For Version 2018.4.1.1 or later, Reverse DNS lookup is not required.
12. Create your interfaces.
apicup iface create analyt hostname.domainname physical network id host ip address/subnet mask gateway ip address

Where public_iface_id is the network interface ID of your physical server. The value is most often eth0. The value can also be ethx, where x is a number identifier.

The format is similar to this example: apicup iface create analyt myHostname.domain
eth0 192.0.2.1/255.255.1.1 192.0.2.1

13. Optional: Use apicup to view the configured hosts:
apicup hosts list analyt
testsrv0233.subnetl.example.com
Device IP/Mask Gateway
eth0 1.2.152.233/255.255.254.0 1.2.152.1
14. Optional: Enable the message queue for analytics.

apicup subsys set analyt enable-message-queue=true

Options are true or false. The default is false. When set to true, the message queue will be activated and the analytics pipeline will be configured to use it. See
Configuring the analytics message queue.

You can enable the message queue later if you do not want to enable it during installation.

1

o

. Verify that the configuration settings are valid.
apicup subsys get analyt --validate

The output lists each setting and adds a check mark after the value once the value is validated. If the setting lacks a check mark and indicates an invalid value,
reconfigure the setting. See the following sample output.

apicup subsys get analyt --validate
Appliance settings

Name Value
additional-cloud-init-file v
data-device sdb v
default-password $6$rounds=4096$iMCJI9cfhFJI8X$pbmAl19C1lWzcYzH
ZFoQ6n70nYCf/owQZIiCpAtWazs/FUn/uE8ulD. 9jwHEOAX4upFSqx/j£02ZmDbHPZ9bU1CY1 v
dns-servers [1.2.3.1] v
k8s-pod-network 172.16.0.0/16 v
k8s-service-network 172.17.0.0/16 v
mode standard v
public-iface eth0 v
search-domain [subnetl.example.com] v
ssh-keyfiles [/home/vsphere/.ssh/id_rsa.pub] v
traffic-iface eth0 v
license-version Production v
Subsystem settings
Name Value
es-max-memory-gb 16 v
Endpoints
Name Value
analytics-client a7s-client.testsrv0233.subnetl.example.co v
analytics-ingestion a7s-in.testsrv0233.subnetl.example.com v

Note: If you are installing the Analytics subsystem with the ingestion-only configuration, the following settings are not actually validated (because they are not
used) but are marked as correct in the validation results:

® analytics-client

® es-max-memory

16. Create your ISO file.

apicup subsys install analyt --out analytplan-out
The --out parameter and value are required. In this example, the ISO file is created in the myProject/analytplan-out/node-config directory.

If the system cannot find the path to your software that creates ISO files, create a path setting to that software by running a command similar to the following

command:

Operating system Command

0SX and Linux export PATH=$PATH:/Users/your path/

Windows set PATH="c:\Program Files (x86)\cdrtools";%PATH%

17. Log into the VMware vSphere Web Client.

18. Using the VSphere Navigator, navigate to the directory where you are deploying the OVA file.
19. Right-click the directory and select Deploy OVF Template.

20. Complete the Deploy OVF Template wizard.
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. Select the apiconnect-analytics.ova template by navigating to the location where you downloaded the file from Passport Advantage®.
. Enter a name and location for your file.

Select a resource for your template.

. Review the details for your template.

. Select the size of your configuration.

. Select the storage settings.

. Select the networks.

. Customize the Template, if necessary.

. Review the details to ensure that they are correct.
. Select Finish to deploy the virtual machine.

Note: Do not change the OVA hardware version, even if the VMware UI shows a Compatibility range that includes other versions. See Requirements for initial
deployment on VMware.
The template creation appears in your Recent Tasks list.
21. Select the Storage tab in the Navigator.
22. Navigate to your datastore.
23. Upload your ISO file.

a.
b.
c.

d.

Select the Navigate to the datastore file browser icon in the icon menu.
Select the Upload a file to the Datastore icon in the icon menu.
Navigate to the ISO file that you created in your project.

It is the myProject/analytplan-out/node-config

Upload the ISO file to the datastore.

24. Leave the datastore by selecting the VMs and Templates icon in the Navigator.
25. Locate and select your virtual machine.

26. Select the Configure tab in the main window.

27. Select Edit....

a.
b.
c.
d.
e.
f.

g

On the Virtual Hardware tab, select CD/DVD Drive 1.

For the Client Device, select Datastore ISO File.

Find and select your datastore in the Datastores category.

Find and select your ISO file in the Contents category.

Select OK to commit your selection and exit the Select File window.

Ensure that the Connect At Power On check box is selected.

Tip:
e Expand the CD/DVD drive 1 entry to view the details and the complete Connect At Power On label.
e Note that VMware related issues with ISO mounting at boot may occur if Connect At Power On

Select OK to commit your selection and close the window.

28. Start the virtual machine by selecting the play button on the icon bar.
The installation might take several minutes to complete, depending on the availability of the system and the download speed.
29. Log in to the virtual machine by using an SSH tool to check the status of the installation:

a

o

o

Enter the following command to connect to mgmt using SSH:

ssh ip address -1 apicadm

You are logging in with the default ID of apicadm, which is the API Connect ID that has administrator privileges.
Select Yes to continue connecting.

Your host names are automatically added to your list of hosts.

Run the apic status command to verify that the installation completed and the system is running correctly.

The command output for a correctly running Analytics system is similar to the following lines:

#sudo apic status
INFO[0000] Log level: info

Cluster members:
- testsrv0233.subnetl.example.com (1.2.152.233)
Type: BOOTSTRAP MASTER
Install stage: DONE
Upgrade stage: UPGRADE DONE
Docker status:
Systemd unit: running
Kubernetes status:
Systemd unit: running
Kubelet version: testsrv0233 (4.4.0-138-generic) [Kubelet v1.10.6, Proxy v1.10.6]
Etcd status: pod etcd-testsrv0233 in namespace kube-system has status Running
Addons: calico, dns, helm, kube-proxy, metrics-server, nginx-ingress,
Etcd cluster state:
- etcd member name: testsrv0233.subnetl.example.com, member id: 12836860275847862867, cluster id:
14018872452420182423,
leader id: 12836860275847862867, revision: 365042, version: 3.1.17

Pods Summary:

NODE NAMESPACE NAME
STATUS REASON
default apic-analytics-analytics-client-76956644b9%9-cmgx8
Pending
testsrv0233 default apic-analytics-analytics-client-76956644b9-vlqp2
Running
testsrv0233 default apic-analytics-analytics-cronjobs-retention-1541381400-hp9fc
Succeeded
testsrv0233 default apic-analytics-analytics-cronjobs-rollover-1541445300-c5n6z
Succeeded
default apic-analytics-analytics-ingestion-547£875467-8mhsl
Pending
testsrv0233 default apic-analytics-analytics-ingestion-547£875467-s7£f1j
Running
default apic-analytics-analytics-mtls-gw-85b8676855-jmh8c
Pending
testsrv0233 default apic-analytics-analytics-mtls-gw-85b8676855-swéps
Running
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testsrv0233 default apic-analytics-analytics-storage-basic-8cckh 1/1

Running
testsrv0233 kube-system calico-node-8crtp 2/2
Running
testsrv0233 kube-system coredns-87cb95869-6£f1lvn 1/1
Running
testsrv0233 kube-system coredns-87cb95869-rccvb 1/1
Running
testsrv0233 kube-system etcd-testsrv0233 1/1
Running
testsrv0233 kube-system ingress-nginx-ingress-controller-£7b9z 1/1
Running
testsrv0233 kube-system ingress-nginx-ingress-default-backend-6£58fb5£56-nklmv 1/1
Running
testsrv0233 kube-system kube-apiserver-testsrv0233 1/1
Running
testsrv0233 kube-system kube-apiserver-proxy-testsrv0233 1/1
Running
testsrv0233 kube-system kube-controller-manager-testsrv0233 1/1
Running
testsrv0233 kube-system kube-proxy-2vw9b 1/1
Running
testsrv0233 kube-system kube-scheduler-testsrv0233 1/1
Running
testsrv0233 kube-system metrics-server-5558db4678-9drz6 1/1
Running
testsrv0233 kube-system tiller-deploy-84£4c8bb78-vx65¢c 1/1
Running

30. If you have now installed all subsystems, continue to Access the Cloud Manager and begin API Connect Cloud Configuration.

Results

An analytics installation starts the following Kubernetes pods:

e Fullinstallation in standard mode:
Table 1. Kubernetes pods in a full Analytics
installation

Number Pod
2 client
2 ingestion
2 mtls
1 operator
equal to the number of nodes | analytics-storage-basic

Note that for all pod types except analytics-storage-basic, there is only one of each pod when installed in dev mode. For analytics-storage-basic, the number of
pods always matches the number of nodes in the subsystem, regardless of installation mode.

e Message queue deployment in standard mode: All of the pods shown in Table Table 1, plus:
Table 2. Additional pods used for
Message Queue deployments

Number Pod
equal to the number of nodes | mqg-kafka

equal to the number of nodes | mg-zookeeper
Note that the number of pods for mqg-kafka and mq-zookeeper always match the number of nodes in the subsystem, regardless of installation mode.

e Ingestion-only installation in standard mode:
Table 3. Kubernetes pods in
an ingestion-only Analytics

installation
Number Pods
2 ingestion
2 mtls

Note that in dev mode there is only one of each pod.

What to do next

Identify the DataPower® appliances to be used as gateway servers in the API Connect cloud and obtain the IP addresses.

Define your API Connect configuration by using the API Connect cloud console. For more information, see Defining the cloud.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying the Developer Portal in a VMware environment
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You create a Developer Portal node by deploying the Developer Portal OVA template. After you deploy the Developer Portal OVA template, you can install the Developer
Portal.

Before you begin

Before you deploy:

e Review the Deployment requirements on VMware.

e Review the Configuration on VMware.

e For information on deploying a cluster, see Configuring API Connect subsystems in a cluster on VMware
e If you are upgrading from a previous version, see Upgrading in a VMware environment.

Note:

Ensure that your kernel or Kubernetes node has the value of its inotify watches set high enough so that the Developer Portal can monitor and maintain the files for each
Developer Portal site. If set too low, the Developer Portal containers might fail to start or go into a non-ready state when this limit is reached. If you have many Developer
Portal sites, or if your sites contain a lot of content, for example, many custom modules and themes, then a larger number of inotify watches are required. You can start
with a value of 65,000, but for large deployments, this value might need to go up as high as 1,000,000. The Developer Portal containers take inotify watches only when
they need them. The full number is not reserved or held, so it is acceptable to set this value high.

About this task

You must deploy the Developer Portal OVA template to create each Developer Portal node that you want in your cloud. Each node has a separate CLI password account
that is required to log in through a Secure Shell (SSH) to complete specific administrative actions for only that node.

Important deployment information for Developer Portal:

e You must deploy the Developer Portal OVA template by using a version of the VMware vSphere Client that supports the SHA-512 Cryptographic Hash Algorithm.

e The Developer Portal node is initially configured with a default password of 7iron-hide, with the user name of admin. For security reasons, change the default
password by completing one the following actions:

o During deployment, if the feature is available in your VMware instance, enter a new password. If you specify a password during deployment, the password for
the Developer Portal command line interface (CLI) is modified. Use the new password when you log into the CLI. You cannot modify the admin user name for
the CLI.

o After deployment, log in to the CLI for each virtual appliance and run the command to change the default password for that specific node. The CLI command
is passwd.

Note that this console uses a US keyboard configuration, in which the @ symbol can be in a different place to other keyboard configurations. If you are not using a US
keyboard, ensure that you typed the password correctly.

e Only static IP addresses that are specified during the apicup project configuration before the installation of the OVAs are supported.

¢ To enable effective high availability for your Portal service, you need a latency that is less than 50ms between all OVAs to avoid the risk of performance degradation.
Servers with uniform specifications are required, as any write actions occur at the speed of the slowest OVA, as the write actions are synchronous across the cluster
of OVAs. It is recommended that there are three servers in each cluster of OVAs for the high availability configuration. The three servers can be situated in the same
data center, or across three data centers to ensure the best availability. However, you can configure high availability with two data centers.

e The backup secret is a Kubernetes secret that contains your username and password for your backup database (sftp/s3). Only password-based authentication is
supported for sftp and s3, not authentication based on public certificates and private keys. Password-based authentication for s3 requires that you generate an
access key and secret. For example:

o IBM (Cloud Object Storage): Service credentials.

o AWS: Managing access keys.

Procedure

Note: The following steps apply to VMware only. Depending on the VMware version that you are using, some of the steps might vary. For example, you might not be able to
change the user name and password during deployment.

1. Ensure that you obtained the distribution file and have a project directory, as described in First steps for deploying in a VMware environment.
2. Change to the project directory.

cd myProject
3. Create a portal subsystem.
apicup subsys create port portal

Where:
e port is the name of the Developer Portal server that you are creating. You can assign it any name, as long as the identifier consists of lower case alphanumeric
characters or '-', with no spaces, starts with an alphabetic character, and ends with an alphanumeric character.
e portal indicates that you want it to create a Developer Portal microservice.
The apiconnect-up.yml file that is in that directory is updated to add the portal-related entries.
Tip: At any time, you can view the current developer portal subsystem values in the apiconnect-up.yml by running the apicup
get command:

apicup subsys get port

If you have not yet configured the subsystem, the command might return errors. Also, if you have not updated the value, a default value is listed, if there is one that
is available.
After configuration is complete, you can view output similar to the following sample:

Appliance settings

Name Value Description

additional-cloud-init-file (Optional) Path to additional cloud-
init yml file
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data-device
or ‘vdb® for VirtIO)
default-password

‘apicadm’ user
dns-servers
k8s-pod-network
appliance
k8s-service-network
appliance

mode
public-iface
search-domain
ssh-keyfiles
traffic-iface
license-version

Subsystem settings

Name
site-backup-auth-pass
backups
site-backup-auth-user
backups
site-backup-host
site-backup-path

sdb

$6$rounds=4096$iMCJ9cfhFJI8X$pbmAl19C1WzcYzHZFoQ6
n70nYCf/owQZIiCpAtWazs/FUn/uE8ulD. 9jwHEOAX4upFSqx/j£0ZmDbHPZ9bU1CY1

[1.2.136.11]
172.16.0.0/16

172.17.0.0/16

standard

eth0

[subnetl.example.com]
[/home/vsphere/.ssh/id_rsa.pub]
eth0

Production

/site-backups

VM disk device (usually ‘sdb’ for SCSI

(Optional) Console login password for

List of DNS servers
(Optional) CIDR for pods within the

(Optional) CIDR for services within the

Device for API/UI traffic (Eg: ethO)
List for DNS search domains

List of SSH public keys files

Device for cluster traffic (Eg: ethO)

Description

(optional) Server password for portal

(optional) Server username for portal

(optional) FQDN for portal backups server
(optional) Path for portal backups

site-backup-port 22 (optional) port for portal backups server
site-backup-protocol sftp (Optional) Protocol for portal backups
(sftp/objstore)

site-backup-schedule 02 * * % (optional) Cron schedule for portal
backups

Endpoints

Name Value Description

FQDN of Portal admin endpoint
FQDN of Portal web endpoint

portal-admin api.portal.apimdev0232.subnetl.example.com
portal-www portal.apimdev0232.subnetl.example.com

4. For production environments, specify mode=standard.
apicup subsys set port mode=standard

The mode=standard parameter indicates that you are deploying in high availability (HA) mode for a production environment. If the mode parameter is omitted, the
subsystem deploys by default in dev mode, for use in development and testing. For more information, see Requirements for initial deployment on VMware.

5. Version 2018.4.1.10 or later: Specify the license version you purchased.
apicup subsys set port
license-version=<license_ type>

The license_type must be either Production or Nonproduction. If not specified, the default value is Nonproduction.

6. Optional: Configure scheduled backups of the subsystem. This step is optional but is recommended.
Refer to the instructions in Backing up and restoring the Developer Portal in a Kubernetes environment.

7. Optional: Configure your logging.
Logging can be configured at a later time, but you must enable it before installation to capture the log events from the installation.
a. Complete the procedure at Configuring remote logging for a VMware deployment.
b. Enter the following command to create the log file:

apicup subsys set port additional-cloud-init-file=config file.yml

8. Enter the following commands to update the apiconnect-up.yml with the information for your environment:
a. Use apicup to set your endpoints.
You can use wildcard aliases or host aliases with your endpoints.
Optionally, you can specify all endpoints with one apicup command. See Tips and tricks for using APICUP.

Note: You cannot specify the underscore character "_" in domain names that are used in endpoints. See Configuration on VMware.
The endpoints must be unique hostnames which both point to the IP address of the OVA (single node deployment), or to the IP of a load balancer configured
in front of the OVA nodes. See examples in the sample output in step 3.

Setting Endpoint host description
portal-admin This is the unique_hostname for communication between your Cloud Manager and API Manager, and your Developer Portal. The values
for the portal-admin and portal-www must be different.

apicup subsys set port portal-admin=unique hostname.domain

portal-www This is the unique_hostname for the Developer Portal Internet site that is created for the Developer Portal. Multiple portal-www
endpoints may be configured, as described here: Defining multiple portal endpoints for a VMware environment.

apicup subsys set port portal-www=unique hostname.domain
Set your search domain. Multiple search domains should be separated by commas.

=3

apicup subsys set port search-domain=your search domain

Where your_search_domain is the domain of your servers, entered in all lowercase. Setting this value ensures that your searches also append these values,
which are based on your company's DNS resolution, at the end of the search value. A sample search domain is mycompany.example.com.
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Ensure that the value for your_search_domain is resolved in the system's /etc/resolv.conf file to avoid "502" errors when accessing the Cloud Manager web

site. For example:

# Generated by

resolvconf

search your search domain ibm.com other.domain.com

c. Set your domain name servers (DNS).
Supply the IP addresses of the DNS servers for your network. Use a comma to separate multiple server addresses.

apicup subsys set port dns-servers=ip address of dns server[,ip address of another dns server if necessary]

DNS entries may not be changed on a cluster after the initial installation.
9. Set a Public key.

apicup subsys set port ssh-keyfiles=path to public ssh keyfile

Setting this key enables you to use ssh with this key to log in to the virtual machine to check the status of the installation. You will perform this check in step 29 of

these

instructions.

10. You can set a hashed password that you enter to log in to your Developer Portal server for the first time.
a. Important: Review the requirements for creating and using a hashed password. See Setting and using a hashed default password .

b. If you do not have a password hashing utility, install one.

o

Operating
system

Command

Ubuntu, Debian,
0SX

If the mkpasswd command utility is not available, download and install it. (You can also use a different password hashing utility.) On

0SX, use the command: gem
install mkpasswd .

Windows, Red If necessary, a password hashing utility like OpenSSL.
Hat
Create a hashed password
Operating Command
system

Ubuntu, Debian,
0SX

mkpasswd --method=sha-512 --rounds=4096 password

Windows, Red
Hat

For example, using OpenSSL: openssl passwd -1 password. Note that you might need to add your password hashing utility to your
path; for example, in Windows:

set PATH=c:\cygwiné4\bin; $PATH%

d. Set the hashed password for your subsystem:

apicup subsys

Notes:

set port default-password="hashed password"

The password is hashed. If it is in plain text, you cannot log into the VMWare console.
Note that the password can only be used to login through the VMware console. You cannot use it to SSH into the Appliance as an alternative to using the

ssh-keyfiles.

On Linux or OSX, use single quotes around hashed_password. For Windows, use double quotes.
If you are using a non-English keyboard, understand the limitations with using the remote VMware console. See Requirements for initial deployment on

VMware.

11. Optional: If the default IP ranges for the API Connect Kubernetes pod and the service networks conflict with IP addresses that must be used by other processes in

your deployment, modify the API Connect values.

You can change the IP ranges of the Kubernetes pod and the service networks from the default values of 172.16.0.0/16 and 172.17.0.0/16, respectively. In the
case that a /16 subnet overlaps with existing IPs on the network, a Classless Inter-Domain Routing (CIDR) as small as /22 is acceptable. You can modify these
ranges during initial installation and configuration only. You cannot modify them once an appliance has been deployed. See Configuration on VMware.

a. Update the IP range for the Kubernetes pod

12. Add

apicup subsys

set port k8s-pod-network='new pod range'

Where new_pod_range is the new value for the range.

b. Update the IP range for Service networks.

apicup subsys

set port k8s-service-network='new service range'

Where new_service _range is the new value for the range.

your hosts.

apicup hosts create port hostname.domainname hd password

Where the following are true:
e hostname.domainname is the fully qualified name of the server where you are hosting your Developer Portal, including the domain information.

e hd_password is the password of the Linux Unified Key Setup uses to encrypt the storage for your Developer Portal. This password is hashed when it is stored
on the server or in the ISO. Note that the password is base64 encoded when stored in apiconnect-up.yml.
Repeat this command for each host that you want to add.

Note:

e Host names and DNS entries may not be changed on a cluster after the initial installation.
e Version 2018.4.1.0: Ensure that Reverse DNS lookup configuration is configured for the host names.

nslookup <ip address>

For Version 2018.4.1.1 or later, Reverse DNS lookup is not required.

13. Create your interfaces.

IBM API Connect 2018.x 179



apicup iface create port hostname.domainname physical network id host ip address/subnet mask gateway ip address

Where public_iface_id is the network interface ID of your physical server. The value is most often eth0. The value can also be ethx, where x is a number identifier.
The format is similar to this example: apicup iface create port myHostname.domain ethO
192.0.2.1/255.255.1.1 192.0.2.1

14. Optional: Use apicup to view the configured hosts:

apicup hosts list port
apimdev0232.hursley.ibm.com
Device IP/Mask Gateway
eth0 1.2.152.232/255.255.254.0 1.2.152.1

15. Optional: Verify that the configuration settings are valid.
apicup subsys get port --validate
The output lists each setting and adds a check mark after the value once the value is validated. If the setting lacks a check mark and indicates an invalid value,
reconfigure the setting. See the following sample output.
apicup subsys get port --validate
Appliance settings
Name Value
additional-cloud-init-file v
data-device sdb v
default-password $6$rounds=4096$iMCI9cfhFJI8X$pbmAl19C1lWzCcYz
HZFoQ6n70nYCf/owQZIiCpAtWazs/FUn/uE8uLD . 9jwHEOAX4upFSqx/j£0ZmDbHPZ9bULCY1 v
dns-servers [1.2.136.11] v
k8s-pod-network 172.16.0.0/16 v
k8s-service-network 172.17.0.0/16 v
mode standard v
public-iface eth0 v
search-domain [subnetl.example.com] v
ssh-keyfiles [/home/vsphere/.ssh/id_rsa.pub] v
traffic-iface eth0 v
license-version Production v
Subsystem settings
Name Value
site-backup-auth-pass v
site-backup-auth-user v
site-backup-host v
site-backup-path /site-backups v
site-backup-port 22 v
site-backup-protocol sftp v
site-backup-schedule 02 * *x * v
Endpoints
Name Value
portal-admin api.portal.testsrv0232.subnetl.example.com v
portal-www portal.testsrv0232.subnetl.example.com v
16. Create your ISO file.
apicup subsys install port --out portplan-out
The --out parameter and value are required. In this example, the ISO file is created in the myProject/portplan-out directory.
If the system cannot find the path to your software that creates ISO files, create a path setting to that software by running a command similar to the following
command:
Operating system Command
0SX and Linux export PATH=$PATH:/Users/your path/
Windows set PATH="c:\Program Files (x86)\cdrtools";%PATH%
17. Log into the VMware vSphere Web Client.

18. Using the VSphere Navigator, navigate to the directory where you are deploying the OVA file.

19. Right-click the directory and select Deploy OVF Template.

20. Complete the Deploy OVF Template wizard.

. Select the apiconnect-portal.ova template by navigating to the location where you downloaded the file from Passport Advantage®.
Enter a name and location for your file.

Select a resource for your template.

Review the details for your template.

Select the size of your configuration.

Select the storage settings.

Note that the number of Central Processing Units, RAM, and size of disk that you need for the Developer Portal varies depending on the number of sites that
are hosted and the number of concurrent users you expect your site to have:

O

@

-~ P 00T

Table 1. Developer Portal hardware requirements

| Number of sites | Number of concurrent users | Number of CPUs | Amount of RAM (GB) | Data Disk Size (GB)++ |
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Number of sites | Number of concurrent users | Number of CPUs | Amount of RAM (GB) | Data Disk Size (GB)++
1 1 2x* 4 50
20 5 4 16 70
100 20 8 32 100
100 100 16 64 500
Important:

e ++The data disk size is extra to the main disk of the OVA. The main disk of the OVA is sized at 100GB, and should not be changed. Therefore, the total
disk size of the OVA is 100GB plus the data disk size. The default data disk size is 200GB. If you want to select a different value, then you need to do
this by using the OVF Tool, or the VMware GUI, before you power on the VM. Note that certain versions of the VMware GUI may not allow you to resize
the data disk, and in this case you should use the OVF Tool.

e **The requirement of 2 CPUs is suitable only for proof-of-concept work, and non-high availability deployments. For example, this configuration is
suitable for the demo mode of the apicup installation, which is set by using the command apicup subsys set
port mode=dev. Note that standard mode is set by default.

e It's not recommended to have more than 100 sites per Developer Portal service. Note that it's not necessary to have a Portal site for every Catalog, for
example Catalogs that are only for API Developers don't need a Portal site, as the APIs can be tested by using credentials from the API Manager. If
more than 100 sites are required, you should configure additional Developer Portal services; see Registering a Portal service.

g. Select the networks.
h. Customize the Template, if necessary.

i. Review the details to ensure that they are correct.

j. Select Finish to deploy the virtual machine.
Note: Do not change the OVA hardware version, even if the VMware UI shows a Compatibility range that includes other versions. See Requirements for initial

deployment on VMware.

The template creation appears in your Recent Tasks list.

21. Select the Storage tab in the Navigator.
22. Navigate to your datastore.

23. Upload your ISO file.

a. Select the Navigate to the datastore file browser icon in the icon menu.

b. Select the Upload a file to the Datastore icon in the icon menu.

c. Navigate to the ISO file that you created in your project.

It is the myProject/portplan-out

d. Upload the ISO file to the datastore.
24. Leave the datastore by selecting the VMs and Templates icon in the Navigator.
25. Locate and select your virtual machine.
26. Select the Configure tab in the main window.

27. Select Edit....

a. On the Virtual Hardware tab, select CD/DVD Drive 1.
b. For the Client Device, select Datastore ISO File.
c. Find and select your datastore in the Datastores category.

d. Find and select your ISO file in the Contents category.

e. Select OK to commit your selection and exit the Select File window.
f. Ensure that the Connect At Power On check box is selected.

Tip:

e Expand the CD/DVD drive 1 entry to view the details and the complete Connect At Power On label.

e Note that VMware related issues with ISO mounting at boot may occur if Connect At Power On

g. Select OK to commit your selection and close the window.
28. Start the virtual machine by selecting the play button on the icon bar.
The installation might take several minutes to complete, depending on the availability of the system and the download speed.
29. Log in to the virtual machine by using an SSH tool to check the status of the installation:
a. Enter the following command to connect to mgmt using SSH:

ssh ip address -1 apicadm

You are logging in with the default ID of apicadm, which is the API Connect ID that has administrator privileges.

IS

Select Yes to continue connecting.

Your host names are automatically added to your list of hosts.

o

Run the apic status command to verify that the installation completed and the system is running correctly.

The command output for a correctly running Developer Portal system is similar to the following lines:

$ sudo apic status
INFO[0000] Log level: info

Cluster members:
- testsrvl251.subnetl.example.com (1.2.3.4)
Type: BOOTSTRAP MASTER

Install stage: DONE
Upgrade stage: NONE
Docker status:
Systemd unit: running
Kubernetes status:
Systemd unit: running

Kubelet version:

testsrvl1251 (4.4.0-137-generic) [Kubelet v1.10.6, Proxy v1.10.6]

Etcd status: pod etcd-testsrvl251 in namespace kube-system has status Running
Addons: calico, dns, helm, kube-proxy, metrics-server, nginx-ingress,
Etcd cluster state:

- etcd member name:

Pods Summary:
NODE

STATUS
testsrvl1251
Running

Pending

NAMESPACE
REASON
default

default

NAME

1485879, version: 3.1.17

re702738954-apic-portal-db-£89vn

re702738954-apic-portal-nginx-6£fb8676d9-gtfc6

testsrvl251.subnetl.example.com, member id: 10293853252850049269, cluster id:
17044377177359475136, leader id: 10293853252850049269, revision:

READY
2/2

0/0
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default re702738954-apic-portal-nginx-6£fb8676d9-nqdzf 0/0

Pending
testsrvl1251 default re702738954-apic-portal-nginx-6£fb8676d9-g85mt 1/1
Running
testsrvl1251 default re702738954-apic-portal-www-p9bvx 2/2
Running
testsrvl251 kube-system calico-node-xkpbk 2/2
Running
testsrvl1251 kube-system coredns-87cb95869-p4ghf 1/1
Running
testsrvl1251 kube-system coredns-87cb95869-z2n5z 1/1
Running
testsrv1251 kube-system etcd-testsrv1251 1/1
Running
testsrvl251 kube-system ingress-nginx-ingress-controller-dsnxw 1/1
Running
testsrvl1251 kube-system ingress-nginx-ingress-default-backend-6£58fb5£56-1dx7t 1/1
Running
testsrvl1251 kube-system kube-apiserver-testsrvl251 1/1
Running
testsrvl1251 kube-system kube-apiserver-proxy-testsrvl251 1/1
Running
testsrvl1251 kube-system kube-controller-manager-testsrvl251 1/1
Running
testsrvl1251 kube-system kube-proxy-4pp8v 1/1
Running
testsrvl1251 kube-system kube-scheduler-testsrvl1251 1/1
Running
testsrv1251 kube-system metrics-server-6£fbfb84cdd-hkztz 1/1
Running
testsrvl1251 kube-system tiller-deploy-84£f4c8bb78-v6k95 1/1
Running

30. If you have now installed all subsystems, continue to Access the Cloud Manager and begin API Connect Cloud Configuration.

What to do next

If you want to deploy an API Connect Analytics OVA file, continue with Deploying the Analytics subsystem in a VMware environment.

If you did not specify a new password during deployment in VMware, then after deployment, log in to the command-line interface (CLI) for each appliance and run the
command passwd to change the password.

¢ Defining multiple portal endpoints for a VMware environment

Multiple public facing endpoints (portal-www) can be defined for the Developer Portal.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Defining multiple portal endpoints for a VMware environment

Multiple public facing endpoints (portal-www) can be defined for the Developer Portal.

About this task

You can override the single endpoint definition for portal-www (and the associated portal-www-ingress TLS certificate), in order to support multiple portal-www
endpoints.

For information about the endpoints for the Portal, see Deploying the Developer Portal in a VMware environment.

Following are the example endpoints for configuring different sites served by the same Portal service, as configured in this task:

e https://banking.example.com/loans
e https://insurance.example.com/vehicle

These unique endpoints allow portal sites to be defined on the Portal service with different host names and domains. They replace endpoints that distinguish different
sites by sub paths, as shown in the following examples:

e https://www.example.com/banking/loans
e https://www.example.com/insurance/vehicle

Procedure

1. Create TLS secrets for each portal-www endpoint by generating certificates
Following is an example for how to generate certificates for each portal-www endpoint using openssl:
openssl req -x509 -nodes -days 365 -newkey rsa:2048 -keyout banking-tls.key -out banking-tls.crt -subj
" /CN=banking.example.com"
openssl req -x509 -nodes -days 365 -newkey rsa:2048 -keyout insurance-tls.key -out insurance-tls.crt -subj
" /CN=insurance.example.com"

2. Store the SSL certificates in a secret.
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Copy the certificates to the Portal virtual machine as follows:

scp banking-tls.key banking-tls.crt insurance-tls.key insurance-tls.crt apicadm@<portal-vm-address>

Access the virtual machine using SSH and store the SSL certificates in a secret:

sudo kubectl --kubeconfig /etc/kubernetes/admin.conf create secret tls banking-tls --key banking-tls.key --cert banking-
tls.crt

sudo kubectl --kubeconfig /etc/kubernetes/admin.conf create secret tls insurance-tls --key insurance-tls.key --cert
insurance-tls.crt

3. Specify the portal-www endpoints in an extra values file.
Create an extra values file or append to your current one. Enter the name and secret for each endpoint as an ingress setting in the extra values file. (One extra
values file is allowed.) For instructions on creating an extra-values-file, see Creating an extra values file in a Kubernetes environment.

apic-portal-www:
ingress:
web:

hosts:

- name: banking.example.com
secret: banking-tls

- name: insurance.example.com
secret: insurance-tls

4. Configure your Portal subsystem to load the extra values file with the following command:

apicup subsys set <portal-subsys> extra-values-file=<full-path-to-extra-values-file>

o

Install the portal subsystem with the new extra values file using apicup subsys install portal-subsys.

For more information on installing the Portal subsystem, see Deploying the Developer Portal in a VMware environment.

If your deployment had existing Portal sites when you configured multiple endpoints, ensure that the Portal site URLs specified in the Manager UI Catalog settings
page are consistent with the new endpoint URLs. Access the Catalog setting page, and review the URLs of those existing sites. Modify as appropriate.

o

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Access the Cloud Manager and begin API Connect Cloud Configuration

When all subsystems are deployed, use the admin account to access the Cloud Manager administrative console and begin configuration.

About this task

When you have deployed all required API Connect components, and all subsystems are running, complete the following:

Procedure

1. If you have not previously accessed the Cloud Manager, verify you can access the API Connect Cloud Manager. Enter the URL in your browser.
The syntax is https://<hostname.domain>/admin. For example:
https://cloud-admin-ui. testsrv0231.subnetl.example.com/admin

The first time that you access the Cloud Manager user interface, you enter admin for the user name and 7iron-hide for the password. You will be prompted to
change the Cloud Administrator password and email address. See Accessing the Cloud Manager user interface.

2. Define your API Connect configuration by using the API Connect Cloud Manager. See Cloud Manager configuration checklist.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring API Connect subsystems in a cluster on VMware

This topic describes how to configure a cluster of API Connect subsystems (management server, analytics, and Developer Portal) with three VMs for each subsystem, for
use with a load balancer, to support a high availability (HA) environment.

Before you begin

To create a cluster of hosts for each API Connect subsystem, use apicup to create a subsystem with all the required parameters, and to add as many hosts as needed to
the configuration file. The configuration file is a .yml file in the project directory.

For each host of a subsystem added in the .yml file, a separate ISO file is created for the cluster member VM. Note that the ISO files for each VM must stay attached during
the whole lifetime of the VM.

IBM API Connect 2018.x 183


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5
https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5

In an API Connect cluster in a VMware environment, the first three nodes are master nodes. Additional nodes are worker nodes.

Note: To add a new host to an existing cluster, you can create the host, regenerate the ISO and attach it to the new virtual machine, and it will automatically join the
cluster.
To use these instructions, you should first review:

e Requirements for initial deployment on VMware

e Load balancer configuration in a VMware deployment

e Deployment overview for endpoints and certificates

e Firewall requirements on VMware

e Firewall enabled ports for clustered OVA deployments

e API Connect 2018.4.1.x Whitepaper
Important: For best performance it is recommended that the network latency between any 2 nodes be as low as possible. Do not configure nodes from the same
subystem cluster across multiple data centers with a high latency network. A high latency network is one that experiences more than 30ms latency between nodes.
For more information, see the API Connect V2018 Whitepaper

About this task

This page presents a concise step-by-step flow, with sample commands, for the configuration of each subsystem. As you step through the flow, you might want to refer
back to the detailed configuration steps for each subsystem. The detailed instructions provide additional considerations for each step, and include optional configuration
tasks for backups, logging, message queues (analytics), and password hashing. Each of the subsystem pages describe how to use the VMware console to deploy the ISOs
that you create here.

Detailed configuration steps:

¢ Deploying the Management subsystem in a VMware environment
e Deploying the Analytics subsystem in a VMware environment

¢ Deploying the Developer Portal in a VMware environment

The example commands uses the following values for DNS server, internet gateway, host names and IP addresses:

Component Host names and IP addresses

DNS Name Server IP: 192.168.1.1

Internet gateway IP: 192.168.1.2

Manager on VM1 Hostname: managerl.sample.example.com
IP: 192.168.1.101

Manager on VM2 Hostname: manager2.sample.example.com
IP: 192.168.1.102

Manager on VM3 Hostname: manager3.sample.example.com
IP: 192.168.1.103

Analytics on VM4 Hostname: analyticsl.sample.example.com
IP: 192.168.1.104

Analytics on VM5 Hostname: analytics2.sample.example.com
IP: 192.168.1.105

Analytics on VM6 Hostname: analytics3.sample.example.com
IP: 192.168.1.106

Developer Portal on VM7 | Hostname: portall.sample.example.com
IP: 192.168.1.107

Developer Portal on VM8 | Hostname: portal2.sample.example.com
IP: 192.168.1.108

Developer Portal on VM9 | Hostname: portal3.sample.example.com
IP: 192.168.1.109

Procedure

184

1. Create the Management subsystems
a. Create the Management subsystem.

apicup subsys create mgmt management

b. Set install mode to standard.
apicup subsys set mgmt mode=standard
If you omit this step, the install mode defaults to dev, which is for non-HA environments, and will not support three instances of the subsystem in one
cluster.
c. Version 2018.4.1.10 or later: Specify the license version you purchased.
apicup subsys set mgmt
license-version=<license type>
The license_type must be either Production or Nonproduction. If not specified, the default value is Nonproduction.
d. Set management endpoints

Endpoints can point to VM host names, but in cluster deployments typically point to a load balancer. The load balancer distributes requests over the 3 VMs.
The following values point to a sample load balancer URL.

Component Command
Management REST API URL apicup subsys set mgmt platform-api platform-api.sample.example.com
Consumer (Portal) REST API URL | @apicup subsys set mgmt consumer-api consumer-api.sample.example.com
Cloud Manager UI apicup subsys set mgmt cloud-admin-ui cloud-admin-ui.sample.example.com
API Manager UI apicup subsys set mgmt api-manager-ui api-manager-ui.sample.example.com

e. Set the search domain for the VM.
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o

apicup subsys set mgmt search-domain sample.example.com
Set the DNS Name Server for the VM to look up endpoints.
apicup subsys set mgmt dns-servers 192.168.1.1

Set a Public Keyfile.
This is the public key of the user account that you want to use to ssh from, to the appliance.

apicup subsys set mgmt ssh-keyfiles "id_rsa.pub"

Create the hosts for the subsystem.

You must specify a password to use to encrypt the disks that the appliance uses. Replace the example password in the previous example with a strong

password that meets your security requirements.

apicup hosts create mgmt managerl.sample.example.com passwordl23
apicup hosts create mgmt manager2.sample.example.com passwordl23
apicup hosts create mgmt manager3.sample.example.com passwordl23

i. Set the network interface. Note that the last parameter is the Internet Gateway.

apicup iface create mgmt managerl.sample.example.com eth0 192.168.1.101/255.255.255.0 192.168.1.2
apicup iface create mgmt manager2.sample.example.com eth0 192.168.1.102/255.255.255.0 192.168.1.2
apicup iface create mgmt manager3.sample.example.com ethO 192.168.1.103/255.255.255.0 192.168.1.2

. Set the network traffic interfaces.

apicup subsys set mgmt traffic-iface eth0
apicup subsys set mgmt public-iface ethO

. Verify the host configuration.

apicup hosts list mgmt
Note: This command might return the following messages, which you can ignore:

* host is missing traffic interface
* host is missing public interface

Set a hashed password to access the appliance VM through the VMware Remote Console. Use an operating system utility to create a hashed password, and

then use apicup to set the hashed password for your subsystem:

apicup subsys set mgmt default-password='$1$aTD7uXAO$kNoMAefjGKBwMFiu.8ctr0'

Important: Review the requirements for creating and using a hashed password. See Setting and using a hashed default password.

Validate the installation.

apicup subsys get mgmt --validate

. Create an ISO file in a plan folder. For example, mgmtplan-out.

apicup subsys install mgmt --out mgmtplan-out

If you have multiple nodes listed for the hosts, when you run the --out command, it creates an ISO for each node. When deploying the nodes from VMware,

each node gets its own ISO file attached.

. To deploy the ISOs on VMware, see step 17 in Deploying the Management subsystem in a VMware environment.

2. Create the analytics subsystems

a.

=

o

o

o

—

qa

Create the subsystem:
apicup subsys create analyt analytics
Specify mode=standard.

apicup subsys set analyt mode=standard

. Version 2018.4.1.10 or later: Specify the license version you purchased.

apicup subsys set analyt
license-version=<license type>

The license_type must be either Production or Nonproduction. If not specified, the default value is Nonproduction.

Set analytics endpoints

Endpoints can point to VM host names, but in cluster deployments typically point to a load balancer. The load balancer distributes requests over the 3 VMs.

The following values point to a sample load balancer URL.

Component Command

analytics-ingestion [@apicup subsys set analyt analytics-ingestion=analytics-ingestion.sample.example.com

analytics-client apicup subsys set analyt analytics-client=analytics-client.sample.example.com

. Set the search domain for the VM.

apicup subsys set analyt search-domain sample.example.com
Set the DNS Name server for the VM to look up endpoints.

apicup subsys set analyt dns-servers 192.168.1.1

. Set a Public Keyfile.

This is the public key of the user account that you want to use to ssh from, to the appliance

apicup subsys set analyt ssh-keyfiles "id_rsa.pub"
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. Set a hashed password to access the appliance VM through the VMware Remote Console. Use an operating system utility to create a hashed password, and
then use apicup to set the hashed password for your subsystem:

apicup subsys set analyt default-password='$1$aTD7uXAO$kNoMAefjGKBwMFiu.8ctr0'
Important: Review the requirements for creating and using a hashed password. See Setting and using a hashed default password.

. Create the hosts for the subsystem. You must specify a password to use to encrypt the disks that the appliance uses. Replace the example password in the
following password with a strong password that meets your security requirements.

apicup hosts create analyt analyticsl.sample.example.com passwordl23
apicup hosts create analyt analytics2.sample.example.com passwordl23
apicup hosts create analyt analytics3.sample.example.com passwordl23

j. Set the network interface.
Note that the last parameter is the Internet Gateway.

apicup iface create analyt analyticsl.sample.example.com ethO 192.168.1.104/255.255.255.0 192.168.1.2
apicup iface create analyt analytics2.sample.example.com eth0O 192.168.1.105/255.255.255.0 192.168.1.2
apicup iface create analyt analytics3.sample.example.com eth0 192.168.1.106/255.255.255.0 192.168.1.2

=

. Check the host configuration for problems.

apicup hosts list analyt

Validate the installation.

apicup subsys get analyt --validate

m. Create an ISO file in a plan folder. For example, analytplan-out.
apicup subsys install analyt --out analytplan-out

If you have multiple nodes listed for the hosts, when you run the --out command, it creates an ISO for each node. When deploying the nodes from VMware,
each node gets its own ISO file attached.

n. To deploy the ISOs, see step 17 in Deploying the Analytics subsystem in a VMware environment
3. Create the portal subsystems
a. Create the portal.

apicup subsys create port portal

=

For production environments, specify mode=standard.

apicup subsys set port mode=standard

If you omit this step, the install mode defaults to dev, which is for development and testing in non-HA environments only, and will not support three
instances of the subsystem in one cluster.

<}

. Version 2018.4.1.10 or later: Specify the license version you purchased.
apicup subsys set port
license-version=<license_ type>

The license_type must be either Production or Nonproduction. If not specified, the default value is Nonproduction.

o

. Set the portal endpoints.
Endpoints can point to VM host names, but in cluster deployments typically point to a load balancer. The load balancer distributes requests over the 3 VMs.
The following values point to a sample load balancer URL.

Component Command
portal-admin apicup subsys set port portal-admin=portal-admin.sample.example.com

portal-www apicup subsys set port portal-www=portal-www.sample.example.com

Set the search domain for the VM.

@

apicup subsys set port search-domain sample.example.com

—-

Set the DNS Name server for the VM to look up endpoints.

apicup subsys set port dns-servers 192.168.1.1

. Set a Public Keyfile.
This is the public key of the user account that you want to use to ssh from, to the appliance

qa

apicup subsys set port ssh-keyfiles "id_ rsa.pub"

p=a

. Set a hashed password to access the appliance VM through the VMware Remote Console. Use an operating system utility to create a hashed password, and
then use apicup to set the hashed password for your subsystem:

apicup subsys set port default-password='$1$aTD7uXAO$kNoMAefjGKBwMFiu.8ctr0'

Important: Review the requirements for creating and using a hashed password. See Setting and using a hashed default password.
. Create the hosts for the subsystem. You must specify a password to use to encrypt the disks that the appliance uses.

apicup hosts create port portall.sample.example.com passwordl23
apicup hosts create port portal2.sample.example.com passwordl23
apicup hosts create port portal3.sample.example.com passwordl23

Replace the example password in the previous example with a strong password that meets your security requirements.

. Set the network interface.
Note that the last parameter is the Internet Gateway.
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apicup iface create port portall.sample.example.com eth0 192.168.1.107/255.255.255.0 192.168.1.2
apicup iface create port portal2.sample.example.com eth0 192.168.1.108/255.255.255.0 192.168.1.2
apicup iface create port portal3.sample.example.com eth0 192.168.1.109/255.255.255.0 192.168.1.2

k. Check the host configuration for problems.
apicup hosts list port

L. Validate the installation.

apicup subsys get port --validate

m. Create an ISO file in a plan folder. For example, portplan-out.

apicup subsys install port --out portplan-out

If you have multiple nodes listed for the hosts, when you run the --out command, it creates an ISO for each node. When deploying the nodes from VMware,
each node gets its own ISO file attached.

n. To deploy the ISOs on VMware, see step 17 in Deploying the Developer Portal in a VMware environment

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing the IBM License Metric Tool for VMware

The IBM® License Metric Tool (ILMT) helps you assess if you are compliant with licensing requirements.

About this task

ILMT provides useful features for managing virtualized environments and measuring license utilization. ILMT discovers the software that is installed in your infrastructure,
helps you to analyze the consumption data, and allows you to generate audit reports. Each report provides you with different information about your infrastructure, for
example the computer groups, software installations, and the content of your software catalog.

By default, every ILMT audit report presents data from the previous 90 days. You can customize the type and amount of information displayed in a report by using filters,
and save your personal settings for future use. You can also export the reports to .csv or .pdf format, and schedule report emails so that specified recipients are notified
when important events occur.

For more information, see the IBM License Metric Tool documentation.

Note: These instructions cover ILMT installation for IBM API Connect deployments in a VMware environment, and apply to the Management, Developer Portal, and

Analytics OVAs.

Procedure

To download the BigFix Agent for the Ubuntu operating system, complete the following steps:

1. For example, starting from here: http://support.bigfix.com/bes/release/, follow the link to the latest release, for example:
http://support.bigfix.com/bes/release/9.5/patch11/
2. In the Agent section of the table, click the Download link corresponding to the following release:
e Operating System: Ubuntu
e Version: 16
e Architecture: x86_64
In this example, the direct download link would be: http://software.bigfix.com/download/bes/95/BESAgent-9.5.11.191-ubuntul0.amdé64.deb

Upload the BigFix Agent package to each OVA server, as follows:
3. Upload the BigFix Agent .deb package to each running OVA server. Following is an example of the command for uploading the file that was downloaded in Step 2:
scp BESAgent-9.5.11.191-ubuntul0.amd64.deb apicadm@<OVA_ Hostname>:~

The generic command is:
scp <BigFix Agent Package_File Path> apicadm@<OVA_Hostname>:~

The BigFix Agent .deb package will be uploaded to /home/apicadm.
Install the BigFix client on each OVA server, as follows:

4. Log in, with a secure shell connection, to the server as the apicadm user.
5. Become root by entering sudo -s.
6. Follow the BigFix Agent installation instructions located here: IBM Bigfix installation instructions Ubuntu to install the .deb package.

What to do next

Ensure that TCP/IP port 52311 is open on your firewall.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Adding a static route on a virtual machine

You can add a static route to the routing table when deploying API Connect on a VMware virtual machine.

About this task

Add commands to your additional cloud-init file. You can do this for the Management, Analytics, and Portal subsystems.

Procedure

1. Specify an additional cloud-init file:
apicup subsys set <subsys> additional-cloud-init-file <path-to-cloud-init-file>

2. Add lines to your cloud-init file.
Syntax:

bootcmd:
- ip route add <destination>/<mask> via <gateway> dev eth<n>

Example:
bootcmd:
- ip route add 172.27.218.0/24 via 172.27.218.1 dev ethl
- ip route add 172.26.203.0/24 via 172.27.218.1 dev ethl
3. Regenerate the ISO file.

apicup subsys install <subsys> --out <plan-directory>

4. Restart the ISO, and ensure that the node(s) have this updated ISO attached at startup.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring use of an external NTP server

You must configure an external NTP server for use by API Connect when deploying on a VMware virtual machine.

About this task

Secure communication between API Connect subsystems relies on the system time being in sync on all hosts. For example, time stamps are checked to ensure that
certificates are valid. When API Connect is deployed behind a firewall that blocks access to the internet, the API Connect subsystems cannot by default access a Network
Time Protocol (NTP) server.

You can use an additional cloud-init file to manually specify an NTP server for use by the subsystems. Complete the following steps.

Procedure

1. Create the cloud-init file extra values file, and enter the configuration details that you want to overwrite. For example:

ntp:
enabled: true
ntp client: systemd-timesyncd
servers:
- time.google.com

N

. Use apicup to specify the cloud-init file.
Syntax:

apicup subsys set <subsys> additional-cloud-init-file <path-to-cloud-init-file>
Example:
apicup subsys set mgmt additional-cloud-init-file myCloudInitFile.yaml
3. Install the subsystem. Note that the output directory must be empty:
apicup subsys install mgmt --out mgmtplan-out

4. Deploy the VMware image (.ova) with the ISO file that is generated.
To review the deployment steps, see Deploying the Management subsystem in a VMware environment.
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5. Verify that the correct NTP server is being used:
journalctl -u systemd-timesyncd
Example output for the NTP server that was set in Step 1:
Nov 05 21:09:24 h-apicdev-4 systemd[l]: Starting Network Time Synchronization...

Nov 05 21:09:24 h-apicdev-4 systemd[l]: Started Network Time Synchronization.
Nov 05 21:09:24 h-apicdev-4 systemd-timesyncd[1697]: Synchronized to time server 216.239.35.8:123 (time.google.com) .

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying DataPower Gateway

API Connect uses IBM® DataPower® Gateway to provide the gateway service.

The instructions in this section describe how to deploy IBM DataPower Gateway from files obtained from Passport Advantage®, and apply to the following API Connect
scenarios:

e API Connect deployments for the VMware environment
e API Connect deployments for Kubernetes, with a DataPower Gateway in a non-Kubernetes environment.

For these scenarios, continue with Installing DataPower Gateway.

Note: Do not use these instructions if you are deploying API Connect deployments for Kubernetes, with DataPower Gateway in a Kubernetes environment. In this case, you
can use DataPower Gateway files that are packaged with API Connect, on the API Connect section of Fix Central, and configured by using the API Connect Install Assist
(apicup) commands. Follow the instructions in First steps for installing API Connect: Upload files to registry.

e Installing DataPower Gateway
Install and configure IBM DataPower Gateway in a non-Kubernetes environment for use with API Connect.
e Configuring DataPower Gateway for API Connect
You can configure the IBM DataPower Gateway to prepare for a registration with the API Connect Management server.
e Sample configuration for multiple peering objects on gateway services external to Kubernetes
Sample for reconfiguring the API Connect domain configuration for your gateway services to include multiple peering objects.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing DataPower Gateway

Install and configure IBM® DataPower® Gateway in a non-Kubernetes environment for use with API Connect.

Before you begin

Do not use these instructions for either of the following deployment scenarios:

e Both API Connect and DataPower Gateway in a Kubernetes environment.
In this scenario, use the instructions in First steps for installing API Connect: Upload files to registry, .

e An existing DataPower Gateway 2018.4.1.0 in a non-Kubernetes environment, and you want to install a newer Fix Pack, such as 2018.4.1.3.
In this scenario, complete an upgrade rather than a new installation. See Upgrading DataPower Gateway Service.

About this task

These instructions apply for Version 2018.4.1.0 or later.

Procedure

1. Ensure that DataPower Gateway firmware version you plan to install matches the API Connect Management server version. For example, DataPower 2018.4.1.6
and API Connect 2018.4.1.6. It is recommended that you use the latest version of each product, as viewable in the SPCR reports. See IBM API Connect Version
2018 software product compatibility requirements.

2. Obtain your DataPower files from IBM Passport Advantage®.

Note that the DataPower files from Passport Advantage have entitled services for API Connect users.

See also Download the firmware image from Passport Advantage.

3. Follow the DataPower Gateway installation information:
Note: Set the timezone to UTC on all DataPower installations for use with API Connect.
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e For gateways on physical appliances, see DataPower Gateway 2018.4.1.x Installation
e For virtual gateways, see Virtual DataPower Gateways.
4. Continue with Configuring DataPower Gateway, for API Connect.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring DataPower Gateway for API Connect

You can configure the IBM® DataPower® Gateway to prepare for a registration with the API Connect Management server.

About this task

API Connect and DataPower supports two different types of gateway configurations. The DataPower Gateway (v5 compatible) provides the same support as the gateway
support that was available with API Connect version 5.x. The DataPower API Gateway is an enhanced gateway that is performance-focused. See API Connect gateway,
types for more information about the differences between the gateway types.

Continue with the instructions for the type of Gateway Service you are configuring:

e Configuring DataPower API Gateway
You can configure the DataPower API Gateway to prepare for a registration with the API Connect Management server.
e Configuring DataPower Gateway (v5 compatible)
You can configure the DataPower Gateway (v5 compatible) to prepare for a registration with the API Connect Management server.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring DataPower API Gateway

You can configure the DataPower® API Gateway to prepare for a registration with the API Connect Management server.

Before you begin

e These instructions are for DataPower Gateway deployments in a non-Kubernetes environment. Do not use these instructions if you installed API Connect on
Kubernetes, with your DataPower Gateway Service also in the Kubernetes environment. To review deployment scenarios, see Deploying DataPower Gateway.

e Ensure you have installed the version of DataPower Gateway that matches the version of the API Connect Management server. See Installing DataPower Gateway.

e Ashared certificate and private key is used for securing the communication between the API Connect Management server and the gateway. See Generating keys
and certificates in the DataPower Gateway IBM documentation for instructions on how to create them with the DataPower tools.

e Ensure that the time zone for the DataPower Gateway is set to UTC.

About this task

e These instructions provide the basic steps for configuring a gateway service with a single gateway server. The lowest-level configuration objects are created first,
then used in other configuration objects. The procedures for configuring the two types of gateways are very similar, so only one procedure is provided. Any specific
differences are identified.

e Adding gateways to configure a peering environment is similar to creating the first gateway, and is recommended for resiliency in a production environment. A
minimum of three gateway servers in a gateway service is recommended for high availability. See Gateway peering for more information about configuring
additional gateways for peering. See Providing gateway service for API Connect in the DataPower Gateways IBM Knowledge Center content for more details about
the DataPower settings and procedures.

Procedure

To configure a DataPower gateway to communicate with API Connect, complete the following steps:

Note: Use these instructions only for DataPower API Gateway . If you are configuring DataPower Gateway (v5 compatible) see Configuring DataPower Gateway (v5
compatible).

1. Open the DataPower WebGUI interface.
Most of the configuration procedure is done in the DataPower WebGUTI interface, not in the Blueprint Console.
2. Enable the XML management interface in the default domain, if required. The XML management interface is optional for DataPower API Gateway.
a. Search for XML management interface in the navigation search bar, and select it.
b. Set the Administrative state to enabled.
c. You can specify a different port number if you do not want to use the default of 5550.
d. Select Apply to make the changes
e. Save changes to the default domain by selecting Save Configuration.
3. Create an application domain.
This domain receives your traffic.
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Search for Application domain in the navigation search bar, and select it.
Select Add to create the application domain.
Enter a unique name for your domain.
Ensure that enabled is selected for the Administrative state.
Ensure that the default domain is listed in the Visible application domain list.
Select Apply.
Change to your new application domain by selecting Domain in the menu bar, and selecting the domain that you created.
Select Save changes and switch domains.
All of the remaining steps on the DataPower gateway must be done in the application domain that you created.
i. Save changes to the domain by selecting Save Configuration.
4. Ensure that your deployment includes an NTP server to synchronize time between each of the DataPower Gateways.
See Managing the NTP service.
. Ensure that you have set a unique Appliance name (System Identifier) for each DataPower gateway. See Initializing the DataPower Gateway.
. Create a self-signed certificate and private key to be used to protect the traffic between the management server and the API gateway service process. You can
generate a certificate and private key using DataPower or by using other tools, such as OpenSSL. See Generating keys and certificates in the DataPower Gateway
IBM documentation for instructions on how to create a crypto key with the DataPower tools.
. Upload your private crypto key file to the domain.
a. Search for Crypto key in the navigation search bar, and select it.
. Select Add to create a key object.
. Create a unique name for the key object in the Name field.
. Select Upload....
. Browse for the key file (which must be a .pem or .p12 file) and select it.
. If you want to rename it, enter a new name for the file.
g. Select Upload to move it to the server in the cert:// folder.
h. Select Apply to save the changes.
8. Upload your crypto certificate file to the domain.
Note: If your certificate is signed by an Intermediate CA, you must include the entire chain in a single key file (either .pem or .p12) for uploading.
a. Search for Crypto certificate in the navigation search bar, and select it.
b. Select Add to create a certificate object.
c. Create a unique name for the certificate object in the Name field.
d. Select Upload....
e. Browse for the key file (which must be a .pem or .p12 file) and select it.
f. If you want to rename it, enter a new name for the file.
g. Select Upload to move it to the server in the cert:// folder.
h. Select Apply to save the changes.
9. Associate the Crypto key with the Crypto certificate by setting the Identification credential.
a. Search for Crypto Identification Credentials in the navigation search bar, and select it.
b. Select Add.
c. Enter a name for your credential.
d. Ensure that the Administrative state has a value of enabled.
e. In the Crypto Key field, select the name of the key object that you created from the drop-down menu.
f. In the Certificate field object, select the name of the certificate object that you created from the drop-down menu.
g. Select Apply to commit your changes.
10. Create your SSL Client profile.
a. Search for SSL Client profile in the navigation search bar, and select it.
b. Select Add to create a client profile.
c. Create a unique name for the profile in the Name field.
d. Select your Identification credential from the drop-down list.
e. Ensure that the value of Validate server certificate is set to off.
f. Select Apply to save the changes.
11. Create your SSL Server profile.
a. Search for SSL Server Profile in the navigation search bar, and select it.
b. Select Add to create a server profile.
c. Create a unique name for the profile in the Name field.
d. Select your Identification credential from the drop-down list.
e. Ensure that the value of Request client authentication is set to off.
f. Select Apply to save the changes.
12. For the DataPower API Gateway only: Define a configuration sequence.
The API Connect gateway service uses the configuration sequence to configure DataPower to implement the APIs that are defined in API Connect.
a. Search for Configuration sequence in the navigation search bar, and select it.
b. Select Add.
c. Enter a name for your configuration sequence.
The name apic-config is not allowed because it is already used internally.
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Ensure that the Administrative state has a value of enabled.
. Ensure that the value in the Location profiles field is set to local:///
This is the default value, so you might not need to change it.
Select the Access profile. See Configuring the access profile for a configuration sequence in the DataPower Gateway IBM Knowledge Center for instructions
on how to create access profiles.
Change the value of the Configuration execution interval field to 3000.
The other fields can retain their default settings.
h. Select Apply to commit your changes.
13. Configure your gateway peering object for the API Connect Gateway Service.
This step is required when you set up a peer group of gateways, even if there is only a single gateway server in the gateway service.
a. Search for Gateway peering in the navigation search bar, and select it.
b. Select Add.
c. Enter a unique name for your gateway peering object.
d. Ensure that the Administrative state has a value of enabled.
e. Select a local address for the communications among the members of the peer group.
f. Select a local port for the communication.
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You can use the default value of 16380.
g. Select a monitor port for the communication.
You can use the default value of 26380.
h. Because this procedure uses only one gateway, ensure that Peer group mode is not selected.
i. Clear the Enable SSL checkbox. SSL is not needed for a single peer.
j. Set the Persistence location value to Memory for either physical DataPower appliance or virtual DataPower appliance.
k. Select Apply to commit your changes.
14. Configure your gateway peering object for rate limit information.
Note: Version 2018.4.1.7 or later is required.
Search for Gateway peering in the navigation search bar, and select it.
Select Add.
Enter a unique name for your gateway peering object.
Ensure that the Administrative state has a value of enabled.
Select a local address for the communications among the members of the peer group.
Select a local port for the communication.
Use a unique port, different than the ports used for communication by other gateway peering objects.
Select a monitor port for the communication.
Use a unique port, different than the ports used for monitoring by other gateway peering objects.
Because this procedure uses only one gateway, ensure that Peer group mode is not selected.
Clear the Enable SSL checkbox. SSL is not needed for a single peer.
Set the Persistence location value to Memory for either physical DataPower appliance or virtual DataPower appliance.
Select Apply to commit your changes.
15. Configure your gateway peering object for subscription information.
Note: Version 2018.4.1.7 or later is required.
Search for Gateway peering in the navigation search bar, and select it.
Select Add.
Enter a unique name for your gateway peering object.
Ensure that the Administrative state has a value of enabled.
Select a local address for the communications among the members of the peer group.
Select a local port for the communication.
Use a unique port, different than the ports used for communication by other gateway peering objects.
Select a monitor port for the communication.
Use a unique port, different than the ports used for monitoring by other gateway peering objects.
Because this procedure uses only one gateway, ensure that Peer group mode is not selected.
Clear the Enable SSL checkbox. SSL is not needed for a single peer.
Set the Persistence location value to Memory for either physical DataPower appliance or virtual DataPower appliance.
Select Apply to commit your changes.
16. Configure the gateway peering manager.
Note: Version 2018.4.1.7 or later is required.
a. Search for Gateway Peering Manager in the navigation search bar, and select it.
b. Set the Administrative state to enabled.
c. In the pull-down menu next to API Connect Gateway Service, select the gateway peering object configured in Step 13 for the API Connect Gateway Service.
d. In the pull-down menu next to Rate Limit, select the gateway peering object configured in Step 14 for rate limit information.
e. In the pull-down menu next to Subscription, select the gateway peering object configured in Step 15 for subscription.
f. Select Apply to commit your changes.
17. Set the API Connect Gateway service to define the communication interface with the API Connect Management server and for API transactions.
a. Search for API Connect Gateway service in the navigation search bar, and select it.
b. Ensure that the Administrative state is set to enabled.
. In the Local address field, enter the IP address of the DataPower gateway to which you want the traffic from the API Connect Management server to be sent.
Specify a value for Local Port. You can use the default port value of 3000, or specify a different port value.
Note: The Local port specifies the port through which API Connect connects to manage the API Connect Gateway Service. Use this port when you configure a
Gateway Service on API Connect. Beyond this port, the gateway service uses two additional consecutive ports after the defined local port to bind to a
loopback address. Therefore, you must ensure that there are no conflicts on all three consecutive ports that start from the defined local port.
In the SSL client field drop-down list, select the name of the SSL client profile that you created.
In the SSL server field drop-down list, select the name of the SSL server profile that you created.
In the API gateway address field, enter the IP address for the DataPower gateway to which you want the API traffic sent.
Use the default port value of 9443 for the API gateway port.
If the port is not being used by another service, you can also change it to port 443 if you want API transactions to be sent to the default port for HTTPS.
For DataPower API Gateway, set the Gateway Peering to (none).
When no gateway peering object is configured for the DataPower API Gateway, the peering configuration defined in the Gateway Peering Manager
configuration is used.
j. Select whether you want the DataPower Gateway (v5 compatible) or the DataPower API Gateway.
When the option is selected, it enables the registration of a DataPower Gateway (v5 compatible) gateway. Clear it to enable a DataPower API Gateway.
18. Register the gateway service in the API Connect Cloud Manager console:
a. Open the API Connect Cloud Manager console.
b. Navigate to Configure Topology.
c. Select Register Service.
d. Select DataPower API Gateway for the DataPower API Gateway.
e. Add a title, name, and summary for the gateway connection.
f. Optional: Configure the OAuth Shared Secret.
This setting allows OAuth tokens to be shared across multiple gateway services.
g. Enter one of the following values in the API Invocation Endpoint field:
e IP address of the load balancer for the API transactions
e IP address or host name of one of the gateways
For example:https://192.0.2.0:9443/
h. Enter the one of the following values in the Management Endpoint field:
e IP address of the load balancer for the management server traffic set to port 3000
e IP address or hostname of one of the gateways
For example:thttps://192.0.2.0:3000/
19. Select the default TLS Client Profile
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20. Optional: Configure Server Name Indication (SNI) profiles.
SNI profiles allow different TLS certificates to be used for API transaction requests from different host names.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring DataPower Gateway (v5 compatible)

You can configure the DataPower® Gateway (v5 compatible) to prepare for a registration with the API Connect Management server.

Before you begin

e These instructions are for DataPower Gateway deployments in a non-Kubernetes environment. Do not use these instructions if you installed API Connect on
Kubernetes, with your DataPower Gateway Service also in the Kubernetes environment. To review deployment scenarios, see Deploying DataPower Gateway.

e Ensure you have installed the version of DataPower Gateway that matches the version of the API Connect Management server. See Installing DataPower Gateway.

e Ashared certificate and private key is used for securing the communication between the API Connect Management server and the gateway. See Generating keys
and certificates in the DataPower Gateway IBM documentation for instructions on how to create them with the DataPower tools.

e Ensure that the time zone for the DataPower Gateway is set to UTC.

About this task

e These instructions provide the basic steps for configuring a gateway service with a single gateway server. The lowest-level configuration objects are created first,
then used in other configuration objects. The procedures for configuring the two types of gateways are very similar, so only one procedure is provided. Any specific
differences are identified.

e Adding gateways to configure a peering environment is similar to creating the first gateway, and is recommended for resiliency in a production environment. A
minimum of three gateway servers in a gateway service is recommended for high availability. See Gateway peering for more information about configuring
additional gateways for peering. See Providing gateway service for API Connect in the DataPower Gateways IBM Knowledge Center content for more details about
the DataPower settings and procedures.

Procedure

To configure a DataPower gateway to communicate with API Connect, complete the following steps:

Note: Use these instructions only for DataPower Gateway (v5 compatible). If you are configuring DataPower API Gateway, see Configuring DataPower API Gateway.

1. Open the DataPower WebGUI interface.

Most of the configuration procedure is done in the DataPower WebGUTI interface, not in the Blueprint Console.

Enable the XML management interface in the default domain, if required. The XML management interface is required for DataPower Gateway (v5 compatible). The

XML management interface is optional for DataPower API Gateway.

a. Search for XML management interface in the navigation search bar, and select it.
b. Set the Administrative state to enabled.
c. You can specify a different port number if you do not want to use the default of 5550.
d. Select Apply to make the changes
e. Save changes to the default domain by selecting Save Configuration.
3. Create an application domain.
This domain receives your traffic.
a. Search for Application domain in the navigation search bar, and select it.

Select Add to create the application domain.

Enter a unique name for your domain.

Ensure that enabled is selected for the Administrative state.

Ensure that the default domain is listed in the Visible application domain list.

Select Apply.

Change to your new application domain by selecting Domain in the menu bar, and selecting the domain that you created.

Select Save changes and switch domains.

All of the remaining steps on the DataPower gateway must be done in the application domain that you created.

i. Save changes to the domain by selecting Save Configuration.

4. Ensure that your deployment includes an NTP server to synchronize time between each of the DataPower Gateways.

See Managing the NTP service.

Ensure that you have set a unique Appliance name (System Identifier) for each DataPower gateway. See Initializing the DataPower Gateway.

. For the DataPower Gateway (v5 compatible) only: Enable statistics in the domain you created for API Connect.

a. Search for and select Statistics settings in the navigation search.
b. Select enabled for the Administrative state.
c. Select Apply.

. Create a self-signed certificate and private key to be used to protect the traffic between the management server and the API gateway service process. You can
generate a certificate and private key using DataPower or by using other tools, such as OpenSSL. See Generating keys and certificates in the DataPower Gateway
IBM documentation for instructions on how to create a crypto key with the DataPower tools.

8. Upload your private crypto key file to the domain.

a. Search for Crypto key in the navigation search bar, and select it.

b. Select Add to create a key object.

c. Create a unique name for the key object in the Name field.

d. Select Upload....

e. Browse for the key file (which must be a .pem or .p12 file) and select it.
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f. If you want to rename it, enter a new name for the file.
g. Select Upload to move it to the server in the cert:// folder.
h. Select Apply to save the changes.
9. Upload your crypto certificate file to the domain.
Note: If your certificate is signed by an Intermediate CA, you must include the entire chain in a single key file (either .pem or .p12) for uploading.
a. Search for Crypto certificate in the navigation search bar, and select it.
b. Select Add to create a certificate object.
c. Create a unique name for the certificate object in the Name field.
d. Select Upload....
e. Browse for the key file (which must be a .pem or .p12 file) and select it.
f. If you want to rename it, enter a new name for the file.
g. Select Upload to move it to the server in the cert:// folder.
h. Select Apply to save the changes.
10. Associate the Crypto key with the Crypto certificate by setting the Identification credential.
a. Search for Crypto Identification Credentials in the navigation search bar, and select it.
b. Select Add.
c. Enter a name for your credential.
d. Ensure that the Administrative state has a value of enabled.
e. In the Crypto Key field, select the name of the key object that you created from the drop-down menu.
f. In the Certificate field object, select the name of the certificate object that you created from the drop-down menu.
g. Select Apply to commit your changes.
11. Create your SSL Client profile.
a. Search for SSL Client profile in the navigation search bar, and select it.
b. Select Add to create a client profile.
c. Create a unique name for the profile in the Name field.
d. Select your Identification credential from the drop-down list.
e. Ensure that the value of Validate server certificate is set to off.
f. Select Apply to save the changes.
12. Create your SSL Server profile.
a. Search for SSL Server Profile in the navigation search bar, and select it.
b. Select Add to create a server profile.
c. Create a unique name for the profile in the Name field.
d. Select your Identification credential from the drop-down list.
e. Ensure that the value of Request client authentication is set to off.
f. Select Apply to save the changes.
13. Configure your gateway peering object for the API Connect Gateway Service.
This step is required when you set up a peer group of gateways, even if there is only a single gateway server in the gateway service.
Search for Gateway peering in the navigation search bar, and select it.
Select Add.
Enter a unique name for your gateway peering object.
Ensure that the Administrative state has a value of enabled.
Select a local address for the communications among the members of the peer group.
Select a local port for the communication.
You can use the default value of 16380.
Select a monitor port for the communication.
You can use the default value of 26380.
Because this procedure uses only one gateway, ensure that Peer group mode is not selected.
Clear the Enable SSL checkbox. SSL is not needed for a single peer.
Set the Persistence location value to Memory for either physical DataPower appliance or virtual DataPower appliance.
Select Apply to commit your changes.
14. Set the API Connect Gateway service to define the communication interface with the API Connect Management server and for API transactions.
Search for API Connect Gateway service in the navigation search bar, and select it.
Ensure that the Administrative state is set to enabled.
In the Local address field, enter the IP address of the DataPower gateway to which you want the traffic from the API Connect Management server to be sent.
Use the default port value of 3000 for the Local port.
In the SSL client field drop-down list, select the name of the SSL client profile that you created.
In the SSL server field drop-down list, select the name of the SSL server profile that you created.
In the API gateway address field, enter the IP address for the DataPower gateway to which you want the API traffic sent.
Use the default port value of 9443 for the API gateway port.
If the port is not being used by another service, you can also change it to port 443 if you want API transactions to be sent to the default port for HTTPS.
For DataPower Gateway (v5 compatible), select the gateway peering object that you created in Step 13.
j. Select whether you want the DataPower Gateway (v5 compatible) or the DataPower API Gateway.
When the option is selected, it enables the registration of a DataPower Gateway (v5 compatible) gateway.
15. Register the gateway service in the API Connect Cloud Manager console:
a. Open the API Connect Cloud Manager console.
b. Navigate to Configure Topology.
c. Select Register Service.
d. Select DataPower Gateway (v5 compatible) for the gateway that was available in version 5.
e. Add a title, name, and summary for the gateway connection.
f. Optional: Configure the OAuth Shared Secret.
This setting allows OAuth tokens to be shared across multiple gateway services.
g. Enter one of the following values in the API Invocation Endpoint field:
e IP address of the load balancer for the API transactions
e IP address or host name of one of the gateways
For example:https://192.0.2.0:9443/
h. Enter the one of the following values in the Management Endpoint field:
e IP address of the load balancer for the management server traffic set to port 3000
e IP address or hostname of one of the gateways
For example:thttps://192.0.2.0:3000/
16. Select the default TLS Client Profile
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17. Optional: Configure Server Name Indication (SNI) profiles.
SNI profiles allow different TLS certificates to be used for API transaction requests from different host names.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Sample configuration for multiple peering objects on gateway services external to
Kubernetes

Sample for reconfiguring the API Connect domain configuration for your gateway services to include multiple peering objects.

e This reference shows how to configure API Connect domain configuration with gateway-peering configuration. To review domain configuration settings, see
Configuring DataPower Gateway for API Connect.

e This sample applies only to gateway services that are deployed external to Kubernetes, on either a physical or virtual appliance. This sample does not apply to
gateway services that are deployed on Kubernetes.

The following examples show sample configuration for 3 different gateways, listed here with sample IP addresses of 1.1.1.1, 2.2.2.2, and 3.3.3.3. Note the following:

e The priority should be set differently on each of the three gateways. Set the lowest priority for the gateway that will run as primary.
* persistence should be set to memory for all configured peering objects.
e Optionally, add SSL configuration.

Configuration on gateway 1 (1.1.1.1)

top; configure terminal;
domain apiconnect; visible default; exit;

sw apiconnect;

loglevel debug;
logging target gwd-log
type file
format text
timestamp syslog
size 50000
local-file logtemp:///gwd-log
event apic-gw-service debug
exit

config-sequence "apiconnect"
location "local:///"
watch "on"
delete-unused "on"
match " (.*)\.cfg$"
summary "Toolkit Reboot configuration"
run-sequence-interval 3000
optimize-for-apic on
exit

crypto
key sth_apic sharedcert:///sth_apic-privkey.cer
certificate sth_apic sharedcert:///sth_apic-sscert.cer
idcred sth_apic sth_apic sth_apic
ssl-client gwd_to_mgmt
idcred sth_apic
no validate-server-cert
exit
ssl-server gwd_to_mgmt
idcred sth_apic
no request-client-auth
validate-client-cert off
exit
exit

gateway-peering subs
admin enabled
local-address 1.1.1.1
local-port 15222
monitor-port 26222
priority 100
enable-ssl off
enable-peer-group on
peer 2.2.2.2
peer 3.3.3.3
persistence memory

exit

gateway-peering rate-limit
admin enabled
local-address 1.1.1.1
local-port 15223
monitor-port 26223
priority 100
enable-ssl off
enable-peer-group on
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peer 2.2.2.2

peer 3.3.3.3

persistence memory
exit

gateway-peering gwd
admin enabled
local-address 1.1.1.1
local-port 15224
monitor-port 26224
priority 100
enable-ssl off
enable-peer-group on
peer 2.2.2.2
peer 3.3.3.3
persistence memory

exit

gateway-peering probe
admin enabled
local-address 1.1.1.1
local-port 15225
monitor-port 26225
priority 100
enable-ssl off
enable-peer-group on
peer 2.2.2.2
peer 3.3.3.3
persistence memory

exit

gateway-peering gws-rate-limit
admin enabled
local-address 1.1.1.1
local-port 15226
monitor-port 26226
priority 100
enable-ssl off
enable-peer-group on
peer 2.2.2.2
peer 3.3.3.3
persistence memory

exit

gateway-peering-manager
admin enabled
apic-gw-service gwd
rate-limit rate-limit
subscription subs
apiprobe probe
ratelimit-module gws-rate-limit

apic-gw-service
admin-state enabled
local-address 0.0.0.0
local-port 3000
api-gw-address 0.0.0.0
api-gw-port 9443
v5-compatibility-mode off
ssl-server gwd_to_mgmt
ssl-client gwd_to_mgmt

exit

write mem
Configuration on gateway 2 (2.2.2.2)

top; configure terminal;
domain apiconnect; visible default; exit;

sw apiconnect;

loglevel debug;
logging target gwd-log
type file
format text
timestamp syslog
size 50000
local-file logtemp:///gwd-log
event apic-gw-service debug
exit

config-sequence "apiconnect"
location "local:///"
watch "on"
delete-unused "on"
match " (.*)\.cfg$"
summary "Toolkit Reboot configuration"
run-sequence-interval 3000
optimize-for-apic on
exit

crypto
key sth_apic sharedcert:///sth_apic-privkey.cer
certificate sth_apic sharedcert:///sth_apic-sscert.cer
idcred sth_apic sth_apic sth_apic
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ssl-client gwd_to_mgmt
idcred sth_apic
no validate-server-cert

exit

ssl-server gwd_to_mgmt
idcred sth_apic
no request-client-auth
validate-client-cert off

exit

exit

gateway-peering subs
admin enabled
local-address 2.2.2.2
local-port 15222
monitor-port 26222
priority 105
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 3.3.3.3
persistence memory

exit

gateway-peering rate-limit
admin enabled
local-address 2.2.2.2
local-port 15223
monitor-port 26223
priority 105
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 3.3.3.3
persistence memory

exit

gateway-peering gwd
admin enabled
local-address 2.2.2.2
local-port 15224
monitor-port 26224
priority 105
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 3.3.3.3
persistence memory

exit

gateway-peering probe
admin enabled
local-address 2.2.2.2
local-port 15225
monitor-port 26225
priority 105
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 3.3.3.3
persistence memory

exit

gateway-peering gws-rate-limit
admin enabled
local-address 2.2.2.2
local-port 15226
monitor-port 26226
priority 105
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 3.3.3.3
persistence memory

exit

gateway-peering-manager

admin enabled

apic-gw-service gwd

rate-limit rate-limit

subscription subs

apiprobe probe

ratelimit-module gws-rate-limit
exit

apic-gw-service
admin-state enabled
local-address 0.0.0.0
local-port 3000
api-gw-address 0.0.0.0
api-gw-port 9443
v5-compatibility-mode off
ssl-server gwd_to_mgmt
ssl-client gwd to_mgmt

exit
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write mem
Configuration on gateway 3 (3.3.3.3)

top; configure terminal;
domain apiconnect; visible default; exit;

sw apiconnect;

loglevel debug;
logging target gwd-log
type file
format text
timestamp syslog
size 50000
local-file logtemp:///gwd-log
event apic-gw-service debug
exit

config-sequence "apiconnect"
location "local:///"
watch "on"
delete-unused "on"
match " (.*)\.cfg$"
summary "Toolkit Reboot configuration"
run-sequence-interval 3000
optimize-for-apic on
exit

crypto
key sth_apic sharedcert:///sth_apic-privkey.cer
certificate sth_apic sharedcert:///sth_apic-sscert.cer
idcred sth_apic sth_apic sth_apic
ssl-client gwd to_mgmt
idcred sth_apic
no validate-server-cert
exit
ssl-server gwd to_mgmt
idcred sth_apic
no request-client-auth
validate-client-cert off
exit
exit

gateway-peering subs
admin enabled
local-address 3.3.3.3
local-port 15222
monitor-port 26222
priority 110
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 2.2.2.2
persistence memory

exit

gateway-peering rate-limit
admin enabled
local-address 3.3.3.3
local-port 15223
monitor-port 26223
priority 110
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 2.2.2.2
persistence memory

exit

gateway-peering gwd
admin enabled
local-address 3.3.3.3
local-port 15224
monitor-port 26224
priority 110
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 2.2.2.2
persistence memory

exit

gateway-peering probe
admin enabled
local-address 3.3.3.3
local-port 15225
monitor-port 26225
priority 110
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 2.2.2.2
persistence memory

exit
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gateway-peering gws-rate-limit
admin enabled
local-address 3.3.3.3
local-port 15226
monitor-port 26226
priority 110
enable-ssl off
enable-peer-group on
peer 1.1.1.1
peer 2.2.2.2
persistence memory

exit

gateway-peering-manager

admin enabled

apic-gw-service gwd

rate-limit rate-limit

subscription subs

apiprobe probe

ratelimit-module gws-rate-limit
exit

apic-gw-service
admin-state enabled
local-address 0.0.0.0
local-port 3000
api-gw-address 0.0.0.0
api-gw-port 9443
v5-compatibility-mode off
ssl-server gwd to mgmt
ssl-client gwd_to_mgmt

exit

write mem

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing the toolkit

You can install the toolkit that provides CLI commands, and the API Designer user interface, for IBM® API Connect.

About this task

The toolkit is provided as executable files, so no actual installation is necessary, you just to need to download the required compressed file and extract the contents.
There are two toolkit options available:

e CLI: provides a command line environment for working with IBM API Connect.
e CLI + LoopBack + Designer: provides a command line environment for working with IBM API Connect, including LoopBack® support, and the API Designer user
interface.

To install the toolkit, download the compressed file that is appropriate for your chosen toolkit option and platform, then extract the contents to a chosen location on your
local machine. The compressed file contains an executable file for running CLI commands and, if you choose the CLI + LoopBack + Designer option, an executable file for
launching the API Designer user interface.

You can download the toolkit compressed file in either of the following ways:

e From IBM Fix Central.
e From either the Cloud Manager or API Manager user interface.

The following table identifies the name of the compressed file that you need to download, depending on your chosen toolkit option and platform:
Table 1. Toolkit file names, by option and platform

Toolkit option Mac 0S X Linux® Windows
CLI toolkit-mac.zip toolkit-linux.tgz toolkit-windows.zip
CLI + LoopBack + Designer | toolkit-loopback-designer-mac.zip | toolkit-loopback-designer-linux.tgz | toolkit-loopback-designer-windows.zip

Procedure

To install and run the toolkit, complete the following steps:

1. Download the toolkit compressed file.
e To download the toolkit from IBM Fix Central, complete the following steps:
e Open the IBM Fix Central site in your browser.
e Inthe Product selector field, enter API Connect, then select IBM API Connect from the drop down list.
e Select yourinstalled 2018.x.y version from the Installed Version list, then click Continue. If you do not know your installed IBM API Connect version,
contact your administrator.
e Inthe Text field, enter toolkit, then click Continue.
e Select the required file, as identified in Table 1.
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Note: When you download from IBM Fix Central, the release number is appended to the file name.
e Click Continue, then follow the instructions to complete the download operation.
e To download the toolkit from either the Cloud Manager or API Manager user interface, complete the following steps:
e Cloud Manager or API Manager user interface.

e Select Help ( ®) in the navigation.
e Select Install API Connect CLI & API Designer.
e Select CLI or CLI + LoopBack + Designer according to your preferred option.
e Select your platform to download the toolkit compressed file.
e Close the Install API Connect CLI & API Designer window.
2. Extract the contents of the toolkit compressed file to a folder of your choice.
The contents of the file depend on the your chosen toolkit option and platform, as follows:
Table 2. Toolkit compressed file contents, by option and platform

Toolkit option Mac 0S X Linux Windows
CLI apic-slim apic-slim apic-slim.exe
CLI + LoopBack + Designer | apic apic apic.exe
api_designer-mac.zip: contains the API Designer user interface application. | api_designer-linux | api_designer-win.exe

The apic-slim or apic-slim.exe file is the CLI for IBM API Connect.
The apic or apic.exe file is the CLI for IBM API Connect including LoopBack support.

Tip: If you are using the CLI option, then if you rename the apic-slim file to apic, or the apic-slim.exe file to apic.exe, you can run the CLI commands exactly as
documented, copy and paste sample commands from the documentation, and use any command scripts as-is if you later move to the CLI + LoopBack + Designer
option.

The api_designer-platform file is the API Designer user interface application for the specified platform.

3. Run the CLI.
e For the Mac OS X or Linux platforms, complete the following steps:
e Open a terminal instance and navigate to the folder where you extracted the contents of the toolkit compressed file.
e Make the CLI file an executable file by entering the following command:

chmod +x download name

Where download_name is the name of the toolkit file that you downloaded, either apic or apic-slim.
e Run CLI commands as follows:

./apic command name_and parameters
or

./apic-slim command name and parameters

For details of the CLI commands, see apic.
e For the Windows platform, complete the following steps:
e Open a terminal window and navigate to the folder where you extracted the contents of the toolkit compressed file.
e Run CLI commands as follows:

apic command name and parameters
or
apic-slim command name and parameters

For details of the CLI commands, see apic.
Tip: Add the folder location of your CLI file to your PATH variable so that you can run CLI commands from anywhere in your file system.
4. Launch the API Designer user interface by running the application from the location to which you extracted the contents of the toolkit compressed file.
Note:
e To uninstall the API Designer application on a Windows platform with a non Administrator account, complete the following steps:
e In Windows File Explorer, navigate to the USER_HOME\AppData\Local\Programs\api-designer folder.
¢ Run the Uninstall API Designer application application. Do not use the Add or remove programs window.
e To uninstall the API Designer application on a Windows platform with an Administrator account, you can either run the Uninstall API Designer application
application, or you can use the Add or remove programs window.

Results

The IBM API Connect toolkit CLI and, if selected, the API Designer user interface application are installed on your local system.

For information on using the API Designer user interface, see Developing your APIs and applications.

For information on using the toolkit CLI, see Using the developer toolkit command-line tool.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Upgrading in a VMware environment

You can upgrade an existing deployment of API Connect on VMware to a newer version while retaining your data.
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e Requirements for upgrading on VMware
Before upgrading API Connect on VMware, ensure that your deployment meets all the upgrade requirements.
e Upgrading API Connect subsystems in a VMware environment
Complete the following steps to upgrade API Connect subsystems.
¢ Troubleshooting the API Connect upgrade on VMware
Troubleshoot your API Connect upgrade on VMware.
¢ Upgrading DataPower Gateway Service
Use these instructions when upgrading DataPower Gateway Service in a non-Kubernetes environment, during upgrade of API Connect Version 2018.4.1.0 or later.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading on VMware

Before upgrading API Connect on VMware, ensure that your deployment meets all the upgrade requirements.

Restriction: A direct upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading
t010.0.6.0.

The instructions for upgrading apply to the latest Fix Pack version. Ensure that you are upgrading to the latest Fix Pack version. For information on the available Fix Packs,
see What's New in the latest release.

Note: For more information if you are moving to v2018.4.1.10, see the Tech note at IBM Support.

See the requirements for the version you are upgrading from:

¢ Requirements for upgrading from v2018.4.1.8 or later on VMware
Review the requirements for upgrading from Version 2018.4.1.8 or later on VMware.
¢ Requirements for upgrading from v2018.4.1.7 on VMware
Review the requirements for upgrading from Version 2018.4.1.7 on VMware.
¢ Requirements for upgrading from v2018.4.1.5 or v2018.4.1.6 on VMware
Review the requirements for upgrading from Version 2018.4.1.5 or Version 2018.4.1.6 on VMware.
¢ Requirements for upgrading from v2018.4.1.4 or earlier on VMware
Review the requirements for upgrading from Version 2018.4.1.4 or earlier on VMware.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading from v2018.4.1.8 or later on VMware

Review the requirements for upgrading from Version 2018.4.1.8 or later on VMware.
Restriction:

e Adirect upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading to
10.0.6.0.

e You cannot upgrade directly to FP24 from versions older than FP20; you must upgrade to FP20 first.

e Upgrading to FP20 from any version older than FP15 requires that you first upgrade to at least one version in the FP15-to-FP19 range.

¢ Before starting the upgrade, verify that API Connection deployment is fully operational. See Checking cluster health on VMware.
When upgrading to v2018.4.1.10 or later, this step is optional because a health check will be run automatically as part of the apicup subsys
install command in Upgrading API Connect subsystems in a VMware environment. Note that you might still want to run the health check when preparing for the
upgrade, to ensure the health of the backup image you must create prior to running apicup subsys install.

e When upgrading from v2018.4.1.13 or later, use the following command to remove any previously used upgrade files:

apic clean-upgrade-files

e When upgrading API Connect, complete a manual backup of the management database, Portal subsystem, and Analytics subsystem just prior to starting the
upgrade. Note that this backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred
after the most recent scheduled backup are captured.

For details on creating a backup, see Backing up the management subsystem in VMware environments, Backing up and restoring the Developer Portal in a VMware
environment and Backing up and restoring the analytics database.

e Ensure that port 9178 is open between the Analytics, Management, and Portal subsystems and the system running apicup.
An i/o timeout error can occur if the firewall rejects traffic to the appliance. Make sure port 9178 is open and try again. Example error message:

apicup subsys install test-analytics upgrade analytics_lts_v2018.4.1.5.tgz

INFO[0000] Preparing update

INFO[0010] Sending update packet to cluster (connected to testsrv0192.subnetl.example.com)
Error: failed to install the subsystem: unable to open file send stream:

rpc error: code = Unavailable desc = all SubConns are in TransientFailure,

latest connection error: connection error:

desc = "transport: Error while dialing dial tcp 1.2.3.4:9178: i/o timeout"
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If not already set up, send your deployment logs to a remote server. The upgrade process terminates pods, and the logs will be lost if not stored remotely. To send
your deployment logs to a remote server, see Configuring remote logging for a VMware deployment.

e If you are upgrading any subsystem that has less than three nodes and was installed in standard mode, before you upgrade you must convert to Dev mode and
remove replicasets. Conversion is necessary because standard mode is not supported on less than three nodes. See Converting installation mode. To review
installation modes, see Requirements for initial deployment on VMware.

Download the Install Assist (APICUP) installer from the same URL where you download your Fix Pack version. You must use the latest Install Assist package with
the latest product version.
The original project directory created with the APICUP installer during the initial product installation (for example, myProject) is required to both restore the
database and to upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains
pertinent information about the cluster. A good practice is to back up the original project directory to a location from which it can always be retrieved.
If the upgrade is initiated from the original project directory, the certificates are automatically copied into the upgraded version. The original project directory
contains the apiconnect-up.yml file. An upgrade using the same project directory as the one used for installation will transfer the encryption-secret and all other
certificates for the project to the upgraded version.
All external traffic to the management server must be blocked during the upgrade of the management subsystem. This restriction applies to traffic from all sources
via the user interfaces (Cloud Manager, API Manager), CLIL, and REST API. The Cloud Manager and API Manager UIs cannot be used during the upgrade of the
management subsystem. The Developer Portal also cannot be used to create, update, or delete any applications, subscriptions, memberships, or consumer
organizations during the time.
e The upgrade order for subsystems is important. Upgrade the subsystems in the following order: (1) Management, (2) Analytics, (3) Portal, (4) Gateway. Analytics
and Portal may be switched between second or third, but Management must be upgraded first. Gateway must be upgraded after Management for the following
reasons:

o Upgrading the Management service before the Gateway ensures that any new policies and capabilities will be available to a previously registered Gateway

service.

o After acompleted upgrade, the Management server and Gateway firmware versions must match, for example, APIC 2018.4.1.2 with DP 2018.4.1.2.
Wait until the upgrade is finished on a subsystem before proceeding to the next one.
Downgrading any of the IBM® API Connect subsystems to an earlier fix pack level is not supported.

Note: IBM API Connect 2018.x was EOS after 30 April 2023. See support policy for details.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading from v2018.4.1.7 on VMware

Review the requirements for upgrading from Version 2018.4.1.7 on VMware.

Restriction: A direct upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading
10 10.0.6.0.

e Before starting the upgrade, verify that API Connection deployment is fully operational. See Checking cluster health on VMware.
When upgrading to v2018.4.1.10 or later, this step is optional because a health check will be run automatically as part of the apicup subsys install command
in Upgrading API Connect subsystems in a VMware environment. Note that you might still want to run the health check when preparing for the upgrade, to ensure
the health of the backup image you must create prior to running apicup subsys
install

e When upgrading API Connect, complete a manual backup of the management database, Portal subsystem, and Analytics subsystem just prior to starting the
upgrade. Note that this backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred
after the most recent scheduled backup are captured.

For details on creating a backup, see Backing up the management subsystem in VMware environments, Backing up and restoring the Developer Portal in a VMware
environment and Backing up and restoring the analytics database.

e The upgrade of the management server from Version 2018.4.1.7 or earlier may take longer than during previous fix pack upgrades. The extended time is due to
underlying schema changes, and can be as long as several hours for long established deployments with a large amount of data, such as greater than 10 GB.

To reduce the amount of time required for the upgrade of the management database, use the apicops command to truncate the subscriber event table and
remove unused snapshots:

apicops subscriber-queues:clear
apicops snapshots:clean-up

Use the latest release of the apicops command. Download it from https://github.com/ibm-apiconnect/apicops/releases.

e Ensure that port 9178 is open between the Analytics, Management, and Portal subsystems and the system running apicup.
An i/o timeout error can occur if the firewall rejects traffic to the appliance. Make sure port 9178 is open and try again. Example error message:

apicup subsys install test-analytics upgrade analytics lts_v2018.4.1.5.tgz

INFO[0000] Preparing update

INFO[0010] Sending update packet to cluster (connected to testsrv0192.subnetl.example.com)
Error: failed to install the subsystem: unable to open file send stream:

rpc error: code = Unavailable desc = all SubConns are in TransientFailure,

latest connection error: connection error:

desc = "transport: Error while dialing dial tcp 1.2.3.4:9178: i/o timeout"

e If not already set up, send your deployment logs to a remote server. The upgrade process terminates pods, and the logs will be lost if not stored remotely. To send
your deployment logs to a remote server, see Configuring remote logging for a VMware deployment.

e If you are upgrading any subsystem that has less than three nodes and was installed in standard mode, before you upgrade you must convert to Dev mode and
remove replicasets. Conversion is necessary because standard mode is not supported on less than three nodes. See Converting installation mode. To review
installation modes, see Requirements for initial deployment on VMware.
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e Download the Install Assist (APICUP) installer from the same URL where you download your Fix Pack version. You must use the latest Install Assist package with
the latest product version.

e The original project directory created with the APICUP installer during the initial product installation (for example, myProject) is required to both restore the
database and to upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains
pertinent information about the cluster. A good practice is to back up the original project directory to a location from which it can always be retrieved.

e If the upgrade is initiated from the original project directory, the certificates are automatically copied into the upgraded version. The original project directory
contains the apiconnect-up.yml file. An upgrade using the same project directory as the one used for installation will transfer the encryption-secret and all other
certificates for the project to the upgraded version.

o All external traffic to the management server must be blocked during the upgrade of the management subsystem. This restriction applies to traffic from all sources
via the user interfaces (Cloud Manager, API Manager), CLL, and REST APL. The Cloud Manager and API Manager Uls cannot be used during the upgrade of the
management subsystem. The Developer Portal also cannot be used to create, update, or delete any applications, subscriptions, memberships, or consumer
organizations during the time.

e The upgrade order for subsystems is important. Upgrade the subsystems in the following order: (1) Management, (2) Analytics, (3) Portal, (4) Gateway. Analytics
and Portal may be switched between second or third, but Management must be upgraded first. Gateway must be upgraded after Management for the following
reasons:

o Upgrading the Management service before the Gateway ensures that any new policies and capabilities will be available to a previously registered Gateway
service.
o After acompleted upgrade, the Management server and Gateway firmware versions must match, for example, APIC 2018.4.1.2 with DP 2018.4.1.2.
Wait until the upgrade is finished on a subsystem before proceeding to the next one.
e Downgrading any of the IBM® API Connect subsystems to an earlier fix pack level is not supported.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading from v2018.4.1.5 or v2018.4.1.6 on VMware

Review the requirements for upgrading from Version 2018.4.1.5 or Version 2018.4.1.6 on VMware.

Restriction: A direct upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading
t010.0.6.0.

¢ Before starting the upgrade, verify that API Connection deployment is fully operational.
o For Version 2018.4.1.6 or later, see Checking cluster health on VMware.
When upgrading from v2018.4.1.6 or later to v2018.4.1.10 or later, this step is optional because a health check will be run automatically as part of the
apicup subsys install command in Upgrading API Connect subsystems in a VMware environment. Note that you might still want to run the health
check when preparing for the upgrade, to ensure the health of the backup image you must create prior to running apicup subsys install.

o For Version 2018.4.1.5, see Determining status of a cluster on VMware.
e When upgrading API Connect, complete a manual backup of the management database, Portal subsystem, and Analytics subsystem just prior to starting the
upgrade. Note that this backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred
after the most recent scheduled backup are captured.

For details on creating a backup, see Backing up the management subsystem in VMware environments, Backing up and restoring the Developer Portal in a VMware
environment and Backing up and restoring the analytics database.

e The upgrade of the management server from Version 2018.4.1.7 or earlier may take longer than during previous fix pack upgrades. The extended time is due to
underlying schema changes, and can be as long as several hours for long established deployments with a large amount of data, such as greater than 10 GB.

To reduce the amount of time required for the upgrade of the management database, use the apicops command to truncate the subscriber event table and
remove unused snapshots:

apicops subscriber-queues:clear
apicops snapshots:clean-up

Use the latest release of the apicops command. Download it from https://github.com/ibm-apiconnect/apicops/releases.

e When upgrading from Version 2018.4.1.5 or Version 2018.4.1.6, including any iFixes, obtain from Fix Central the Control Plane file that is required to upgrade the
Kubernetes version to a supported version.

Version to upgrade from | Version to upgrade to Control Plane file
2018.4.1.6 2018.4.1.9 appliance-control-plane-1.14.1.tgz
2018.4.1.5

o Install the Control Plane file with each subsystem.
© upgrade_management lts v2018.4.1.x.tgz contains the required control-plane version(1.16.x)

o Note that Version 2018.4.1.10 the Control Plane artifact file is minor version 16 (major.minor.patch). Any version of the control plan matching the same
minor version will work:

appliance-control-plane-1.16. [x].tgz

o You can install the Control Plane file and the upgrade file for the subsystem at the same time.
For example, to upgrade the management subsystem from 2018.4.1.7t02018.4.1.10:

$ apicup subsys install management upgrade management_lts_v2018.4.1.10.tgz appliance-control-plane-1.15.[x].tgz

For example, to upgrade the management subsystem from 2018.4.1.5-ifix1.0t02018.4.1.10:
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$ apicup subsys install management upgrade management lts_v2018.4.1.10.tgz appliance-control-plane-1.15.[x].tgz
appliance-control-plane-1.16. [x].tgz

o The ordering of files passed to apicup subsys install does not matter.
o If unsure of which files are required for upgrade, running apicup subsys
install will interrogate the subsystem and error if any required files are missing.
For example, upgrading from 2018.4.1.7 t02018.4.1.10, but missing a control plane file:

$ apicup subsys install management upgrade management_lts_v2018.4.1.10.tgz
Error: failed to install the subsystem: Unable to execute appliance plan: Missing minor version 16 in control plane
upgrade path

The error indicates that you also need to provide a control plane artifact that is minor version 16 (major.minor.patch). Any version of the control plan
matching the same minor version will work.

Notes:

o Install the Control Plane file with each subsystem.
o For Version 2018.4.1.9, the Control Plane artifact file is minor version 14 (major.minor.patch). Any version of the control plan matching the same minor
version will work:

appliance-control-plane-1.14. [x].tgz

o You can install the Control Plane file and the upgrade file for the subsystem at the same time. For example, to upgrade the management subsystem from
2018.4.1.5-ifix1.0t02018.4.1.9:

$ apicup subsys install management upgrade management_lts_v2018.4.1.9.tgz appliance-control-plane-1.14.[x].tgz

o The ordering of files passed to apicup subsys install does not matter.
o If unsure of which files are required for upgrade, running apicup subsys
install will interrogate the subsystem and error if any required files are missing.
For example, upgrading from 2018.4.1.5-ifix1.0t02018.4.1.9, but missing a control plane file:

$ apicup subsys install management upgrade management_lts_v2018.4.1.9.tgz
Error: failed to install the subsystem: Unable to execute appliance plan: Missing minor version 14 in control plane
upgrade path

The error indicates that you also need to provide a control plane artifact that is minor version 14 (major.minor.patch). Any version of the control plan
matching the same minor version will work.

Ensure that port 9178 is open between the Analytics, Management, and Portal subsystems and the system running apicup.
An i/o timeout error can occur if the firewall rejects traffic to the appliance. Make sure port 9178 is open and try again. Example error message:

apicup subsys install test-analytics upgrade analytics_lts_v2018.4.1.5.tgz

INFO[0000] Preparing update

INFO[0010] Sending update packet to cluster (connected to testsrv0192.subnetl.example.com)
Error: failed to install the subsystem: unable to open file send stream:

rpc error: code = Unavailable desc = all SubConns are in TransientFailure,

latest connection error: connection error:

desc = "transport: Error while dialing dial tcp 1.2.3.4:9178: i/o timeout"

If not already set up, send your deployment logs to a remote server. The upgrade process terminates pods, and the logs will be lost if not stored remotely. To send
e If you are upgrading any subsystem that has less than three nodes and was installed in standard mode, before you upgrade you must convert to Dev mode and
remove replicasets. Conversion is necessary because standard mode is not supported on less than three nodes. See Converting installation mode. To review
installation modes, see Requirements for initial deployment on VMware.

Download the Install Assist (APICUP) installer from the same URL where you download your Fix Pack version. You must use the latest Install Assist package with
the latest product version.
The original project directory created with the APICUP installer during the initial product installation (for example, myProject) is required to both restore the
database and to upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains
pertinent information about the cluster. A good practice is to back up the original project directory to a location from which it can always be retrieved.
If the upgrade is initiated from the original project directory, the certificates are automatically copied into the upgraded version. The original project directory
contains the apiconnect-up.yml file. An upgrade using the same project directory as the one used for installation will transfer the encryption-secret and all other
certificates for the project to the upgraded version.
All external traffic to the management server must be blocked during the upgrade of the management subsystem. This restriction applies to traffic from all sources
via the user interfaces (Cloud Manager, API Manager), CLIL, and REST API. The Cloud Manager and API Manager UIs cannot be used during the upgrade of the
management subsystem. The Developer Portal also cannot be used to create, update, or delete any applications, subscriptions, memberships, or consumer
organizations during the time.
e The upgrade order for subsystems is important. Upgrade the subsystems in the following order: (1) Management, (2) Analytics, (3) Portal, (4) Gateway. Analytics
and Portal may be switched between second or third, but Management must be upgraded first. Gateway must be upgraded after Management for the following
reasons:

o Upgrading the Management service before the Gateway ensures that any new policies and capabilities will be available to a previously registered Gateway

service.

o After a completed upgrade, the Management server and Gateway firmware versions must match, for example, APIC 2018.4.1.2 with DP 2018.4.1.2.
Wait until the upgrade is finished on a subsystem before proceeding to the next one.
Downgrading any of the IBM® API Connect subsystems to an earlier fix pack level is not supported.

Note: IBM API Connect 2018.x was EOS after 30 April 2023. See support policy for details.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Requirements for upgrading from v2018.4.1.4 or earlier on VMware
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Review the requirements for upgrading from Version 2018.4.1.4 or earlier on VMware.

Restriction: A direct upgrade from any version of 2018 to API Connect 10.0.6.0 or later is not supported. You must upgrade to 10.0.5.x as an interim step before upgrading
t010.0.6.0.

e If you want to upgrade from an API Connect deployed version, 2018.4.1.4 or earlier to Version 2018.4.1.9 or later, you must first upgrade to Version 2018.4.1.5.
You can then upgrade directly from Version 2018.4.1.5 to Version 2018.4.1.9 or later.

To upgrade from 2018.4.1.4 or earlier to 2018.4.1.5, you must upgrade the Fix Packs in the correct sequence. The sequence is required because Kubernetes
imposes restrictions on skipping Kubernetes levels when upgrading. Complete the upgrade of all subsystems of one version before starting the upgrade to the next
version. See the following table.

Deployed version Required upgrade sequence
2018.4.1.0,2018.4.1.1, or 2018.4.1.2 1. Version 2018.4.1.3
2. Version 2018.4.1.4
3. Version 2018.4.1.5

2018.4.1.3 1. Version 2018.4.1.4
2. Version 2018.4.1.5
2018.4.1.4 1. Version 2018.4.1.5

o Before starting the upgrade, verify that API Connection deployment is fully operational. On v2018.4.1.4 or earlier, see Determining status of a cluster on VMware.

e When upgrading API Connect, complete a manual backup of the management database, Portal subsystem, and Analytics subsystem just prior to starting the
upgrade. Note that this backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred
after the most recent scheduled backup are captured.

For details on creating a backup, see Backing up the management subsystem in VMware environments, Backing up and restoring the Developer Portal in a VMware
environment and Backing up and restoring the analytics database.

e The upgrade of the management server from Version 2018.4.1.7 or earlier may take longer than during previous fix pack upgrades. The extended time is due to
underlying schema changes, and can be as long as several hours for long established deployments with a large amount of data, such as greater than 10 GB.

To reduce the amount of time required for the upgrade of the management database, use the apicops command to truncate the subscriber event table and
remove unused snapshots:

apicops subscriber-queues:clear
apicops snapshots:clean-up

Use the latest release of the apicops command. Download it from https://github.com/ibm-apiconnect/apicops/releases.

e Ensure that port 9178 is open between the Analytics, Management, and Portal subsystems and the system running apicup.
An i/o timeout error can occur if the firewall rejects traffic to the appliance. Make sure port 9178 is open and try again. Example error message:

apicup subsys install test-analytics upgrade analytics_lts_v2018.4.1.5.tgz

INFO[0000] Preparing update

INFO[0010] Sending update packet to cluster (connected to testsrv0192.subnetl.example.com)
Error: failed to install the subsystem: unable to open file send stream:

rpc error: code = Unavailable desc = all SubConns are in TransientFailure,

latest connection error: connection error:

desc = "transport: Error while dialing dial tcp 1.2.3.4:9178: i/o timeout"

e If not already set up, send your deployment logs to a remote server. The upgrade process terminates pods, and the logs will be lost if not stored remotely. To send

e If you are upgrading any subsystem that has less than three nodes and was installed in standard mode, before you upgrade you must convert to Dev mode and
remove replicasets. Conversion is necessary because standard mode is not supported on less than three nodes. See Converting installation mode. To review
installation modes, see Requirements for initial deployment on VMware.

e When upgrading to Version 2018.4.1.4 or later from Version 2018.4.1.3 (or earlier), and your subsystem was installed in standard mode, be sure to specify
mode=standard as a parameter to the apicup subsys set
[SUBSYSTEM-NAME] command. For Version 2018.4.1.4, the default mode switched from standard to dev. If you do not specify the mode parameter for Version
2018.4.1.4, the installation will proceed in dev mode. This is a change in behavior from Version 2018.4.1.3 and earlier.
For Version 2018.4.1.4, if you are deploying into a production environment, such as a cluster or high availability deployment, you should use standard mode:

apicup subsys set [SUBSYS-NAME] mode=standard

e InVersion 2018.4.1.4 the default value for subsystem mode configuration has changed from standard to dev. If you explicitly specify (set) the mode value when
configuring your subsystems, this change does not impact you. If you are unsure whether you specified it, set it on each Version 2018.4.1.4 subsystem with the
following command : apicup subsys set [SUBSYSTEM-NAME] mode=[desired
mode]. For Version 2018.4.1.4, if you are deploying into a production environment, such as a cluster or high availability deployment, you should use standard
mode, so be sure to set it. For example:

To review installation modes, see Converting installation mode.

e If you are upgrading to IBM® API Connect Version 2018.4.1.0, some default values from apiconnect-up.yml have changed and you might receive validation
errors when you run the apicup subsys get/install command. To bypass the validation, you can add the --no-verify flag to the apicup subsys
install commands.

e If you are upgrading from Version 2018.4.1.4 or earlier, ensure that your deployment has addressed all known security vulnerabilities with SSH. New installations of
Version 2018.4.1.5 and later prevent use of weak SSH Message Authentication Code (MAC) and Key exchange algorithms (KexAlgorithms) with TCP over port 22.
Use of weak algorithms can allow an attacker to recover the plain text message from the encrypted text. However, the upgrade to Version 2018.4.1.5 must
necessarily retain your existing SSH configuration. If you have not yet addressed the security vulnerabilities with weak MACs and KexAlgorithms, manually update
your configuration:

1. Add the following lines to /etc/ssh/sshd_config:
KexAlgorithms curve25519-sha256@libssh.org,diffie-hellman-group-exchange-sha256
MACs hmac-sha2-512-etm@openssh.com,hmac-sha2-256-etm@openssh.com,umac-128-etm@openssh.com, hmac-sha2-512,hmac-sha2-
256 ,umac-128@openssh.com

2. Restart the SSH daemon:

sudo systemctl restart sshd
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Note:

If you are upgrading Analytics subsystem from Version 2018.4.1.3 or earlier, and you are upgrading an Analytics subsystem that has only one node, and was
installed in dev mode, you must remove replicasets before you upgrade. Use ssh to access the VM, and use the following command:

sudo kubectl --kubeconfig /etc/kubernetes/admin.conf delete rs --all
For Version 2018.4.1.4 or later, when Analytics is installed in dev mode, you do not need to remove replicasets.

If you are upgrading from Version 2018.4.1.0 to Version 2018.4.1.1, Version 2018.4.1.2 or Version 2018.4.1.3 in a multi-node OVA environment:
When upgrading a multi-node cluster from Version 2018.4.1.0 only, create an update directory on each cluster member before running apicup subsys
install:

Note: This step is not needed on Version 2018.4.1.1 or later.

$ sudo mkdir -p /var/lib/apiconnect/upgrades/
$ sudo chmod 700 /var/lib/apiconnect/upgrades/
$ sudo chown _apt /var/lib/apiconnect/upgrades/

If you do not precisely follow the previous instructions, the upgrade operation might fail, with errors similar to the following being written repeatedly to the log file
on one of the nodes:

Dec 05 20:23:14 myhostname apic[5541]: time="2018-12-05T20:23:14Z" level=debug msg="podStage.Upgrade waiting for
ip:1.2.3.4-kube-scheduler-xyzdevl23 KUBE SCHEDULER_ POD (Running) gcr.io/google_containers/kube-scheduler-amdé4:v1.10.6
=> gcr.io/google_containers/kube-scheduler-amdé4:v1.12.3"

To resolve this problem, run the following commands on each node:

$ sudo chmod 700 /var/lib/apiconnect/upgrades/

$ sudo apt-get update

$ sudo apt-get upgrade -y appliance-base (press enter in response to any prompts)
$ sudo systemctl restart appliance-manager

Troubleshooting tip: After upgrading to 2018.4.1.4, if kubelet fails to start with the error no space left on device, run the following command on each virtual
machine:

sudo sysctl -p /etc/sysctl.d/10-sysctl-appliance.conf

Troubleshooting tip: If your Analytics subsystem does not start after upgrading to 2018.4.1.3, ensure that you removed ReplicaSets as described in the
requirement on this page for removing replicasets. If you removed the ReplicaSets and find that the Analytics pod still has replicas, such as version 2018.4.1.1
(running) and version 2018.4.1.3 (pending), delete the running pod with 2018.4.1.1, and the pending pod with the 2018.4.1.3 will start. This applies to both
analytics-client and analytics-ingestion.

Download the Install Assist (APICUP) installer from the same URL where you download your Fix Pack version. You must use the latest Install Assist package with
the latest product version.
The original project directory created with the APICUP installer during the initial product installation (for example, myProject) is required to both restore the
database and to upgrade your deployment. You cannot restore the database or perform an upgrade without the initial project directory because it contains
pertinent information about the cluster. A good practice is to back up the original project directory to a location from which it can always be retrieved.
If the upgrade is initiated from the original project directory, the certificates are automatically copied into the upgraded version. The original project directory
contains the apiconnect-up.yml file. An upgrade using the same project directory as the one used for installation will transfer the encryption-secret and all other
certificates for the project to the upgraded version.
All external traffic to the management server must be blocked during the upgrade of the management subsystem. This restriction applies to traffic from all sources
via the user interfaces (Cloud Manager, API Manager), CLIL, and REST API. The Cloud Manager and API Manager UIs cannot be used during the upgrade of the
management subsystem. The Developer Portal also cannot be used to create, update, or delete any applications, subscriptions, memberships, or consumer
organizations during the time.
The upgrade order for subsystems is important. Upgrade the subsystems in the following order: (1) Management, (2) Analytics, (3) Portal, (4) Gateway. Analytics
and Portal may be switched between second or third, but Management must be upgraded first. Gateway must be upgraded after Management for the following
reasons:

o Upgrading the Management service before the Gateway ensures that any new policies and capabilities will be available to a previously registered Gateway

service.

o After a completed upgrade, the Management server and Gateway firmware versions must match, for example, APIC 2018.4.1.2 with DP 2018.4.1.2.
Wait until the upgrade is finished on a subsystem before proceeding to the next one.
Downgrading any of the IBM API Connect subsystems to an earlier fix pack level is not supported.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Upgrading API Connect subsystems in a VMware environment

Complete the following steps to upgrade API Connect subsystems.

Before you begin

Restriction:

You cannot upgrade directly to FP24 from versions older than FP20; you must upgrade to FP20 first.
Upgrading to FP20 from any version older than FP15 requires that you first upgrade to at least one version in the FP15-to-FP19 range.

Ensure that you have met the requirements for upgrading API Connect subsystems in a VMware environment. See Requirements for upgrading on VMware.
Ensure that you are upgrading to the latest Fix Pack version. These instructions apply to upgrading to the latest Fix Pack version. To access the Fix Packs, see the
link in What's New in the latest release.
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About this task

When you apply an upgrade, the new level of the subsystem overwrites the existing level. Your user configuration, APIs, Products, and subsystem configurations
(Management, Analytics, and Developer Portal) are retained.

Note: Upgrading to 2018.4.1.13 - iFix3.0 or later: Permissions are added to the pre-supplied API Connect user roles as follows:

Arole that had the Api-Drafts:View permission, but not the Api-Drafts :Manage permission, has the Product-Drafts:View permission added if not
already present.

Arole that has both the Api-Drafts:View and Api-Drafts:Manage permissions has the Product-Drafts:View and Product-Drafts:Manage
permissions added if not already present.

The permission settings for custom roles are not changed.

For more information on user roles, and assigning permissions to roles, see API Connect user roles and Creating custom roles.

Procedure

1

w N

o

Verify the API Connect deployment is healthy and fully operational:

Version to

Instructions
upgrade from

v2018.4.1.6 or
later

See Checking cluster health on VMware

When upgrading from v2018.4.1.6 or later to v2018.4.1.10 or later, this step is optional because a health check is run automatically as part of
the apicup subsys install command in step 7. Note that you might still want to run the health check now, as preparation for the manual
backup in step 2.

v2018.4.1.5 or
earlier

See Determining status of a cluster on VMware

Complete a manual backup of the API Connect subsystems. See Backing up and restoring.

. If necessary, prepare your management database for the upgrade:

Version to .
Instructions
upgrade from
v2018.4.1.8 or | No preparation required. Skip this step, go directly to Step 4
later
v2018.4.1.7 or | Due to schema changes, upgrade of the management database takes longer than previous upgrades. For long established deployments with a
earlier large amount of data, such as over 10 GB, upgrade can take as long as several hours. To reduce this time, use the apicops interface to truncate

the subscriber event table and remove unused snapshots.

Download the latest release of the apicops interface from https://github.com/ibm-apiconnect/apicops/releases, and run the following
commands:

apicops subscriber-queues:clear
apicops snapshots:clean-up

. Download the appropriate images from IBM® Fix Central.

To access the Fix Packs, see the link in What's New in the latest release. On the Fix Pack page, select the version you want to install. When the version contents are
displayed, access the files by clicking the link status:
Available.

The upgrade files are distributed in compressed tar format. The filename structure is:

upgrade management lts <version>.tgz
upgrade_analytics_lts <version>.tgz
upgrade_portal_ lts_<version>.tgz

If necessary, download from the same Fix Pack page any Control Plane files that are needed.

Control Plane files provide support for specific Kubernetes versions. The file upgrade_management_lts_<version>.tgz contains the latest Control Plane file.
An upgrade from the most recent API Connect version to the current version does not need a separate Control Plane file. However, when upgrading from older
versions of API Connect, you must install one or more control plane files to ensure that all current Kubernetes versions are supported.

Consult the following table to see if your deployment needs one or more separate Control Plane files.

Note: If you want to upgrade to an older fix pack than the current release, see the Control Plane lists in Control planes needed for upgrading to earlier fix packs.
Version to upgrade from Instructions for upgrading to v2018.4.1.24

v2018.4.1.20 and iFixes No control plane needed.

v2018.4.1.19 and iFixes Download:

v2018.4.1.18 was not released e appliance-control-plane-1.

® appliance-control-plane-1.

23.
22.

.tgz
.tgz

v2018.4.1.17 and iFixes Download:
® appliance-control-plane-1.
® appliance-control-plane-1.
® appliance-control-plane-1.
Download:
® appliance-control-plane-1.
® appliance-control-plane-1.
® appliance-control-plane-1.
® appliance-control-plane-1.
® appliance-control-plane-1.

23.
22.
21.

.tgz
.tgz
.tgz

v2018.4.1.16 and iFixes
23.
22.
21.
20.
19.

.tgz
.tgz
.tgz
.tgz
.tgz

XX X XX

IBM API Connect 2018.x 207


https://github.com/ibm-apiconnect/apicops/releases

Version to upgrade from Instructions for upgrading to v2018.4.1.24

v2018.4.1.15 and iFixes Download:
® appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz

v2018.4.1.13 and iFixes Download:
® appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz

e v2018.4.1.12 and iFixes | Download:

e v2018.4.1.11 and iFixes e appliance-control-plane-1.23.x.tgz

e v2018.4.1.10 and iFixes e appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz

e v2018.4.1.9 and iFixes |Download:

e v2018.4.1.8 and iFixes e appliance-control-plane-1.23.x.tgz

e v2018.4.1.7 and iFixes ® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz

e v2018.4.1.6 and iFixes |Download:

e v2018.4.1.5 and iFixes e appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
* appliance-control-plane-1.15.x.tgz
® appliance-control-plane-1.14.x.tgz

e Control Plane files are distributed on the same Fix Pack page as the API Connect distribution files.
e You will install the Control Plane files with each subsystem as part of Step 7.

6. Download the version of Install Assist (apicup) that matches your upgrade version of API Connect.

7. For each API Connect subsystem, in turn, run the install command. The syntax is:

apicup subsys install [SUBSYS-NAME] [path_to_subsystem upgrade_tar_archive]

e When you run the install, the program sends the compressed tar file, which contains the upgrade images, to all cluster members. The compressed tar file is
about 2 GB, and transfer can take some time. When the install command exits, the compressed tar file has arrived at each member. The upgrade process is
now underway, and might continue for some time depending on factors such as the size of your deployment, your network speed, etc.

e If you downloaded Control Plane files in Step 5, install them at the same time as each subsystem. The syntax is:

apicup subsys install [SUBSYS-NAME] [path_ to_subsystem upgrade_tar_ archive] [path_to_control_plane_file]

* You must install the Control Plane file and the upgrade file for the subsystem at the same time. You can install multiple Control Plane files with one
apicup subsys install command. The ordering of files passed to apicup subsys install does not matter.
e For example, to upgrade the management subsystem from 2018.4.1.7t02018.4.1.12:

$ apicup subsys install management upgrade management lts_v2018.4.1.10.tgz appliance-control-plane-1.15.
[x].tgz

e For example, to upgrade the management subsystem from 2018.4.1.5-ifix1.0t02018.4.1.12:

$ apicup subsys install management upgrade management lts_v2018.4.1.10.tgz appliance-control-plane-1.15.
[x] .tgz appliance-control-plane-1.14.[x].tgz

e If unsure of which files are required for upgrade, running apicup subsys
install interrogates the subsystem and returns an error if any required files are missing. For example, upgrading from 2018.4.1.7 to
2018.4.1.12, but missing a control plane file:
$ apicup subsys install management upgrade _management lts_v2018.4.1.12.tgz
Error: failed to install the subsystem: Unable to execute appliance plan: Missing minor version 15 in control
plane upgrade path

The error indicates that you also need to provide a Control Plane artifact that is minor version 15. Note that the Control Plane artifact file naming
convention is major.minor.patch. Any patch version for the same minor version will work:

appliance-control-plane-1.15. [x].tgz
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e The apicup subsys install command automatically runs apicup

health-check prior to attempting the upgrade. An error is displayed if a problem is found that will prevent successful upgrade.
8. For each subsystem, verify that the upgrade was successful.

e Use ssh to access the appliance and run sudo apic status. Verify that the Upgrade stage: property has the value UPGRADE DONE. Note that after the
upgrade completes, it can take several minutes for all servers to start. If you see the error message Subsystems not running, wait a few minutes, try the
command again, and review the output in the Status column of the Pods Summary section. For example, here is output from an upgrade of the Analytics
subsystem.

#sudo apic status
INFO[0000] Log level: info

Cluster members:
- testsrv0233.subnetl.example.com (1.2.152.233)
Type: BOOTSTRAP MASTER
Install stage: DONE
Upgrade stage: UPGRADE DONE
Docker status:
Systemd unit: running
Kubernetes status:
Systemd unit: running
Kubelet version: testsrv0233 (4.4.0-138-generic) [Kubelet v1.10.6, Proxy v1.10.6]
Etcd status: pod etcd-testsrv0233 in namespace kube-system has status Running
Addons: calico, dns, helm, kube-proxy, metrics-server, nginx-ingress,
Etcd cluster state:
- etcd member name: testsrv0233.subnetl.example.com, member id: 12836860275847862867, cluster id:
14018872452420182423,
leader id: 12836860275847862867, revision: 365042, version: 3.1.17

Pods Summary:

NODE NAMESPACE NAME READY
STATUS REASON

default apic-analytics-analytics-client-76956644b9%9-cmgx8 0/0
Pending
testsrv0233 default apic-analytics-analytics-client-76956644b9-v1qp2 1/1
Running
testsrv0233 default apic-analytics-analytics-cronjobs-retention-1541381400-hp9fc 0/1
Succeeded
testsrv0233 default apic-analytics-analytics-cronjobs-rollover-1541445300-c5n6z 0/1
Succeeded

default apic-analytics-analytics-ingestion-547£875467-8mhsl 0/0
Pending
testsrv0233 default apic-analytics-analytics-ingestion-547£875467-s7£f1j 1/1
Running

default apic-analytics-analytics-mtls-gw-85b8676855-jmh8c 0/0
Pending
testsrv0233 default apic-analytics-analytics-mtls-gw-85b8676855-swéps 1/1
Running
testsrv0233 default apic-analytics-analytics-storage-basic-8cckh 1/1
Running
testsrv0233 kube-system calico-node-8crtp 2/2
Running
testsrv0233 kube-system coredns-87cb95869-6£f1lvn 1/1
Running
testsrv0233 kube-system coredns-87cb95869-rccvb 1/1
Running
testsrv0233 kube-system etcd-testsrv0233 1/1
Running
testsrv0233 kube-system ingress-nginx-ingress-controller-£7b9z 1/1
Running
testsrv0233 kube-system ingress-nginx-ingress-default-backend-6£58fb5£56-nklmv 1/1
Running
testsrv0233 kube-system kube-apiserver-testsrv0233 1/1
Running
testsrv0233 kube-system kube-apiserver-proxy-testsrv0233 1/1
Running
testsrv0233 kube-system kube-controller-manager-testsrv0233 1/1
Running
testsrv0233 kube-system kube-proxy-2vw9b 1/1
Running
testsrv0233 kube-system kube-scheduler-testsrv0233 1/1
Running
testsrv0233 kube-system metrics-server-5558db4678-9drz6 1/1
Running
testsrv0233 kube-system tiller-deploy-84£4c8bb78-vx65c 1/1
Running

To check the status of a cluster on v2018.4.1.6 or later, see Checking cluster health on VMware.
After completing an upgrade of the Portal subsystem, there may be a delay while the existing sites are upgraded to the new platform version. Once all Portal
pods have been upgraded, run the following commands from your project directory. To see the progress of sites being upgraded to the new platform version,
use the following commands:
® apicup subsys exec portal list-sites sites
Any sites currently upgrading will be listed as UPGRADING. Once all sites have finished upgrading they should have the INSTALLED status and the new
platform version listed.

e Once all sites are in INSTALLED state and have the new platform listed, run:
apicup subsys exec portal list-sites platforms

The new version of the platform should be the only platform listed.

Important: DO NOT reboot any of the virtual machines until ALL of the Portal sites are in INSTALLED state and there is only one platform returned, even if you're
instructed to do so by the apicup subsys health-check during the upgrade process.
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9. When the upgrade completes successfully, ssh into the appliance. If a message indicates that a reboot is necessary, reboot the virtual machine to complete the
operating system upgrades.

Version 2018.4.1.9 iFix1.0 and later: After completion of the upgrade, verify that all tasks are running.

Due to a known limitation in versions prior to v2018.4.1.9 iFix1.0, some tasks may have stopped running. Complete the following steps:

10.

a. Download the apicops utility from https://github.com/ibm-apiconnect/apicops/releases.
b. Run the following command to remove any pending tasks:

$ apicops task-queue:fix-stuck-tasks

c. Run the following command to verify that the returned list (task queue) is empty.

$ apicops task-queue:list-stuck-tasks

11

must clean and restart the Analytics message queue and ingestion pods.
With root permissions, run the following script on a single Analytics OVA post upgrade.

#sudo su
#!/bin/bash
kubectl get pods --no-headers

-o custom-columns=":metadata.name"

grep

If you upgraded the Analytics subsystem from Version 2018.4.1.9 (or earlier) to Version 2018.4.1.10 (or later), and you enabled the Analytics message queue, you

zookeeper | while read POD ; do

echo "------—-----—-—- Deleting zookeeper data for $POD"
kubectl exec $POD -- rm -rf /var/lib/zookeeper/data
kubectl exec $POD -- rm -rf /var/lib/zookeeper/log
kubectl exec $POD -- rm /var/lib/zookeeper/zookeeper.entries
kubectl exec $POD -- rm /var/lib/zookeeper/nodes.json
done
kubectl get pods --no-headers -o custom-columns=":metadata.name" | grep zookeeper | while read POD ; do
echo "-----------—-- Deleting pod"
kubectl delete pod $POD --grace-period 0 --force &
done
sleep 120
kubectl get pods --no-headers -o custom-columns=":metadata.name" | grep kafka | while read POD ; do
echo "------—-----—-—- Deleting pod"
kubectl delete pod $POD --grace-period 0 --force &
done
sleep 120
kubectl get pods --no-headers -o custom-columns=":metadata.name" | grep ingestion | while read POD ; do
echo "------------- Deleting pod"
kubectl delete pod $POD --grace-period 0 --force &
done

When the script completes, verify that the zookeeper pods are running:

kubectl get pods

If any of the zookeeper pods are not running, run the script again.

What to do next

If you encounter problems with the cassandra or calico pods after completing the API Connect upgrade, see Troubleshooting the API Connect upgrade on VMware for

suggested resolutions.

When you have successfully upgraded all of the API Connect subsystems, upgrade your DataPower Gateway Service. See Upgrading DataPower Gateway Service.

¢ Control planes needed for upgrading to earlier fix packs
If you want to upgrade to an earlier fix pack than the current release, review this guide to determine which control planes you need.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Control planes needed for upgrading to earlier fix packs

If you want to upgrade to an earlier fix pack than the current release, review this guide to determine which control planes you need.

Control planes for upgrading to 2018.4.1.24

Version to upgrade from

Instructions for upgrading to v2018.4.1.24

v2018.4.1.20 and iFixes
Fix packs 21, 22, and 23 were not released.

No control plane needed.

v2018.4.1.19 and iFixes
v2018.4.1.18 was not released

Download:

e appliance-control-plane-1.23.

X.

tgz

v2018.4.1.17 and iFixes

Download:

® appliance-control-plane-1.23.
e appliance-control-plane-1.22.
® appliance-control-plane-1.21.

.tgz
.tgz
.tgz
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Version to upgrade from Instructions for upgrading to v2018.4.1.24
v2018.4.1.16 and iFixes Download:
® appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
v2018.4.1.15 and iFixes Download:
® appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
v2018.4.1.13 and iFixes Download:
® appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
e v2018.4.1.12 and iFixes Download:
e v2018.4.1.11 and iFixes
e v2018.4.1.10 and iFixes ® appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
e appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
e v2018.4.1.9 and iFixes Download:
e v2018.4.1.8 and iFixes
e v2018.4.1.7 and iFixes ® appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz
e v2018.4.1.6 and iFixes Download:
e v2018.4.1.5 and iFixes
® appliance-control-plane-1.23.x.tgz
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz
® appliance-control-plane-1.14.x.tgz

Control planes for upgrading to 2018.4.1.20

Version to upgrade from

Instructions for upgrading to v2018.4.1.20

v2018.4.1.19 and iFixes No control plane needed.

v2018.4.1.18 was not released

v2018.4.1.17 and iFixes Download:

® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz

v2018.4.1.16 and iFixes Download:

® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
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Version to upgrade from Instructions for upgrading to v2018.4.1.20
v2018.4.1.15 and iFixes Download:
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
v2018.4.1.13 and iFixes Download:
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
e appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
e v2018.4.1.12 and iFixes | Download:
e v2018.4.1.11 and iFixes
e v2018.4.1.10 and iFixes ® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
e v2018.4.1.9 and iFixes | Download:
e v2018.4.1.8 and iFixes
e v2018.4.1.7 and iFixes ® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz
e v2018.4.1.6 and iFixes |Download:
e v2018.4.1.5 and iFixes
® appliance-control-plane-1.22.x.tgz
® appliance-control-plane-1.21.x.tgz
® appliance-control-plane-1.20.x.tgz
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz
® appliance-control-plane-1.14.x.tgz
Control planes for upgrading to 2018.4.1.19
Note: Fix pack 18 was not released.
Version to upgrade from Instructions for upgrading to 2018.4.1.19

v2018.4.1.17 and iFixes Download:

® appliance-control-plane-1.21.x.tgz

v2018.4.1.16 and iFixes Download:

® appliance-control-plane-1.20.x.tgz

v2018.4.1.15 and iFixes Download:

® appliance-control-plane-1.19.x.tgz

v2018.4.1.13 and iFixes Download:

® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz

e v2018.4.1.12 and iFixes | Download:

e v2018.4.1.11 and iFixes
e v2018.4.1.10 and iFixes ® appliance-control-plane-1.19.x.tgz

® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
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Version to upgrade from

Instructions for upgrading to 2018.4.1.19

e v2018.4.1.9 and iFixes
e v2018.4.1.8 and iFixes

Download:

e v2018.4.1.7 and iFixes ® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz

e v2018.4.1.6 and iFixes |Download:

e v2018.4.1.5 and iFixes
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz
® appliance-control-plane-1.14.x.tgz

Control planes for upgrading to 2018.4.1.17

Version to upgrade from

Instructions for upgrading to 2018.4.1.17

v2018.4.1.16 and iFixes

No Control Plane file needed.

v2018.4.1.15 and iFixes

Download:

® appliance-control-plane-1.19.x.tgz

v2018.4.1.13 and iFixes

Download:

® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz

e v2018.4.1.12 and iFixes
e v2018.4.1.11 and iFixes
e v2018.4.1.10 and iFixes

Download:

® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz

e v2018.4.1.9 and iFixes
e v2018.4.1.8 and iFixes

Download:

e v2018.4.1.7 and iFixes ® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz

e v2018.4.1.6 and iFixes |Download:

e v2018.4.1.5 and iFixes
® appliance-control-plane-1.19.x.tgz
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz
® appliance-control-plane-1.14.x.tgz

Control planes for upgrading to 2018.4.1.16

Version to upgrade from

Instructions for upgrading to v2018.4.1.16

v2018.4.1.15 and iFixes

No Control Plane file needed.

v2018.4.1.13 and iFixes

Download:

® appliance-control-plane-1.18.x.tgz

e v2018.4.1.12 and iFixes
e v2018.4.1.11 and iFixes
e v2018.4.1.10 and iFixes

Download:

® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz

e v2018.4.1.9 and iFixes
e v2018.4.1.8 and iFixes
e v2018.4.1.7 and iFixes

Download:
® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz
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Version to upgrade from Instructions for upgrading to v2018.4.1.16
e v2018.4.1.6 and iFixes |Download:
e v2018.4.1.5 and iFixes

® appliance-control-plane-1.18.x.tgz
® appliance-control-plane-1.17.x.tgz
® appliance-control-plane-1.16.x.tgz
® appliance-control-plane-1.15.x.tgz
® appliance-control-plane-1.14.x.tgz

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Troubleshooting the API Connect upgrade on VMware

Troubleshoot your API Connect upgrade on VMware.

Note: Do not install any extra software or run any commands on the VMs that are not documented in the IBM documentation or otherwise advised by IBM. When
troubleshooting API Connect, do not use kubectl exec commands to access API Connect pods unless advised by IBM. Do not make any changes on the deployed VMs
unless documented here or otherwise advised by IBM. Attempting to manually update packages, adding new users, or installing new software will likely cause problems.
Operating system updates are handled by API Connect fix packs.

e Restarting unhealthy cassandra pods
e Recreating a calico pod that is in the CrashLoopBackOff state

Restarting unhealthy cassandra pods

If you complete an upgrade and find that one or more of the cassandra pods (prefixed with apiconnect-apiconnect-cc) are not responding:

1. Run the following checks to verify that the pods require a restart:
e Check the status of the pods to see if they are marked as Running but not Ready as in:

apiconnect-apiconnect-cc-g4rhq 0/1 Running
e Check the describe of the pods for an event log with a warning similar to the following example:

Warning Unhealthy 2més (x177 over 38m) kubelet Readiness probe failed: Cassandra is either decommissioning or
upgrading

2. Restart each pod by deleting it with the following command (which recreates the pod):
kubectl delete pod <pod name>

Note: If there are multiple cassandra pods in this state, then delete them one at a time' wait until the previously deleted pod comes up and shows as Running in
the Ready state before deleting the pod.

Recreating a calico pod that is in the CrashLoopBackOff state

If you complete an upgrade and find that one or more of the calico pods are in the CrashLoopBackO££ state, you can delete the pod to recreate it. Complete the
following steps:

1. Get the names of the calico pods:

kubectl -n kube-system get pods | grep calico

N

Recreate each pod by deleting it with the following command:
kubectl -n kube-system delete pod <calico pod name>

e Checking cluster health on VMware
You can use apicup to check the health of the API Connect clusters in your VMware deployment.
¢ Determining status of a cluster on VMware
You can determine the health of an API Connect cluster on VMware
¢ Obtaining simple health check data of Developer Portal sites by using a REST API call
Call a simple health check API from your external load balancer to dynamically determine whether a specific Developer Portal site in a cluster is working. This API
call can be used by a load balancer to help determine where to route traffic.
e Monitoring the network with SNMP
Presents a table of OID trees that you can poll using SNMP Get.
e Gathering logs for a VMware environment
The generate postmortem. sh script gathers all logs for troubleshooting and diagnostics.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

214 1IBM API Connect 2018.x


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5
https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5

Upgrading DataPower Gateway Service

Use these instructions when upgrading DataPower Gateway Service in a non-Kubernetes environment, during upgrade of API Connect Version 2018.4.1.0 or later.

Before you begin

Ensure you have completed the upgrade of the API Connect subsystems (Management service, Developer Portal, Analytics), before upgrading DataPower Gateway, for the
following reasons:

e Upgrading the Management service before the DataPower Gateway ensures that any new policies and capabilities will be available to a previously registered
Gateway service.

e The API Connect Management server and DataPower Gateway firmware versions must match once upgrade is complete. For example, APIC 2018.4.1.2 with
DataPower 2018.4.1.2.

To review API Connect upgrade on VMware, see Upgrading API Connect subsystems in a VMware environment.

About this task

e The DataPower Gateway Service in a non-Kubernetes environment can be on either a physical appliance or in a virtual DataPower deployment.
e The upgrade of DataPower Gateway Service in a non-Kubernetes environment, for use in API Connect deployments in a VMware environment, does not use the API
Connect Install Assist program (apicup).

Note: To upgrade the DataPower Gateway Service in a Kubernetes environment, do not use the following procedure. Instead, see Upgrading API Connect in a Kubernetes
environment.

Procedure

1. When upgrading a high-availability cluster, ensure that you meet the requirements:
e Gateways must be updated one at a time.
e Before starting the upgrade, a single gateway must be running as primary for all gateway-peering definitions.
e When upgrading multiple gateways, the primary gateway must be upgraded last.
To determine which gateway is running as primary, use either the show
gateway-peering-status command in the DataPower CLI, or use the Gateway Peering Status display in the WebGUI in the API Connect application domain. To
move the primary to the DataPower on which you're currently working, you can issue the gateway-peering-switch-primary
<peering-object-name>command.

N

. Follow the upgrade instructions on the DataPower Gateway documentation. See Installation operations.
Note: If upgrading a cluster (high-availability) deployment, ensure that you have identified which gateway is running a primary in gateway-peering definitions, and
that you upgrade that gateway last.
3. Version 2018.4.1.9 and later: All gateway extensions and gateway script policies which were in place prior to the upgrade to Version 2018.4.1.9 are automatically
moved from local:// to temporary://. Therefore, any references to local in those extensions or policies must be changed to refer to temporary.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Maintaining a VMware deployment

You can use utilities to complete maintenance tasks such as backup, restore, and certificate management in a VMware environment.

Note: Do not install any extra software or run any commands on the VMs that are not documented in the IBM documentation or otherwise advised by IBM. When
maintaining API Connect, do not use kubectl exec commands to access API Connect pods unless advised by IBM.

Do not make any changes on the deployed VMs unless documented here or otherwise advised by IBM. Attempting to manually update packages, adding new users, or
installing new software will likely cause problems. Operating system updates are handled by API Connect fix packs.

¢ Backing up and restoring
You can backup and restore API Connect subsystems.

¢ Disabling the Analytics subsystem on VMware
Disable the Analytics subsystem by shutting down the VM that hosts it.

¢ Using VM snapshots for infrastructure backup and disaster recovery
You can use VM snapshots to backup and restore the infrastructure used by API Connect on VMware, and also for infrastructure disaster recovery.

¢ Using APICUP to reconfigure
You can use APICUP to change configuration of a subsystem after completion of initial installation.

o Setting rate limits for public APIs on the management service for a VMware environment
Describes the procedure for setting a rate limit for public APIs on the management service. Rate limits provide protection from DDoS (distributed denial of service)
attacks.

e Dynamically re-registering and reconfiguring a Gateway service in a VMware deployment
In API Connect, Gateway services do not persist their configuration settings by default. Instead, the master configuration is stored on the Management server and
the Dynamic Reregistration and Reconfiguration (DRR) mechanism resynchronizes configuration data when needed. The DRR process is used when proper High
Availability/Disaster Recovery (HA/DR) is not configured, or if a manual resynchronization is required.

e Adding disk space to a VMware appliance

Increase disk space on the VMware appliance.
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¢ Running a filesystem check on a VMware root partition
You can run a filesystem check on the appliance root filesystem at boot time.
e Managing an appliance data disk
You can use apic commands to manage appliance data disks in your VMware deployment.
¢ Troubleshooting the API Connect upgrade on VMware
Troubleshoot your API Connect upgrade on VMware.
* Changing logging levels
You can enable logging for entry and exit trace and for large payloads for apim-v2 pods.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring

You can backup and restore API Connect subsystems.
Note:

e Backups are intended for recovery of the Management, Portal, and Analytics subsystems onto the same deployment from which they were taken, or onto a new
replacement installation in the same environment for disaster recovery. The same environment means the same network configuration and project directory as the
original installation.

e You must back up both the Management and Portal subsystems at the same time, to ensure synchronicity across the services.

e If you have to perform a restore, you must complete the restoration of the Management Service first, and then immediately restore the Developer Portal. The
backups of the Management and Portal must be taken at the same time to ensure that the Portal sites are consistent with Management database.

e When restoring, the Gateway and all deployed subsystems (Management, Analytics, and Developer Portal) must be at the same version level.

e The API Connect backup and restore procedures back up all of the state required by API Connect but do not include the underlying infrastructure software or other
internal state. In some scenarios, you may want to perform backups and disaster recovery at an infrastructure layer. You can do this by taking snapshots of the
virtual machines or underlying storage volumes. See Using VM snapshots for infrastructure backup and disaster recovery.

e Backing up the management subsystem in VMware environments
Backups of the management database can be performed based upon a cron-like schedule or on-demand from the command line.
e Restoring a management subsystem in a VMware environment
The management database can be restored as a complete restoration. Partial restorations are not supported.
e Backing up and restoring the Developer Portal in a VMware environment
How to backup and restore your Developer Portal service in your VMware environment.
e Backing up and restoring the analytics database
The analytics database can be backed up and restored from an S3 repository. S3 compatible object storage is required, for example, IBM Cloud Object Storage.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up the management subsystem in VMware environments

Backups of the management database can be performed based upon a cron-like schedule or on-demand from the command line.

Before you begin

The backup and restore feature is enhanced for API Connect Version 2018.4.1.

About this task

Database backups can be used to restore the database for disaster recovery or for transferring data during an upgrade.

e For scheduled backups, see Configuring scheduled backups
e For on-demand backups, see Performing on-demand backups

We strongly recommend that you configure a backup schedule for your management database using the cassandra-backup-schedule setting during installation of the
management subsystem. If you did not do so when you installed API Connect in your VMware runtime environment, you have the option to perform an on-demand
backup. We also recommend that you perform a backup (either scheduled or on-demand) of the management database prior to upgrading.

There are two options for performing backups of the management database: scheduled backups and on-demand backups. Both options require the cassandra-backup-x
settings to be configured when installing the management subsystem. Automatic scheduled backups are performed according to the cron-like job configured by the
cassandra-backup-schedule setting. On-demand backups also require the backup settings, but are run on-demand from the command line.

Note: You must back up both the Management and Portal subsystems at the same time, to ensure synchronicity across the services.

Procedure
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¢ Configuring scheduled backups
1. To configure scheduled backups, enter the cassandra-backup-x settings when installing the management subsystem as described in Deploying the
Management subsystem in a VMware environment. The cassandra-backup-x parameters are also described in the following table:
The parameters are as follows:

Parameter Description
cassandra- The backup protocol. Specify one of the following values:
backup- e sftp - for secure file transfer protocol
pEofkocol ® objstore - for S3 compatible object storage
Note:

e For the management subsystem, IBM Cloud and Amazon Web Services (AWS) are supported S3 object store providers.
e The public certificate on the S3 storage provider must be signed by a known certificate authority that is trusted by API
Connect. Use of an untrusted authority can cause the following error during backup upload: x509: certificate

signed by unknown authority.

cassandra- The full path to the directory where the backup files will be stored. This must point to a directory on the backup server. For object storage
backup-path (objstore) , the path can be set to the bucket value or the bucket/subfolder value.

cassandra- The fully qualified domain name of the backup server. Ensure that the Kubernetes nodes can access this host. If using object store, enter
backup-host | g, 450int/Region. (The "/" character between the endpoint and region are required for this setting.

cassandra- The port for the protocol to connect to the cassandra-backup-host. The backup port is not required for object storage.
backup-port

cassandra- Cron like schedule for performing automatic backups. The format for the schedule is:

backup- o KRk kK

schedule

Hmmmen day of week (0 - 6) (Sunday=0)

o ||| +--m--- month (1 - 12)

o || 4o day of month (1 - 31)
LI hour (0 - 23)

LI min (0 - 59)

The backup schedule defaultsto0 0 * * *, This means a backup is run every day at midnight and minute zero. The timezone for
backups is UTC.

When you configure a host, if you do not specify a value for cassandra-backup-schedule, the default backup schedule is
automatically set. Note that the default backup schedule is not set, and scheduled backups not enabled, until host configuration is
completed.

Note: Cassandra repair cron schedule issetto 00 1 * * 0,2,4,6 . This means the repair runs at 01:00 on Sunday, Tuesday,
Thursday, and Saturday. By default, the Cassandra backup cron schedule should not run within one hour of the repair cron schedule.
Please make sure to modify the current backup configuration as needed. If backups and repairs run at the same time, backup processes
can fail intermittently.

cassandra- The username for the server specified in cassandra-backup-host. If using object store, this would be the S3 Secret Key ID.
backup-auth-

user

cassandra- The password for the server specified in cassandra-backup-host. If using object store, this would be the S3 Secret Access Key
backup-auth- | ;o meter. The password will be stored in Base64 encoded format.

pass For example:

apicup subsys set mgmt cassandra-backup-auth-pass '<password>'

Note that you cannot use the "=" sign to assign the password to cassandra-backup-auth-pass.

For example:

cassandra-backup-protocol: sftp
cassandra-backup-host: mybackuphost.com
cassandra-backup-port: 22
cassandra-backup-path: /backups
cassandra-backup-schedule: 0 0 * * *
cassandra-backup-auth-user: myusername
cassandra-backup-auth-pass: mypassword

N

These settings will be activated by the apicup subsys install <SUBSYS_NAME>command.

To verify that automatic backups are in progress, you will see a pod labeled <cassandra cluster name>-backup at the scheduled time for the backup.
When the scheduled back is complete, the backup files are stored at the location specified by the cassandra-backup-path parameter. The file name varies
depending upon the API Connect version that performed the backup, but the file name must be compatible with the version used for restoring the database.
For details about the file name, see Restoring a management subsystem in a VMware environment.

»>w

5. List the backups by entering: apicup <subsys exec <SUBSYS_NAME>
list-backups. You can view a list of backups with the ID and Status in the output. Following is an example:
Cluster Namespace D Timestamp Status
rf0c7310d07-apiconnect-cc e2edemo 1537987501522014136 2018-09-26 18:45:01.522014136 +0000 UTC Complete
rf0c7310d07-apiconnect-cc e2edemo 1537920006787257385 2018-09-26 00:00:06.787257385 +0000 UTC Complete

e On-demand backups
1. Configure the backup parameters. (The same parameters are required for on-demand backup that are required for a scheduled backup, but you will bypass
the schedule.) If you did not enter the cassandra-backup-x parameters when you installed API Connect, you will need to enter them from the command line
and re-install the management subsystem before performing an on-demand backup.
2. After the backup parameters have been specified, run the apicup subsys install
<SUBSYS_NAME> command to activate the new parameters. This step is not required if you specified these parameters during the initial installation.
Enter the following command: apicup subsys exec <SUBSYS_NAME> backup where SUBSYS_NAME is the name of your management subsystem.
When the backup is completed, the backup files are stored at the location specified by the cassandra-backup-path parameter. The file name varies
depending upon the API Connect version that performed the backup, but the file name must be compatible with the version used for restoring the database.
For details about the file name for the backups, see Restoring a management subsystem in a VMware environment.
5. List the backups by entering: apicup <subsys exec <SUBSYS_NAME>
list-backups. You can view a list of backups with the ID and Status in the output. Following is an example:

~w
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Cluster Namespace D Timestamp Status
rf0c7310d07-apiconnect-cc e2edemo 1537987501522014136 2018-09-26 18:45:01.522014136 +0000 UTC Complete
rf0c7310d07-apiconnect-cc e2edemo 1537920006787257385 2018-09-26 00:00:06.787257385 +0000 UTC Complete

Results

Use the ID generated for the backup files to restore the database from the backup. Usually the database is restored from a backup file after an upgrade is performed and
to recover from a disaster. See Restoring a management subsystem in a VMware environment and Upgrading API Connect subsystems in a VMware environment.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Restoring a management subsystem in a VMware environment

The management database can be restored as a complete restoration. Partial restorations are not supported.

Before you begin

e If you have to perform a restore, you must complete the restoration of the Management Service first, and then immediately restore the Developer Portal. The
backups of the Management and Portal must be taken at the same time to ensure that the Portal sites are consistent with Management database.

* Restoring the Management Service requires database downtime and is a destructive process that deletes current data and copies backup data. During the
restoration process, external traffic must be stopped.

e Ina Disaster Recovery scenario, do not log in to the administration UI or attempt to configure or change any settings prior to restoring the backup. Restore the
backup immediately after installing the subsystem.

e To restore the management database, you must use the original project directory that was created with apicup during the initial product installation. You cannot
restore the database without the initial project directory because it contains pertinent information about the cluster. The endpoints and certificates cannot change;
the same endpoints and certificates will be used in the restored system. Successful restoration depends on use of a single apicup project for all subsystems, even
those in a different cluster. Multiple projects will result in multiple certificate chains which will not match.

Note: Endpoints for the components cannot change between deployments. However, the endpoints for the VMware hosts can be modified for the new deployment.

e Map the DNS entries from the source cluster to the corresponding IP addresses on the target cluster. Record the DNS entries for each endpoint before starting the
restore.

¢ When restoring the management database, the endpoints (on the new cluster which is the target for the restoration) have to be the same as those on the old cluster
(the source of the backup). This includes all the endpoints for API Connect: api-manager-ui, cloud-admin-ui, consumer-api, platform-api; api-gateway, api-gw-
service; analytics-ingestion, analytics-client; and portal-admin, portal-www.

e When restoring, the Gateway and all deployed subsystems (Management, Analytics, and Developer Portal) must be at the same version level.

About this task

Follow the procedure on this page to restore your management database. You must complete the prerequisite steps before beginning the restore.
Note that in a disaster recovery scenario you must first re-establish the management subystem. The procedure includes an optional first step for disaster recovery.

If you encounter errors, see Troubleshooting restoration of management database on VMware. Note that the troubleshooting page includes Overview of restore process
for management database.

Procedure

1. If the restoration is for a disaster recovery scenario, complete this step to first install a new Management subsystem. If the restoration is not for a disaster recovery
(meaning that you have a running Management subsystem to use for restoration), skip this step and go directly to Step 2.

a. Copy the project folder that corresponds to the backup files into a new location.

b. If, for the previous installation, you have redirected the configuration to an optional output folder using the apicup subsys install mgmt --
out=mgmt-out command as explained in Deploying the Management subsystem in a VMware environment, delete all output folders prior to starting the
new installation.

c. Perform a fresh installation of the management subsystem using the following command:

apicup subsys install <SUB_SYS>

Important:
Do not make any other changes in the project directory nor run any other apicup operations before proceeding to the next step.

2. Verify that your deployment meets the prerequisites for restoring a management database:

a. You must restore onto a deployment that has the same number of OVA VM (nodes) as the deployment where the backup was created. For example, if the
management service backup deployment had 3 OVA nodes, the restore deployment must have 3 OVA nodes. You cannot restore onto a deployment with
fewer OVA nodes because the management service uses one Cassandra pod per node, and Cassandra data is sharded across the pods. To successfully
restore, first create the matching number of OVA VM nodes. Note: Creation of multiple Cassandra pods on one management service OVA node is not
supported.

b. Ensure that all Cassandra pods are on-line and running normally.

3. Restoration of a management subsystem requires access to backup tar files. Obtain your backup files, as follows:

a. Enter apicup subsys exec <MANAGMENT SUBSYS NAME> list-backups. The output lists the current backups in your namespace with Backup ID and

status.

Cluster Namespace iD Timestamp
Status
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rf0c7310d07-apiconnect-cc e2edemo 1537987501522014136 2018-09-26 18:45:01.522014136 +0000 UTC Complete
rf0c7310d07-apiconnect-cc e2edemo 1537920006787257385 2018-09-26 00:00:06.787257385 +0000 UTC Complete

The backup files are stored at the location specified by the cassandra-backup-path parameter.
Examine the backup filename to identify the backup ID for use with the restore command.

Table 1. Backup file naming convention

Backup file name BackupID (for use with restore command)
<backupId>-<pod index>-<# of pods>.tar.gz| [backupId]
Example: Example:
1534954510365016356-0-3.tar.gz 1534954510365016356

Note: Disaster Recovery: If you are restoring on a new deployment, you will not have any backups. You will have to find the backupID by going to your
backup host and looking for the backup files from previous deployments.

Confirm that you have a backup file for each Cassandra pod in your cluster. If you have n pods, you must have the same number of backup files.
Optional but recommended: Verify the integrity of the backup tar files.

Ensure that the tar files are not corrupt. For example, on Linux:

oo

tar -tzf <backup_ file>

o

. Optional but recommended: Determine whether your environment has sufficient space to perform the restore. You need enough free space such that the
size of the backup file, when multiplied by four, does not exceed 85% of the available free space.
For example, on Linux, you can use the following steps:

i. Exec a bash terminal on the Cassandra pod:

kubectl exec -it <Cassandra-pod> --bash

i. Paste the following script to calculate space available for restore:

# current available space
avail=$ (df /var/db/ | awk 'NR==2{print $4}')

#space occupied by /var/db/data/
db_data=$(du -s /var/db/data/ | awk '{print$l}')

# Estimated available space after cleanup (avail + db_data) and a buffer of 15%
total_space_avail=$(((($avail + $db_data) * 1024) * 85 / 100))
echo $total_ space_avail

The value obtained in the above script is in bytes and must be calculated for every pod, and compared against 4x the value, where x is the backup tar
size of the corresponding backup file.

Each backup file is in format <backup-id>-<ordinal-of-cassandra pod>-<number-of-cassandra-pods in cluster>.tar.gz

In the example script above, if the backup tar size of <backup-id>-0-3.tar.gz is 15*1024*1024 bytes, the value for $total_space_availin
Cassandra cc-0 pod must be around 60*1024*1024 bytes.

If free space is insufficient, create additional free space before starting the restore.
4. Restore the management database by entering:

apicup subsys exec <MANAGMENT SUBSYS_ NAME> restore <backupID>

The restore command will restore all backups from files with the same backupID. You must have the same number of management database (Cassandra) pods
running as the number of backup files that match the backupID.

o

Verify that the restore process completed successfully.
Ensure that the restore job is marked as completed. Note, however, that it is possible for the restore job to be marked complete, but the Cassandra restore is not
complete.

The best way to ensure that the Cassandra restore is complete is to review the CassandraRestoreStatus field in the CassandraClusters Custom Resource.
When the CassandraRestoreStatus is completed, the Cassandra database is successfully restored.

Example command flow to verify the restore:
a. Examine the restore job and pod:

# kubectl get jobs | grep restore
restore-plnfs 0/1 T1s T1s

# kubectl get pods | grep restore
restore-plnfs-hr2rh 0/2 Init:0/2 0 54s

=

Since the status of the restore pod is in Init:0/2, the first init container (Container restore) is being executed. In this case, watch the
ClusterRestoreStatus inside CassandraCluster (cc) Custom Resource to see the current status of the Cassandra restore process.

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus

ClusterRestoreStatus: Running Retrieve checks on backup file 1583268283534609276-1-3.tar.gz for pod rdd94fb4a2l-
apiconnect-cc-1

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus

ClusterRestoreStatus: Running Retrieve checks on backup file 1583268283534609276-2-3.tar.gz for pod rdd94fb4a2l-

apiconnect-cc-2

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: Restore prelim checks passed for rdd94fb4a2l-apiconnect-cc-2

When the restore process is complete, examine the restore pod and job status. Make sure ClusterRestoreStatus is marked as completed.

o

kubectl get jobs | grep restore
restore-plnfs 1/1 10m 7hl7m
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kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: completed

If you encounter errors, see Troubleshooting restoration of management database.

6. Version 2018.4.1.9 iFix1.0 and later: After completion of the restore, verify that all tasks are running. Complete the following steps:

a. Download the apicops utility from https:/github.com/ibm-apiconnect/apicops/releases.
b. Run the following command to remove any pending tasks:

$ apicops task-queue:fix-stuck-tasks
c. Run the following command to verify that the returned list (task queue) is empty.
$ apicops task-queue:list-stuck-tasks

e Troubleshooting restoration of management database on VMware
You can troubleshoot problems with restoring the management database.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Troubleshooting restoration of management database on VMware

You can troubleshoot problems with restoring the management database.

Review the information on this page to understand the steps you can take to troubleshoot a failed restore. Be sure to first read the Overview of restore process for
management database to understand the logging and error reporting.

Note that for Version 2018.4.1.10 there is a known limitation with error reporting. See Known limitation: failed restores not reporting properly.

e Overview of restore process for management database

e Error: invalid backup host credentials

e Error: insufficient disk space

e Error: failure on preliminary backup checks on cc-1 and cc-2
e Known limitation: failed restores not reporting properly

e Frequently asked questions

If you cannot resolve a failed restore, contact IBM Support for assistance.

Overview of restore process for management database

The API Connect restore process is started by the command apicup subsys exec
<management subsys> restore <backupID>. The apicup installer starts a Kubernetes job named restore-<id>, which in turn starts a pod named restore-
<job-id>-<pod-id>.

API Connect restore process
The management restoration pod consists of:

e cassandra-restore -- The main responsibility of this init container is to perform the Cassandra database restore. If this container encounters an error, the
restoration job is Failed with pod status of InitError (0/2).
Note: For Version 2018.4.1.10 and earlier, this container is called job-container.

e Cassandra-health-check - An init container that verifies that the Cassandra health status is in a healthy state. .

e Lur-upgrade-job - This container checks for schema mismatches between restored data and the currently running installation. If necessary, the container
performs a schema upgrade.

e Apim-upgrade-job - This container checks for schema mismatches between restored data and the currently running installation. If necessary, the container
performs a schema upgrade. The container also resyncs all the gateway services.

The init containers start sequentially. The second init container starts only once the first init container has succeeded. Containers inside the pod start immediately
after all the init containers in the pod are started. For more info, see the Kubernetes documentation: Understanding pod status

Cassandra restore process
The Cassandra restore process is performed by the init container <cassandra-restore>. Backups are required from each Cassandra pod. The container process flow
is:

1. Perform preliminary retrieval checks.

2. Download the backup tar file onto the Cassandra container.
3. Verify the backup tar file integrity.

4. Stop the Cassandra process.

5. Perform the Cassandra restore.

6. Start the Cassandra process with restored data.

If any of the preliminary checks fail, error messages are returned. The error conditions must be fixed, and then the restore process can be run again.

Note that API Connect Version 2018.4.1.10 (and later) performs extensive preliminary checks prior to beginning a restore. Running the checks extends the time
required to complete a restore. In particular, restoration of large backup files (larger than 5 GB) take longer.

Logging
Both init container and container logs are available during the restore process. To obtain logs from a restore pod:
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kubectl logs <restore-pod> -n <namespace> -c <init container/container name>
The apicup command produces logs from all init and main containers sequentially as soon they finish, either successfully or with errors.

Cassandra restore logging
The logs for the init container are updated only upon completion (success or failure). To get accurate status information for the current state of the Cassandra
restore process, review the ClusterRestoreStatus field in the CassandraClusters Custom Resource:

kubectl get cc -n <namespace> -o yaml | grep -A 2 ClusterRestoreStatus

Error: invalid backup host credentials

Example output when this problem occurs:
./apicup subsys exec mgmt restore 158326828353460927

Cluster Namespace Backup Name Backup Retrieval Timeout (hrs) Status
rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 24 Started

Restore failed
Error: rpc error: code = Unknown desc =
Pod name: rdd94fb4a2l-apiconnect-cc-0

Error:
ssh: Could not resolve hostname 9.30.251.186.xxx: Name or service not known
Couldn't read packet: Connection reset by peer
***x* [ Wed Mar 4 04:04:25 UTC 2020 ]prelimRetrieve 0: Preliminary Retrieve checks FAILED ***%*
[ Wed Mar 4 04:04:25 UTC 2020 ] Preliminary retrieve checks failed on all 1 attempts. ABORTING restore

Error: unable to get log stream for container cassandra-health-status, pod restore-hhrsc

-2slbm, job restore-hhrsc: container "cassandra-health-status" in pod "restore-hhrsc
-2slbm" is waiting to start: PodInitializing

ClusterRestoreStatus in Cassandra Clusters CR:

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: 'Restore Failed: Retrieve preliminary checks failed for rdd94fb4a2l-apiconnect-cc-0'

kubectl get pods | grep restore
restore-hhrsc-2slbm 0/2 Init:Error 0 26m

kubectl get jobs | grep restore
restore-hhrsc 0/1 27m 27m

Error: insufficient disk space

Issue: cc-0 prelim checks can reject restore process complaining about insufficient disk space.

Workaround: Increase the disk space (4X size of Cassandra backup tar file size) allocated to all Cassandra nodes on a fresh install and re-attempt restore. See Freespace
check.

Error: failure on preliminary backup checks on cc-1 and cc-2

Issue: Failure on preliminary backup checks on cc-1 and cc-2 can leave the system in non-ready state
Workaround:

1. Always look at ClusterRestoreStatus in CassandraClusters Custom Resource for failed or completed Cassandra restore status, regardless of restore job
status. In this case, the restore job is stuck on health status check, and Cassandra cc-0 will be in a non-ready state.

2. Execute the following command on each Cassandra pod sequentially starting with cc-0. Wait for the Cassandra pod to become ready (1/1) before executing on
other Cassandra pods. If the Cassandra pod is already in ready state (1/1), you do not need to wait, just run the command.

kubectl exec -it <cassandra-pod-X> -n <namespace>
-- sh -¢c 'rm -rf /var/db/.restore && rm -rf /var/db/restore/*'

In the above command the X in <cassandra-pod-X> stands for the numerical value (ordinal) of the Cassandra pod, such as (0,1,2).

3. Review the Cassandra operator logs to figure out why restore has failed and fix the problem.
To see an example of this type of failure, review Example 2: Corrupted backup tar file cc-1 not reporting properly.

Known limitation: failed restores not reporting properly

Issue: Failure on preliminary backup checks on cc-0, such as a corrupt tar file or incomplete download of a backup tar file, can cause the restore job to complete, but the
underlying ClusterRestoreStatus is marked as Restore Failed:
<Reason>.

Workaround: Always check ClusterRestoreStatus in the CassandraClusters custom resource for failed or completed Cassandra restore status, regardless of
restore job status. Consult the Cassandra operator logs to figure out why restore failed, and fix the problem.

See:

e Example 1: Corrupted backup tar file cc-0 not reporting properly

Example 1: Corrupted backup tar file cc-0 not reporting properly
In this example, restoration was started with apicup:
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./apicup subsys exec restore 1583268283534609276
1. View the initial status of restore job and restore pod:

kubectl get jobs | grep restore
restore-xs85r 0/1 38s 38s

kn get pods | grep restore
restore-xs85r-st554 0/2 Init:1/2 0 92s

2. Note that the restore completes, according to the job and pod status:

kubectl get pods | grep restore

restore-xs85r-st554 0/2 Completed 0 3m43s
kubectl get jobs | grep restore
restore-xs85r 1/1 2m51s 4mls
3. Observe, however, that the apicup restore command output includes the following failure status:
./apicup subsys exec mgmt restore 1583268283534609276
Cluster Namespace Backup Name Backup Retrieval Timeout (hrs) Status
rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 24 Started
Cluster Namespace Backup Name Status

rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 Restore Failed: Backup retrieve checks failed
4. Check the value of ClusterRestoreStatus in the Custom Resource. Note that ClusterRestoreStatus is marked as Restore Failed.

kubectl get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: 'Restore Failed: Backup retrieve checks failed'

o

Check the Cassandra operator pod logs and see errors:

time="2020-03-04T04:30:332" level=error msg="Restore Failed: Backup retrieve checks failed with an error: \n
Pod name: rdd94fb4a2l-apiconnect-cc-0\n

Error: \n

gzip: stdin: not in gzip format\n

tar: Child returned status 1\n

tar: Error is not recoverable: exiting now\n

retrieveCheck 0: RetrieveCheck of backup file 1583268283534609276-0-3.tar.gz FAILED\n

**xx%x | Wed Mar 4 04:30:32 UTC 2020 ] retrieveCheck 0: Retrieve process END ****\n\n"
time="2020-03-04T04:30:33Z" level=info msg="Updating status to Restore Failed: Backup retrieve checks failed"

Explanation: Even though restore job says it completed, Cassandra restore never completed due to corrupt backup tar file. The restore job believes it
reached completion, but in this case the error logging is incorrect. Therefore, you must check ClusterRestoreStatus in CassandraCluster Custom
Resource to see if restore really completed. Note that CassandraClusterRestore status does not state exactly why restore failed, hence you must look at
the Cassandra operator pod logs.

Table 1. Limitation with error reporting when Cassandra tar file for cc-0 is corrupted

Expected flow Actual flow
1. Cassandra operator detects that cc-0 backup is corrupt 1. Cassandra operator detects that cc-0 backup is
corrupt
2. Operator updates ClusterRestoreStatus as Restore 2. Operator updates ClusterRestoreStatus as Restore
Failed Failed
3.0perator passes an error message back to restore init container (cassandra-restore). 3. Operator does not pass an error message back to

restore init container (cassandra-restore)

4. apicup restore command line should exit with an error message on why restore init container 4. Restore pod moves forward and executes other init

(cassandra-restore) failed. Restore pod status should be Init:Error. container and upgrade containers.

5. Restore job is marked as Failed 5. Restore pod is marked as completed

6. Workaround: The Cassandra cluster remains up and running as restore process failed internally, so you must review the Cassandra operator logs to figure
out why exactly Cassandra restore failed. In this case, Cassandra restore failed due to corrupt backup tar file. Locate and use a non-corrupted Cassandra

backup.

Example 2: Corrupted backup tar file cc-1 not reporting properly
In this example, restoration was started with apicup:

./apicup subsys exec restore 1583268283534609276

1. View the initial status of restore job and restore pod

kubectl get jobs | grep restore
restore-v7nvt 0/1 8ls 8l1s

kubectl get pods | grep restore
restore-vinvt-2jdzq 0/2 Init:0/2 0 101s

2. Continue to view pods, and observe that the restore pod is stuck.
The restore pod first init container (cassandra-restore), which performs the Cassandra restore, is marked as complete. The second init container is stuck
waiting for the Cassandra cluster to become healthy.

kn get pods | grep restore
restore-v7nvt-2jdzq 0/2 Init:1/2 0 4m8s

The status Init:1/2 means that first init container completed, but the process is waiting on second init container to finish.

3. Note that the output from the apicup restore command gives a status of Restore Failed:
./apicup subsys exec mgmt restore 1583268283534609276
Cluster Namespace Backup Name Backup Retrieval Timeout (hrs) Status
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rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 24 Started

Cluster Namespace Backup Name Status
rdd94fb4a2l-apiconnect-cc niharnsl 1583268283534609276 Restore Failed: Backup retrieve checks failed

4. View the ClusterRestoreStatus in the Cassandra Cluster Custom Resource:

kn get cc -o yaml | grep -A 1 ClusterRestoreStatus
ClusterRestoreStatus: 'Restore Failed: Backup retrieve checks failed'

5. View the Cassandra operator pod logs:

time="2020-03-04T05:04:182" level=error msg="Restore Failed: Backup retrieve checks failed with an error: \n
Pod name: rdd94fb4a2l-apiconnect-cc-1\n

Error: \ngzip: stdin: not in gzip format\n

tar: Child returned status 1l\n

tar: Error is not recoverable: exiting now\n

retrieveCheck 0: RetrieveCheck of backup file 1583268283534609276-1-3.tar.gz FAILED\n

**%%* [ Wed Mar 4 05:04:18 UTC 2020 ] retrieveCheck 0: Retrieve process END ****\n\n"
time="2020-03-04T05:04:18Z" level=info msg="Updating status to Restore Failed: Backup retrieve checks failed"

6. View the Cassandra pod status:

rdd94fb4a2l-apiconnect-cc-0 0/1 Running 3 11h
rdd94fb4a2l-apiconnect-cc-1 1/1 Running 2 11lh
rdd94fb4a2l-apiconnect-cc-2 1/1 Running 2 1ih

Explanation: In this scenario, the restore process is stuck waiting for the Cassandra cluster to become healthy. Cassandra pod cc-0 is in a non-ready state.
Due to a known limitation with error logging, the only way to accurately determine whether the restore is complete is to view ClusterRestoreStatus in
CassandraCluster Custom Resource. Since CassandraClusterRestore status does not state exactly why the restore failed, you must look at
Cassandra operator pod logs.

Table 2. Limitation with error reporting when corrupted Cassandra backup tar file cc-1 is corrupted

Expected flow Actual flow

1. Cassandra operator detects that cc-1 backup is corrupt 1. Cassandra operator detects that cc-1 backup is
corrupt

2. Operator updates ClusterRestoreStatus as Restore 2. Operator updates ClusterRestoreStatus as

Failed. Restore
Failed.

3. Operator cleans up the restore process content and makes sure that Cassandra cluster is 3. Operator does not perform any cleanup and does not

healthy using the existing data. makes sure that the Cassandra cluster is in a healthy
state

4. Operator passes an error message back to restore init container (cassandra-restore) to 4. Operator does not pass an error message back to

indicate that the restore has failed. restore init container (cassandra-restore) to indicate
that the restore has failed.

5. The apicup restore command line should exit with a proper error message on why restore init | 5. Restore pod moves forward from the init container

container (cassandra-restore) failed. The restore pod status should be Init:Error. The restore |but becomes stuck on second init container.

job should be marked as Failed.

7. Workaround:
a. Since the Cassandra cluster is in a degraded state, and the Cassandra pod cc-0 is in a non-ready state (0/1), run the following command to bring the
Cassandra cluster up and running.

kubectl exec -it <cassandra-pod-X> -n <namespace> -- sh -c
'rm -rf /var/db/.restore && rm -rf /var/db/restore/*’

Note that you must run this command sequentially on all Cassandra pods, starting with cc-0. Make sure that the cc-x status is (1/1), before running
this command on the next pod (cc-x+1).

b. Review the Cassandra operator logs to determine why the Cassandra restore failed. In this scenario, since the Cassandra restore failed due to a
corrupt backup tar file, the solution is to choose a non-corrupted Cassandra backup.
Note that this Cassandra restore issue applies not only specifically to a corrupted backup tar file, but also to any of the restore issues which may happen on
Cassandra-x+1 pods (x is a numerical value starting with 0) and can leave previous Cassandra pods in a non-ready state.

Frequently asked questions

Where can I find the status of the restore process?
See: Cassandra restore logging

In what cases can I re-run the restore process on existing installations?
The answer depends on which stage of the restore failed. If the restore process failed because of a corrupted tar file, you can re-initiate the restore process using a
different backup ID.

In what cases I need to redeploy a whole new cluster before re-attempting a failed restore?
If the restore failed due to space allocation problems or any other reasons except corrupted backup tar, a complete new installation is needed. You must fix the
problem reported by the restore process.
What action to take if I get the error message: Not enough space to download the tar file?
You must re-install the management subsystem, allocating sufficient disk space. Please look at system requirements section for recommended disk sizes.
What if the downloaded backup tar file is corrupted?
Use a different backup. Run backup tar integrity checks prior to attempting the restore.
If the backup tar integrity succeeds in your local system but restore process is failing, gather the required logs and contact IBM Support.

What if there is not enough space to perform restore using the downloaded backup tar file?
You must re-install the management subsystem, allocating sufficient disk space. See Error: insufficient disk space.
What if the restore job finishes but I still don't see any restored data?
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What if the restore process remains stuck on the health check status for a very long time?

This might be due to a known limitation. See Example 2: Corrupted backup tar file cc-1 not reporting properly.
What if the restore process fails on Lur-upgrade-job and Apim-upgrade-job containers?

Run the restore process again. If the error persists, contact IBM Support.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring the Developer Portal in a VMware environment

How to backup and restore your Developer Portal service in your VMware environment.

About this task

It is strongly recommended that you configure the backup parameters for your portal service during installation. If you did not do so when you installed API Connect in
your runtime environment, you must configure the backups for the Developer Portal before performing an upgrade. These backups can then be used to restore the
Developer Portal if required. When your Developer Portal subsystem is running, you can also make on-demand backups by using the command line.

The default Developer Portal backup schedule is once every 24 hours, but the schedule can be changed in the backup settings. The Developer Portal saves all system and
site backups locally, and also saves them remotely based on the configured SFTP and s3 settings.

The local backups are automatically maintained so that the latest three backups of each site and of the system are kept, and older backups are removed. This
maintenance means that the Developer Portal retains the latest three backups for each site and for the system however old they are, but there is no deletion of the old
backups on the remote server. If a site is deleted, then all of the local backups for that site are also deleted, as otherwise the backup volume might become full of old site
backups. For remote backups, you can configure a retention policy on your remote server to remove the old backup files as required.

These instructions cover the following backup and restore actions:

e How to configure the location and timing of your backups

e How to run on-demand backups

¢ How to restore a Developer Portal service

e The backup secret is a Kubernetes secret that contains your username and password for your backup database (sftp/s3). Only password-based authentication is

supported for sftp and s3, not authentication based on public certificates and private keys. Password-based authentication for s3 requires that you generate an
access key and secret. For example:

o IBM (Cloud Object Storage): Service credentials.
o AWS: Managing access keys.

Note:

e The backup and restore procedures are the same for both Kubernetes and VMware environments.
e You must back up both the Management and Portal subsystems at the same time, to ensure synchronicity across the services.
e When restoring, the Gateway and all deployed subsystems (Management, Analytics, and Developer Portal) must be at the same version level.

Procedure

e How to configure the location and timing of your backups
1. Open your API Connect installation project directory.
2. Run the following commands to set the location and timing of your backups:

apicup subsys set ptl site-backup-host mybackuphost.com

apicup subsys set ptl site-backup-port 22

apicup subsys set ptl site-backup-auth-user mybackupauthusername
apicup subsys set ptl site-backup-auth-pass mybackupauthpassword
apicup subsys set ptl site-backup-path /site-backups

apicup subsys set ptl site-backup-protocol sftp

apicup subsys set ptl site-backup-schedule "0 2 * * *"

The backup parameters are detailed in the following table.

Table 1. Portal backup parameters

Parameter Description
site-backup- |The fully qualified domain name of the backup server, in lowercase only. Ensure that the Kubernetes nodes can access this host. If using
host

object storage, enter Endpoint/Region. (The / character between the endpoint and region is required for the object storage setting.)

site-backup-
port

The port for the protocol to connect to the site-backup-host. Defaults to 22 if not explicitly set. The backup port is not required for
object storage.

site-backup-
auth-user

The user name for the server specified in site-backup-host. If using object storage, the user name is the S3 Secret Key ID.

site-backup-
auth-pass

The password for the server specified in site-backup-host. If using object storage, the password is the S3 Secret Access Key
parameter. The password is stored in Base64 encoded format, and must not be edited directly in the apiconnect-up.yml file.

site-backup-
path

The full path to the directory where the backup files are stored. For object storage, the path can be set to the bucket value or the
bucket/subfolder value.
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Parameter Description

site-backup- |The protocol that is used to communicate with your remote backup endpoint. Specify one of the following values:
protocol e sftp - for secure file transfer protocol
e objstore - for S3 compatible object storage
The default protocol is sftp.
Note: The public certificate on the S3 storage provider must be signed by a known certificate authority that is trusted by API Connect.
Use of an untrusted authority can cause the following error during backup upload: x509: certificate
signed by unknown authority.

site-backup- |The schedule for how often automatic Portal backups are run. The format for the schedule is any valid cron string, as follows:
schedule

(|

11| +-———- day of week (0 - 6) (Sunday=0)
||| +=-===-- month (1 - 12)

| [ d=omeme==e day of month (1 - 31)

| Pemmmeeommom hour (0 - 23)

e m e m e min (0 - 59)

Forexample: 30 22 * * 1 performs backups at 10:30 pm on Mondays.
The default backup scheduleis 0 2 * * * (runs every day at 2 am). The timezone for backups is UTC.
Optional: At any time you can view the current Portal subsystem values by running the following command:

w

apicup subsys get ptl

where ptl is the name that you assigned to your Portal service. The output from this command lists all of the subsystem settings, including backup, and
indicates whether there are any errors. You must fix any errors before continuing.
4. Activate the backup settings by running the following command:

apicup subsys install ptl

where ptl is the name that you assigned to your Portal service.
5. Validate the installation with the new backup parameters by running the following command:

apicup subsys get ptl --validate

where ptl is the name that you assigned to your Portal service. The output from this command lists all of the subsystem settings, including backup, and
indicates whether the values are valid or invalid. You must correct any invalid values before continuing.
e How to run on-demand backups
You can make on-demand backups of your Developer Portal system, sites, and complete service, by running the following exec commands in your API Connect
installation project directory.

o To backup the Portal system configuration (and not the sites), run the following command:
apicup subsys exec ptl backup-system

o To backup a specific Portal site or all sites, run the following command:
apicup subsys exec ptl backup-site arg

where arg is a specific site UUID or URL, or to backup all sites use the argument installed.
o To backup the entire Portal service (the system and all installed sites), run the following command:

apicup subsys exec ptl backup

Where ptl is the name that you assigned to your Portal service.
Note: To restore a Developer Portal service, you need backups of both the Portal system and the installed sites.
e How to restore a Developer Portal service
You can restore your Developer Portal service by using the backups that exist on your remote server, by running the following exec commands in your API Connect
installation project directory. Note that before you can run these commands, you must have configured your remote backup server details, and have valid backups
of both the Portal system and the installed sites (see sections How to configure the location and timing of your backups and How to run on-demand backups).
Note:
o If you have to perform a restore, you must complete the restoration of the Management Service first, and then immediately restore the Developer Portal. The
backups of the Management and Portal must be taken at the same time to ensure that the Portal sites are consistent with Management database.
o Restoration requires a functioning Developer Portal. In a disaster recovery scenario, you might need to reinstall the Developer Portal subsystem before you
can restore the backed-up data. To reinstall, refer to Deploying the Developer Portal in a VMware environment.
o To see what Portal system and site backups that you currently have on your remote backup server, run the following command. (This command may be
useful when performing some of the following commands.)

apicup subsys exec ptl list-backups remote

o To see what restore actions are performed when the apicup subsys exec
ptl restore-all command is run, you can use the following command:

apicup subsys exec ptl restore-all dry backup from

where backup_from can be now, so the latest backup file that is available is used. Or you can specify a timestamp in the format of YYYYMMDD . HHMMSS to
retrieve the nearest backup file to a specified time, searching backwards from the timestamp given.
Note: From IBM® API Connect Version 2018.4.1.17, the timestamp format changed to YYYYMMDD . HHMMSS. For Version 2018.4.1.16 and earlier, the
timestamp format is YYYY-MM-DD
HH:MM:SS.

o To restore your Portal service, run the following command:

apicup subsys exec ptl restore-all run backup from

where backup_from can be now, so the latest backup file that is available is used. Or you can specify a timestamp in the format of YYYYMMDD. HHMMSS to
retrieve the nearest backup file to a specified time, searching backwards from the timestamp given. This command executes the portal restore process,
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which downloads the system backup and all of the site backups from the remote server, and installs them within the Portal stack. This process will then
restore the system configuration from the found backup, and restore all of the sites. Note that if a backed up site is already installed on the current stack,
then the site is reinstalled by using the backup (the site is overwritten by the backup). If there are multiple sites to restore, then these sites are queued for
restoring. You can track the restoration process within the Portal www
admin logs.

o Toview the list of installed and restoring sites, run the following command:

apicup subsys exec ptl list-sites sites

Note that any sites that are pending restore and still in the queue do not appear in this list.
o To restore just the Portal system configuration, run the following command:

apicup subsys exec ptl restore-system arg

where arg can be the system backup tgz file name, to restore the system by using the specified backup file, or use the argument 1atest to restore the
system by using the latest backup file on the remote server. Note that if Portal system configuration information exists on the current stack, running this
command will overwrite that configuration.

o To restore just the Portal sites, run the following command:

apicup subsys exec ptl restore-site arg

where arg can be the site backup tgz file name or URL, to restore a particular site by using the specified backup file (or the latest backup file found if using a
URL). Or you can use the argument all to restore all of the Portal sites that have backup files on the remote server. Note that if any of the backed up sites are
already installed on the current stack, then they are reinstalled by using the backup (the sites are overwritten by the backup).

What to do next

For a full list of the Developer Portal exec commands, see List of the Developer Portal exec commands.

o List of the Developer Portal exec commands
You can use the exec commands to backup, restore, and list some of the environment details of your Developer Portal service.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

List of the Developer Portal exec commands

You can use the exec commands to backup, restore, and list some of the environment details of your Developer Portal service.

The following Developer Portal exec commands can be run in your API Connect installation project directory, where pt1 is the name of your Portal service.
Tip: Running exec commands leaves completed jobs and pods on your subsystem. Therefore, it is recommended that you regularly delete those jobs and pods that have
completed successfully, and whose logs are not required.

$ apicup subsys exec ptl backup-system
Backup the portal system to the remote server

$ apicup subsys exec ptl backup-site <arg>
Backup a portal site to the remote server.
valid args:
site uuid/url - will backup that site only to the remote server
installed - will backup all installed sites to the remote server

$ apicup subsys exec ptl backup
Backup the portal system and all its sites to the remote server

$ apicup subsys exec ptl list-backups <arg>
List the portal backups either locally or on the remote server.
valid args:
local - will list backups present on the pod's filesystem
remote - will list backups on the remote server

$ apicup subsys exec ptl list-platforms
List the platforms that exist on the portal

$ apicup subsys exec ptl list-sites <arg>
List the installed portal sites
valid args:
sites - list only the sites
platforms - list the sites and their associated platform

$ apicup subsys exec ptl restore-system <arg>
Restore the portal system from the remote server
valid args:

system backup-1234.tgz - restores the system from the given file which should exist on the pod's local filesystem or
the remote server
latest - restores from latest system backup found from either local filesystem or remote server

$ apicup subsys exec ptl restore-site <arg>
Restore a portal site
valid args:
site-1234.tgz - restore the site using this filename which should can be copied from the output of the list backups
command
myportal.com - find the latest backup for this URL (locally or remotely) and restore it.
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all
NOTES:

- restore all sites found on the remote server

If you specify a site TGZ / URL, the command runs restore_site with -f so overwrites any existing site
If you specify 'all', any installed sites will be reinstalled from the found backup

$ apicup subsys exec ptl restore-all <argl> <arg2>
Restore the portal system and all backed up sites from the remote server

valid argl:

dry

run

reinstalled

valid arg2:
now

- executes a dry-run of the command, returning the actions that will be performed
- executes the command, restoring and replacing the system files and all sites. Any existing sites will be

- use the latest backups available
<TIMESTAMP> - in 'YYYYMMDD.HHMMSS'

format, specify a timestamp to retrieve the backup from. The nearest backup,

searching backwards from this timestamp, will be used.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring the analytics database

The analytics database can be backed up and restored from an S3 repository. S3 compatible object storage is required, for example, IBM Cloud Object Storage.

Before you begin

If you configure Analytics for offloading and your endpoint requires a particular certificate, add trust certificates to the Analytics subsystem before attempting to back up
or restore the Analytics database. For information on adding certificates to Analytics for back-up and restore, see Adding certificates for Analytics for back-up and restore

on VMware.

Tip: The Procedure section includes examples that illustrate how the back-up and restore commands work.

About this task

These commands apply to OVA, pure Kubernetes, and IBM Cloud Private (ICP) deployments. To back up and restore the analytics database, you will need S3 compatible
object storage. Backups are created on an as-needed basis and cannot be automated in API Connect.

Important: All arguments are required. Replace an argument with empty quotes (" ") to use the default setting.

Command

Values/Definition

apicup subsys
exec

<ANALYTICS_ SUBSYS
> create-s3-repo

Create the S3 repository to store analytics backups. These settings are identical to those used when creating a repository in Elasticsearch. The
arguments are:

e REPO_NAME - Name of repository to be created.

e REGION - The region where bucket is located. Defaults to US Standard.

e BUCKET - The name of the bucket to be used for snapshots.
Note: Analytics backup and restore supports virtual-host style bucket access, such as bucket. s3-example . com, but does not support
path style bucket access such as s3-example.com/bucket.

e ENDPOINT - The endpoint to the S3 API.

e ACCESS_KEY - The access key to use for authentication.

e SECRET_KEY - The secret key to use for authentication.

e BASEPATH - The path name within the bucket where backup information is stored. The default is the root path. For S3 storage, you must
include the port using the following format: BASEPATH : PORT.

e COMPRESS_TRUE_FALSE - Default is true. Determines whether metadata files are stored in compressed format.

e CHUNK_SIZE_GB - Default is 1GB. Large files can be stored as chunks when the snapshot is created. This setting specifies the size of the
chunks as GB, MB, or KB.

e SERVER_SIDE_ENCRYPTION_TRUE_FALSE - Default is false. Determines whether files are encrypted. When set to true, files are
encrypted on the server side using AES256.

If the create-s3-repo command results in the following error, complete the steps in Adding certificates for Analytics for back-up and restore
to add the certificate to the Analytics subsystem and then run the command again:

PKIX path building failed: sun.security.provider.certpath.SunCertPathBuilderException: unable to find valid
certification path to requested target

apicup subsys
exec

<ANALYTICS_ SUBSYS
> list-repos

List repositories for analytics backups. There are no arguments or defaults for the 1ist-repos command.

apicup subsys
exec

<ANALYTICS_ SUBSYS
> delete-repo

Delete specified analytics backup repository.
The argument is:

e REPO_NAME - Defaults to the existing repo if there is only one. The repository must be specified if there is more than one.
Examples:

e Ifonly one repo exists: apicup subsys exec <ANALYTICS_ SUBSYS> delete-repo
e If multiple repos exist: apicup subsys exec <ANALYTICS_ SUBSYS> delete-repo
REPO_NAME
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Command Values/Definition

apicup subsys Perform a backup of analytics data on an as-needed basis.
exec

<ANALYTICS_SUBSYS e INDICES - Default is a1l - All indices will be backed up.
> backup

The INDICES arguments can consist of a series of index names, a single argument of comma-separated indices, or one or more
keywords. Multiple keywords must be comma-separated. Values with whitespace must be enclosed in double-quotes. If no indices are
specified, then all indices will be backed up. The keywords are mapped to indices or aliases in Elasticsearch. The keywords are as
follows:

all - Backup all data.
apievents - Backup all analytics data.
ui - Backup all UI visualizations and dashboards.
o config - Backup all configuration information, such as retention period.
e BACKUP_NAME - Enter the name of the backup.
e REPO_NAME - Defaults to the existing repo if there is only one. The repository must be specified if there is more than one.
e IGNORE_UNAVAILABLE_TRUE_FALSE - Default is false. If false, the restore will fail if an index is missing. If true, missing indices will be
skipped and the restore will continue.

o o0 ©°

apicup subsys List analytics backups per S3 repo.

=23 The argument is:
<ANALYTICS_SUBSYS

ZBLTstabackups e REPO_NAME - Defaults to the existing repo if there is only one. The repository must be specified if there is more than one.

apicup subsys Get details on specified analytics backup

=23 The arguments are:
<ANALYTICS_SUBSYS

zdidetailsebackup e BACKUP_NAME - Defaults to backup-<indices>-<time date> if not explicitly set. The name must be all lowercase.
For example, if the backup command was run as apicup
subsys exec <ANALYTICS_SUBSYS> backup ui apievents then the backup name would be backup-ui-apievents-2018-10-

10t16:04:25z. If more than three indices are specified, the backup name is truncated to backup-<time date>.

e REPO_NAME - Sets the name of the repository where the backups will be stored. Defaults to the existing repository if there is only one.
The repository must be specified if there is more than one.

apicup subsys Delete specified analytics backup

RS The arguments are:
<ANALYTICS_ SUBSYS

zideTekezbackup e BACKUP_NAME - Enter the name of the backup to be deleted. You can view the names of backups using apicup subsys exec

<ANALYTICS_SUBSYS> list-backups.
e REPO_NAME - Defaults to the existing repository if there is only one. The repository must be specified if there is more than one.

apicup subsys Restore analytics data
exec
<ANALYTICS_SUBSYS o INDICES - Default is a1l - All indices will be restored.

> restore . . . . F
The INDICES arguments can consist of a series of index names, a single argument of comma-separated indices, or one or more

keywords. Multiple keywords must be comma-separated. Values with whitespace must be enclosed in double-quotes. If no indices are
specified, then all indices will be backed up. The keywords are mapped to indices or aliases in Elasticsearch. The keywords are as
follows:

all - Restore all data.
apievents - Restore all analytics data.
ui - Restore all UI visualizations and dashboards.
o config - Restore all configuration information, such as retention period.
e BACKUP_NAME - Enter the name of the backup to be restored.
e REPO_NAME - Defaults to the existing repository if there is only one. The repository must be specified if there is more than one.
e IGNORE_UNAVAILABLE_TRUE_FALSE - Default is false. If false, the restore will fail if an index is missing. If true, missing indices will be
skipped and the restore will continue.
e OVERRIDE_TRUE_FALSE - Default is false. If set to true, then the restore operation will override existing indices.

o o0 ©

apicup subsys Displays analytics status for determining the progress of the restore process.

P Note: The restore-status command is available in Version 2018.4.1.7 or later.
<ANALYTICS_SUBSYS

> restore-status

Attention: Naming conventions for indices and back ups follow the Elasticsearch rules:

e Lowercase only

e Cannotinclude\,/,* 72" <, >, |, ' (space character), ,, #
e Colons (:) are not supported in 7.0+ (indices prior to 7.0 could contain a colon)
e Cannot start with -, _, +

e Cannotbe.or..
e 255 byte limit (multi-byte characters will reach the 255 limit sooner)

Procedure

e How to create a backup
1. Create the S3 repository. The example creates a repository with the following values:
e REPO_NAME - myrepo
e REGION - US
e BUCKET - bucket
e ENDPOINT - myrepo.s3repo.com
e ACCESS_KEY - access_key
e SECRET_KEY - secret_key
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e BASEPATH - my_folder

e COMPRESS_TRUE_FALSE - "" uses default of true

e CHUNK_SIZE_GB - "" uses default of 1GB.

e SERVER_SIDE_ENCRYPTION_TRUE_FALSE - "" sets to the default of false.

apicup subsys exec analytics create-s3-repo myrepo US bucket myrepo.s3repo.com access_key secret key my folder "" ""

nn

OUTPUT:
Creating repository myrepo. List repos to see if creation completed, or check logs for errors.

Note:
With virtual host style repositories, the Analytics backup and restore process connects to the hostname formed by combining the values for BUCKET and
ENDPOINT. For example, using the values given in this step, the host is bucket .myrepo.s3repo.com.

2. List the repositories. For example:

apicup subsys exec analytics list-repos

OUTPUT:

Name Repo Type Bucket BasePath Region Endpoint Chunk Size Compress Server Side
Encryption

myrepo s3 bucket my_folder US myrepo.s3repo.com 1gb true

w

Create a backup with the following values:
e INDICES - all (or "" for the default of all)
e BACKUP_NAME - mybackup
e REPO_NAME - myrepo (use "" if only one repo exists)
e IGNORE_UNAVAILABLE_TRUE_FALSE - "" sets to the default of false.

apicup subsys exec analytics backup all mybackup myrepo ""
OUTPUT:
Successfully created backup mybackup.

4. List backups in the repo named myrepo.

apicup subsys exec analytics list-backups myrepo

OUTPUT:

Name Start Time End Time State
mybackup 2019-02-20T17:05:56.4152 2019-02-20T17:06:09.8332 SUCCESS

5. Display details for a backup named mybackup in the repo named myrepo.

apicup subsys exec analytics details-backup mybackup myrepo
OUTPUT:

Backup Name: mybackup

State: SUCCESS

Failures:

Shards Failed: 0

Shards Successful: 13

Start Time: 2019-02-20T17:05:56.4152

End Time: 2019-02-20T17:06:09.833Z

Version: 5.6.8

Indices: .export-status, apic-api-2019.02.19-1, apic-api-2019.02.20-000002, .apic-config, .kibana-6

6. Delete a backup named mybackup in the repo named myrepo.

apicup subsys exec analytics delete-backup mybackup myrepo
OUTPUT:
Deleting backup mybackup. List backups to see the status, or check logs for errors.

e How to restore a backup

Note: Restoration requires a functioning Analytics subsystem. In a disaster recovery scenario, you might need to deploy Analytics before you can restore the
backed-up data. To install and deploy, refer to Deploying the Analytics subsystem in a VMware environment.
1. Restoring a backup
e INDICES - all (or "")
e BACKUP_NAME - mybackup
e REPO_NAME - myrepo (or "")
e IGNORE_UNAVAILABLE_TRUE_FALSE - "" sets to the default of false.
e OVERRIDE_TRUE_FALSE - true

apicup subsys exec analytics restore all mybackup myrepo "" true
2. Check the status of the restore process. Enter the following command:
apicup subsys exec analytics restore-status

Note: The restore-status command is available in Version 2018.4.1.7 and later.
Following is example output:

Status Active Primary Shards Active Shards Initializing Shards Unassigned Shards
green 104 312 0 0

The restore process is successful when the status is green and there are no unassigned shards and no initializing shards. Note that the results are different if
you are running in dev mode, or in standard mode with less than three nodes. For dev mode or standard mode with less than three nodes, the restore process
will be finished when the initializing shards drops to 0. However, the status will remain yellow and unassigned shards will not drop to 0.

e Troubleshooting
Look for information in the apicup logs.

o Access the VM using ssh
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o Locate the analytics-operator pod with: sudo kubectl --kubeconfig
/etc/kubernetes/admin.conf get pods

o To view the logs, run: sudo kubectl --kubeconfig /etc/kubernetes/admin.conf
<analytics-operator-pod>

¢ Adding certificates for Analytics for back-up and restore on VMware
If you offload IBM API Connect Analytics data to an endpoint that is secured with a self-signed or private certificate, add the certificate to the Analytics subsystem
to ensure connectivity with the endpoint during back-up and restore operations.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Adding certificates for Analytics for back-up and restore on VMware

If you offload IBM® API Connect Analytics data to an endpoint that is secured with a self-signed or private certificate, add the certificate to the Analytics subsystem to
ensure connectivity with the endpoint during back-up and restore operations.

About this task

If you connect to an endpoint without using the required self-signed or private certificate, the create-s3-repo command results in the following error:

PKIX path building failed: sun.security.provider.certpath.SunCertPathBuilderException: unable to find valid certification path to
requested target

Resolve the error by adding the endpoint's certificate to the Analytics subsystem as explained in the following steps.

Procedure

1. Obtain trust certificates that allow a client to connect securely to the offload endpoint.
The certificate files should be PEM encoded. There will typically be one or two trust certificates required to complete the secure connection.

2. Create a separate file for each of the trust certificates, naming them certl.pem and cert2.pem.
3. Verify that you can connect to the endpoint:
a. If you have multiple files, combine the certificates into a single file to use for validation by running the following command:

cat certl.pem cert2.pem > certificates.pem
b. Execute the following cURL command to connect to the endpoint using the certificates:
curl https://endpoint:port --cacert certificates.pem

A certificate verification failure indicates that the certificates obtained in step 1 failed to establish trust. Return to step 1 and try again. You cannot proceed to
step 4 until the certificates are successfully verified.

c. When the certificate verification is successful, proceed to step 4.
4. Create a Kubernetes secret to contain the certificates, and then apply it to the cluster where the Analytics subsystem runs.
a. Log in to a server that has kubectl access to the Kubernetes cluster where API Connect Analytics is deployed.
For OVA deployments, you must log in to one of the running Analytics VMs as a user with kubectl access.

b. Encode each of the certificate files from step 2 in base64.
There are several ways to encode the file. If cat and base64 are available, then you can run the following command to encode each file:

cat certl.pem | base64 -w 0

Copy the output for each cat command so that you can paste it in the next step.

c. Create a Kubernetes secret and add the certificate.
i. Create a YAML file to contain the secret.

apiVersion: vl
kind: Secret
metadata:
# Change value of name to be whatever you want the secret to be called
name: analytics-br-cert
data:
certl.pem: output of base64 encoded certl.pem
cert2.pem: output of base64 encoded cert2.pem if required

ii. In the file's data section, create a field for each certificate, and paste the corresponding encoded certificate as shown in the example. The value is a
single line, so you do not need to enclose it in quotation marks.
iii. Save the file.
d. Update the cluster with the new certificate.
Run the following command to update the cluster:

kubectl apply -f analytics-br-cert.yaml -n your namespace
where:

e analytics-br-cert.yamlis the secret's file name.
e your namespace is the name of your deployment's namespace. The namespace is only needed for Kubernetes deployments.
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For OVA deployments, you can omit the entire -n your namespace parameter from the command. By default, kubectl s already configured to
match the namespace where your Analytics resources are deployed.

5. Update the Analytics subsystem so that it can use the new secrets.
a. Create an extra-values.yaml file that specifies the names of your certificate and environment variables secret files.
Include the following lines in the extra-values.yaml file, making sure to use the name of your Kubernetes secret (the value of the name field in the metadata
section of the secret, which might not match the file's name):

apic-analytics-storage:
backupSecretCerts: analytics-br-cert

b. Update the Analytics subsystem.
i. Log in to the server where you run apicup, and navigate to the project directory.
In Kubernetes deployments this is probably the same server that you used for step 1, but for OVA deployments it is a different server.

ii. Run the following apicup commands to reinstall the Analytics subsystem using the configuration settings in the extra-values.yaml file.

apicup subsys set analytics extra-values-file=~/extra-values.yaml
apicup subsys install analytics

6. Verify that the certificates were added in the storage logs.
Log in to the host node and use sudo to run the following command:

kubectl logs -n namespace analytics-storage-pod
For OVA deployments, you can omit the namespace parameter and value.
The following confirmation message displays when the pod starts up:

Adding /etc/velox/backup-certs/ca-analytics-backup.pem contents to the system keystore for backup and restore.
Certificate certl.pem was added to keystore

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Disabling the Analytics subsystem on VMware

Disable the Analytics subsystem by shutting down the VM that hosts it.

About this task

Disabling the Analytics subsystem stops the collection and storage of data as well as making the subsystem unavailable. When you disable Analytics, there will be no data
in either the API Manager Dashboards or third-party offloads.

Procedure

1. Back up your Analytics data as explained in Backing up and restoring the analytics database.

2. Disable shard allocation for storage.
Disabling shard allocation is optional, but is recommended because it prevents new shards from being created for replication when a node is unavailable, and helps
avoid corruption issues in full system restarts.

a. Connect to the virtual machine as the API Connect administrator by completing the following steps:
i. Run the following command to connect as the API Connect administrator, replacing ip_address with the appropriate IP address:

ssh ip address -1 apicadm

ii. When prompted, select Yes to continue connecting.
iii. When you are connected, run the following command to receive the necessary permissions for working directly on the appliance:

sudo -i
b. Disable shard allocation for storage by running the following command:

kubectl -n namespace exec -it storage-master|shared pod -- curl_es _cluster/settings -XPUT -d '{"persistent":
{"cluster.routing.allocation.enable":"none"}}'

where:
® namespace is the namespace where the Analytics subsystem is installed.
® storage-master|shared podisthe name of any storage-master or storage-shared pod. You can get the name of your storage pods by running the
following command and substituting in the namespace where Analytics is installed:

kubectl -n namespace get po
When you disable shard allocation, the response looks like the following example:
{"acknowledged":true, "persistent":{"cluster":{"routing":{"allocation":{"enable":"none"}}}},"transient":{}}
Leave the connection open for the next step.

3. Perform a synced flush of storage.
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Flushing the storage is optional, but is recommended because it helps to avoid losing the data that was not yet written to disk. This step flushes all current index
operations synchronously and attempts to write everything that is in flux to disk. Perform a synced flush of storage by running the following command:

kubectl -n namespace exec -it storage-master|shared pod -- curl_es _flush/synced -XPOST

When you flush storage, the response looks like the following example:

{"_shards":{"total":33,"successful":13,"failed":0},".export-status":{"total":1,"successful":1,"failed":0},".apic-config":
{"total":1,"successful":1,"failed":0},".kibana-6":{"total":1,"successful":1,"failed":0},"apic-api-2020.06.19-000002":
{"total":15,"successful":5,"failed":0},"apic-api-2020.06.18-1":{"total":15,"successful":5,"failed":0}}

The operation often fails, and it is safe to rerun it multiple times until it passes and there are all "failed" counts are zero. If it continues to fail after running multiple
attempts over the span of a couple minutes, you can proceed to the next step.

4. Shut down the Analytics VMs.
You can shut down the VMs using one of the following methods:
e Use the VMware console
e sshinto the images and run the shutdown command

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Using VM snapshots for infrastructure backup and disaster recovery

232

You can use VM snapshots to backup and restore the infrastructure used by API Connect on VMware, and also for infrastructure disaster recovery.

Backup and restore procedures for the databases used by IBM API Connect on VMware are described in Backing up and restoring. The procedures back up all of the state
required by API Connect but do not include the underlying infrastructure software or other internal state.

In some scenarios, you may want to perform backups and disaster recovery at an infrastructure layer. You can do this by taking snapshots of the virtual machines or
underlying storage volumes, providing that you follow the constraints described here.

Note that performing backups at the infrastructure layer differs from the standard approach in that not only is the database state backed up, but also the precise state of
the software. This approach can be useful, for example, when testing upgrades of production systems.

e Requirements for taking a consistent backup of an API connect system at the infrastructure level
© An API Connect system can be approximated by the following diagram:

Table 1. API Connect Installation

Virtual machine Virtual machine Virtual machine
Microservices G > Microservices S > Microservices
Databases Femmmmmmme > Databases < Databases

<

| | | | | |
| | | | | |
| Kubernetes | Somommo=omd >|| Kubernetes | Koomoo=o=o >| | Kubernetes |
| | | | | |
| | | | | |

Disk volumes Disk volumes Disk volumes

o The system comprises multiple Virtual Machine images which are running Kubernetes, multiple databases, with the API Connect micro services running on
top. There is transactional communication between the virtual machines which is occurring at all levels of this stack. This communication occurs all the time,
even if the system is seemingly idle.

o Within the system there are multiple stateful or database layers on the software that maintain a consistency protocol. For example eted upon which
Kubernetes is based uses the Raft consensus algorithm. These algorithms depend for consistency on the basic assertion that time flows forwards on all
systems together. If one or more of the virtual machine’s state where to move backwards relative to the others by even the smallest quantum of time then
consistency would be lost and the system might behave badly.

Clearly, if Virtual Machine snapshots are taken across multiple virtual machines it is certain that these snapshots will not be taken at precisely the same time.
The result will be a backup that contains a system state that contains data from snapshots taken at slightly different times. It is possible that such a backup
system may be restored and may appear to work correctly but hidden deep within it there may be undetected inconsistencies that will cause strange
unpredictable errors and inconsistencies later. These issues can be extremely difficult to diagnose.

It is also possible that you can test this procedure successfully multiple times and see no apparent problem occurring. Irrespective of the apparent success
of tests, corruption can be occurring in the system state. For this reason, taking VM snapshots or clones of a running API Connect system is not supported.

e How to take a consistent backup of an API connect system at the infrastructure level
o The only way to take a consistent backup of an API connect system using VM snapshots and clones is to shut down ALL of the virtual machines comprising
the system before taking the snapshot or clone.
o Once the virtual machines are stopped at the VM level, time is effectively frozen. Then a snapshot can be taken on all the VMs. A clone can be made from the
snapshot taken on each VM. This set of clones represent a valid, consistent state that the API Connect system was in when it was shut down.
o Once all of the snapshots and clones have been taken the original API Connect system can be restarted.
e Restoring an API Connect System from VM clones
o The Cloned VMs represent a valid state of the original API Connect system. They will restart in exactly the same way as the original system restarted.
o If the objective is to stand up another instance of the cloned API connect system for testing or DR purposes, the following must be true:
= The original system and the cloned system must be isolated from one another. The clone will be using the same hostnames and IP addresses as the
original and so must be stood up in a separate virtual machine hosting environment with Network Address Translation between itself and any network
to which the original system is stood up.
= The cloned system must be stood up in an identical environment in terms of its hardware, software and network.
e Disaster Recovery approaches using Disk Replication:
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o A common DR approach used by enterprises is to use disk based replication. In this case, a storage controller such as IBM’s San Volume Controller provides
Copy Services. You can use Copy Services to create a completely consistent copy of a set of disks. IBM calls this feature Synchronous Remote Copy or
MetroMirror. Other storage vendors have similar features.
If you use Remote Copy to synchonize disk images to a DR site then IBM will support API connect used with these systems so long as the copy at the DR site
is completely consistent. Ensuring this consistency is the responsibility of the storage controller and its configuration. It is critically important to ensure that
ALL of the disk volumes for all of the VMs or nodes in the entire API Connect system are in the same remote copy consistency group as shown below. This
ensures that DR scenarios do not create inconsistent volumes. If the disks are not in the same consistency group then the copy will not be managed
consistently and the system will not be supported.

Table 2. API Connect Installation and corresponding Disaster Recovery site

Virtual Virtual machine Virtual Virtual Virtual Virtual
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—————————————————— Group ------------> | | |
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| | |
____________ |
| || |
Copy Services
Storage Controller | Disaster Recovery | |
Site

e Infrastructure based backup of API Connect using vSphere
o The following procedure outlines steps to clone a VMware instance of API connect v2018, using the following topology:

= 3 Management Nodes
= 3 Portal Nodes
= 3 Analytics Nodes
= 3 Gateways
o Each of these components has a load balancer with its own IP address. The load balancers all sit on a single VM. The cluster is installed and configured on 13
VMs in VMware. In this example, the system was populated with data and APIs. These should first be tested to ensure that all published APIs respond as
expected. Once this is done, use vSphere UI to complete the following steps:
1. Power off VMs
To power off the VMs in sync, schedule a “shutdown guest OS” such that all the VMs shutdown at the same time. Although the shutdown does not occur at
exactly the same instant, this does allow the shutdown for every machine to be as close in time as possible.

2. Take snapshots
Take snapshots of each VM after shutdown. Using the scheduling feature in the UI, schedule a snapshot of all the VMs at the same instant. If cloning should
adversely affect the system in any way then the original VMs can be reverted back to these snapshots.

w

Clone VMs
Use the clone feature of the UI to create a clone of each VM. This VM should sit in the same resource pool as the original cluster. This is simply an exact copy
of the disks of the original machine. The clones and originals are in no way coupled.

4. Power on clones
Schedule the power-on for each clone VM such that all the clone VMs power on simultaneously. Once this is done, test the cluster to ensure that the APIs
respond as expected. For the example cluster topology shown earlier on this page, it can take a couple of hours after power-on for all the APIs to respond as
expected.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Using APICUP to reconfigure
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You can use APICUP to change configuration of a subsystem after completion of initial installation.

The Install Assist utility (APICUP) is used to configure and complete initial installation of all subsystems, in both Kubernetes and VMware deployments. After initial
installation, you can use the same apicup commands to reconfigure some of the settings from your existing deployment without having to completely reinstall the
subsystem.

For example, if you did not configure optional features such as backup/restore or logging during initial installation, you can configure them later.

Note: Both Kubernetes and VMware deployments include subsystem settings that cannot be reconfigured without a complete deployment. For example, for the
Management Service these settings include hosts, endpoints, interfaces (public-iface, traffic-iface), IP ranges of the Kubernetes pod and the service networks
(k8s-pod-network, k8s-service-network), and backup volume size cassandra-volume-size-gb. Before reconfiguring, review the installation instructions for
your subsystem to determine which settings are optional during initial installation and thus able to be updated later. See the section Installing and upgrading on
Kubernetes.

For both initial installation and reconfiguration, you specify configuration values by using apicup subsys set commands, and then activate them with apicup subsys
install.

apicup subsys set <subsystem name> <parameter name>=<parameter_value>
apicup subsys install <subsystem name>

For example, the following commands configure backup for the management subsystem mgmt, either during initial install or after initial install:

apicup subsys set mgmt cassandra-backup-auth-user=MyUsername cassandra-backup-auth-pass=MyPassword
apicup subsys set mgmt cassandra-backup-host=<hostname>

apicup subsys set mgmt cassandra-backup-path=</backups>

apicup subsys set mgmt cassandra-backup-port=<22>

apicup subsys set mgmt cassandra-backup-protocol=<sftp, objstore>

apicup subsys set mgmt cassandra-backup-schedule=<"Q 0 * * *">

apicup subsys set mgmt cassandra-max-memory-gb=16 cassandra-cluster-size=3

apicup subsys set mgmt cassandra-volume-size-gb=<50>

apicup subsys set mgmt create-crd=<true>

apicup subsys set mgmt external-cassandra-host=<hostname>

apicup subsys install mgmt

On initial installation, the APICUP utility installs a Helm chart along with configuration values contained in apiconnect-up.yml. On subsequent invocations of apicup
subsys install, APICUP checks to see if a saved combination of Helm chart and configuration values exists. If it does, APICUP checks to see if the configuration values
have been updated, and if so, then a Helm update is triggered. If the combination of Helm chart and values is unchanged, then the subsystem is not changed. In this way,
you can reconfigure as needed without having to completely redeploy and reinstall the subsystem.

e Converting installation mode
You can switch an API Connect installation between dev mode and standard mode.
¢ Increasing the memory allocation for the management database
You can increase the maximum memory allocation for the management database in a running deployment.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Converting installation mode

You can switch an API Connect installation between dev mode and standard mode.

About this task

The supported installation mode options are: dev and standard. Mode is set for each subsystem type: Management, Analytics, Developer Portal, Gateway Service.

e Development mode (dev) deploys a subsystem with the scale of one; a single node, non-HA subsystem. The recommended use for dev mode is for development
and testing.
Note: While it is possible to use dev mode installations in a production deployment, it is not recommended. The dev mode does not provide the failover resiliency
nor the downtime guarantee that is needed to maintain high availability (HA) production deployments.

e The standard mode deploys in HA mode for a production environment. The standard mode is supported for installation of production environments that consist
of three or more nodes. The standard mode is not supported for less than three nodes.

o If not explicitly set, the installation mode defaults to dev (development). To specify standard mode:

apicup subsys set [subsys-name] mode=standard

Note: Prior to Version 2018.4.1.4, the default mode was standard.
e Ifyouinstalled in standard mode, but have less than three nodes, you can convert to dev mode. You must convert each subsystem.
e If you installed in dev mode, you can convert to standard mode. You must convert each subsystem.

Complete the following steps to determine your mode and, if necessary, convert the mode:

Procedure
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1. Review the output from the command: apicup subsys get
<subsystem_name>.
For example, apicup subsys get mgmt:

e VMware (OVA) environment output:

Appliance settings

Name Value Description

mode standard

e Kubernetes output:

Kubernetes settings

Name Value Errors

mode standard

2. If you need to convert the mode, following the appropriate instructions:
e Converting dev mode to standard mode on VMware
e Converting dev mode to standard mode on Kubernetes
e Converting standard mode to dev mode on VMware
e Converting standard mode to dev mode on Kubernetes

e Converting dev mode to standard mode on VMware

You can convert your API Connect installation on VMware from dev mode to standard mode.
e Converting standard mode to dev mode on VMware

You can convert your API Connect installation on VMware from standard mode to dev mode.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Converting dev mode to standard mode on VMware

You can convert your API Connect installation on VMware from dev mode to standard mode.

About this task

To review the installation modes, see Converting installation mode.

Procedure

1. Use apicup to convert to standard mode.
apicup subsys set <subsys> mode=standard

2. Create hosts and interfaces for two more nodes, to bring the total number of nodes to three.
a. Create hosts:

apicup hosts create mgmt hostname.domainname hd password
To review host creation for your subsystem type, see:

e Step 12 in Deploying the Management subsystem in a VMware environment
e Step 11 in Deploying the Analytics subsystem in a VMware environment
e Step 12 in Deploying the Developer Portal in a VMware environment

b. Create interfaces. For example:

apicup iface create mgmt hostname.domainname physical network id host ip address/subnet mask gateway ip address

To review interface creation for your subsystem type, see
e Step 13 in Deploying the Management subsystem in a VMware environment
e Step 12 in Deploying the Analytics subsystem in a VMware environment
e Step 13 in Deploying the Developer Portal in a VMware environment
3. Install the new plan in a new <plan-dir>, which will generate 3 ISOs.

apicup subsys install <subsys> --out <plan-dir>
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4. Configure the 3 virtual machines to attach their respective ISOs at boot.
Follow the steps in the installation instructions for your subsystem type:

e Deploying the Management subsystem in a VMware environment
e Deploying the Analytics subsystem in a VMware environment
e Deploying the Developer Portal in a VMware environment
Restart the first node, which initially was a dev node.
Start the second node.
Start the third node.
To review your installation mode, use apicup subsys get
<subsystem_ name>.
For example, apicup subsys get mgmt:

® N oo

Appliance settings

Name Value Description

mode standard

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Converting standard mode to dev mode on VMware

You can convert your API Connect installation on VMware from standard mode to dev mode.

About this task

To review the installation modes, see Converting installation mode.

Procedure

For each subsystem in your deployment, complete the following steps:

1. Use the following apicup command to convert to Dev mode:

# ./apicup subsys set [subsys-name] mode=dev
# ./apicup subsys install [subsys-name]

2. Remove all replica sets. Use ssh to access the VM, and use the following command:
sudo kubectl --kubeconfig /etc/kubernetes/admin.conf delete rs --all

3. To review your installation mode, use apicup subsys get
<subsystem_ name>.
For example, apicup subsys get mgmt:

Appliance settings

Name Value Description

mode dev

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Increasing the memory allocation for the management database

You can increase the maximum memory allocation for the management database in a running deployment.

Before you begin
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When increasing the memory allocation, complete a manual backup of the management database and Portal subsystem just prior to changing the allocation. Note that this
backup is in addition to any scheduled backups that you have configured. The manual backup ensures that any data changes that occurred after the most recent
scheduled backup are captured.

For details on creating a backup, see Backing up the management subsystem in VMware environments and Backing up and restoring the Developer Portal in a VMware
environment.

About this task

Starting with API Connect version 2018.4.1.3, you can increase the maximum memory allocation for the management database in a running deployment. This procedure
works for both Kubernetes and OVA environments. All the pods in the API Connect cluster must be up and running to increase the maximum memory value in a running
deployment.

Procedure

1. Ensure all pods are up and running using the kubectl get pods command.
2. Use the following apicup command to increase the maximum memory:

apicup subsys set <MANAGEMENT SUBSYS NAME> cassandra-max-memory-gb <new_value>
3. Reinstall the management subsystem to push the change to the cluster. This may take several minutes as each pod updates.

apicup subsys install <MANAGEMENT SUBSYS_NAME>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Enabling Analytics ingestion-only on VMware

Enable the ingestion-only configuration by redeploying the IBM® API Connect Analytics subsystem with the ingestion-only configuration setting.

Before you begin

Only complete this task if you want to offload all analytics data and disable the Analytics feature in the user interface. If you want to retain the data or allow users to
access the Analytics user interface, skip this task and instead see Configuring analytics offload for API Connect.

About this task

If you choose to offload all analytics data to third-party services and have no need to retain the data in API Connect, you can configure the Analytics service with the
ingestion-only setting. If you offload data and then separately disable the Analytics UI, the associated components are still deployed and require system resources.
Configuring Analytics for ingestion-only removes unused Analytics components (such as analytics-storage and analytics-client) from the topology and only deploys the
components required for offloading data (such as analytics-ingestion and analytics-mq-kafka). The reduced topology requires less CPU, memory, and storage.

Procedure

1. Remove the Analytics service from your API Connect deployment by completing the following steps.
a. Unassociate the Analytics service from all gateway services as explained in step 7 in the topic, Associating an analytics service with a gateway service.
b. Unregister the Analytics service from Cloud Manager.
You can unregister the service from the Topology page: click the Options menu next to the service name and select Delete. For information on registering
services, see Registering an analytics service.

2. Create an extra values file to specify the URL of the offload endpoint where all analytics data will be routed.
You can choose the name for the file, but you must use .yaml as the file-name extension. Format the file as shown in the following example, making sure to include
required settings for the third-party system.

apic-analytics-ingestion:
outputOffload: |-
elasticsearch {
hosts => "http://offload endpoint:port"
index => "api-call"

}

For information about configuring analytics offloading, see Configuring analytics offload for API Connect.

3. Run the following apicup commands to reinstall the Analytics subsystem using the configuration settings in the extra values file:

apicup subsys set analyt ingestion-only=true
apicup subsys set analyt extra-values-file=extra-values.yaml
apicup subsys install analyt

4. Add the new Analytics service to your API Connect deployment by completing the following steps.
a. Register the new Analytics service with the Cloud Manager.
Attention: When you register an Analytics service that is configured for ingestion-only, you must use the ingestion endpoint and the ingestion TLS profile
instead of the client endpoint and TLS profile.
For information on registering a service with the Cloud Manager, see Registering an analytics service.
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b. Associate the Analytics service with a gateway service as explained in Associating an analytics service with a gateway service.

Results

All analytics data is routed directly to the offloading endpoint, the Analytics UI is disabled, and no data is retained in API Connect.
In addition, the following Analytics configuration settings will not be validated or used when ingestion-only is set to enabled:

® coordinating-max-memory-gb
* data-max-memory-gb

® data-storage-size-gb

® master-max-memory-gb

®* master-storage-size-gb

® analytics-client

® es-storage-class

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Disabling Analytics ingestion-only on VMware

Disable the ingestion-only configuration by redeploying the IBM® API Connect Analytics subsystem with the ingestion-only value set to false.

About this task

When you previously configured Analytics for ingestion-only, you deployed only a subset of the Analytics components. If you want to disable the ingestion-only setting,
redeploy the subsystem to ensure that all components are available.

Procedure

1. Remove the Analytics service from your API Connect deployment by completing the following steps.
a. Unassociate the Analytics service from all gateway services as explained in step 7 in the topic, Associating an analytics service with a gateway service.
b. Unregister the Analytics service from Cloud Manager.
You can unregister the service from the Topology page: click the Options menu next to the service name and select Delete. For information on registering
services, see Registering an analytics service.

2. Generate the analytics-client-ingress certificate (if you initially created this certificate, it was removed when you deployed using the ingestion-only
configuration).
For information, see Working with certificates.

3. Run the following apicup commands to install the complete Analytics subsystem:

apicup subsys set analyt ingestion-only=false
apicup subsys install analyt

4. Add the new Analytics service to your API Connect deployment by completing the following steps.
a. Register the new Analytics service with the Cloud Manager.
For information on registering a service with the Cloud Manager, see Registering an analytics service.

b. Associate the Analytics service with a gateway service as explained in Associating an analytics service with a gateway service.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting rate limits for public APIs on the management service for a VMware
environment

Describes the procedure for setting a rate limit for public APIs on the management service. Rate limits provide protection from DDoS (distributed denial of service)
attacks.

Before you begin

Note: This article refers to third-party software that IBM does not control. As such, the software may change and this information may become outdated.
These instructions assume you have the kubectl command-line tool installed. For more information, see https://kubernetes.io.

About this task
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Rate limits can be set for public APIs on the management service. Rate limits on APIs help provide protection from DDoS (distributed denial of service) attacks. Without a
rate limit, API calls from public APIs are unlimited.

The rate limit configuration requires that the header contains the actual client IP address. Any load balancer or proxy (for example, HAProxy) that is installed in front of the
management service must be configured to pass the actual client IP address.

This procedure must be performed on a running API Connect deployment.
This feature is available in API Connect versions 2018.4.1.1 and higher.

Rate limits are calculated as requests per seconds per client.

Procedure

e Setarate limit:
1. Add the following entries to an extra-values-file:

juhu:
rateLimitPerClient: 10
limitRequestOption: "burst=10 nodelay"

In this example, the first option sets the rate to 10 requests per second (10r/s). The second option allows 10 requests boosted without delay within < 1
second. You can customize as needed.

The rateLimitPerClient property sets rate, and 1imitRequestOption sets [burst=number] [nodelay | delay=number] in the following
nginx configuration:

limit_req_zone key zone=name:size rate=rate;
limit_req zone=name [burst=number] [nodelay | delay=number];

e Note that zone has been pre-defined and can't be configured. For details, see the nginx.org doc Module ngx_http_limit_req_module.
e If you don't have an extra-values-file, you can create a new one. See Creating an extra values file in a Kubernetes environment.
2. Run apicup to update the settings in the deployed Management subsystem.

apicup subsys install <management-subsystem>

Note: If the rate limit has been reached on the management subsystem, the client will get an HTTP error: 429 Too Many Requests.

w

Validate that the juhu pod has restarted by listing the pods:

kubectl get pods -n <namespace> | grep juhu

B

Check the AGE column to ensure a new juhu pod has started.
If the older juhu pod is still running, delete it with the following command:

o

kubectl delete pods -n <namespace> <old-juhu-pod>

e Disable a rate limit:
1. Validate that the juhu pod has restarted by listing the pods:

kubectl get pods -n <namespace> | grep juhu

2. Check the AGE column to ensure a new juhu pod has started.
3. If the older juhu pod is still running, delete it with the following command:

kubectl delete pods -n <namespace> <old-juhu-pod>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Dynamically re-registering and reconfiguring a Gateway service in a VMware
deployment

In API Connect, Gateway services do not persist their configuration settings by default. Instead, the master configuration is stored on the Management server and the
Dynamic Reregistration and Reconfiguration (DRR) mechanism resynchronizes configuration data when needed. The DRR process is used when proper High
Availability/Disaster Recovery (HA/DR) is not configured, or if a manual resynchronization is required.

If a Gateway service is not configured properly for resiliency and is restarted, the gateways in the Gateway service will lose the configuration from the Management server.
Configuration data from the Management server is maintained on the gateway service according to the gateway peering configuration on the gateways.

Preventing the loss of configuration data

For high availability in production environments, use a minimum of three gateways in the Gateway service. In non-production environments, if a single gateway is used,
then availability can be improved by ensuring the persistence setting on the gateway peering configuration is set to local:// or RAID; these settings apply to virtual and
physical appliances only.

Forcing re-population of the configuration data
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To repopulate the configuration data, complete the steps in the following section to trigger an outage-less DRR.

Triggering an outage-less DRR

To force a Dynamic Reregistration and Reconfiguration across a peer group from within the gateway service without requiring a restart, complete the following steps using
the CLI. This process flushes the primary peering object configured for the apic-gw-service. This task can only be performed with CLI, and requires the default admin ID
for running the diag command.

1. Use ssh to connect to gateway service.
2. Switch to the API Connect application:
switch <APIC APP DOMAIN>
3. Show the current gateway-peering-status:
show gateway-peering-status
4. If the server to which the ssh connection was made is not primary for the apic-gw-service gateway-peering object, force this server to become primary:

config; gateway-peering-switch-primary <gateway-peering-name-for-apic-gw-service>;

o

. Flush the apic-gw-service gateway-peering object:

diag; gateway-peering-flush <gateway-peering-name-for-apic-gw-service>; exit

o

Disable and then re-enable the apic-gw-service object for every member of the gateway service:

config; apic-gw-service; admin-state disabled; exit
apic-gw-service; admin-state enabled; exit; exit

~

. Confirm that the apic-gw-service was flushed and is now waiting for gateway service registration:
Look in the debug log target for the apic-gw-service, located in logtemp:/// and check for a message similar to the following example:

20200618T232339.332Z [0x88e000d7] [apic-gw-service] [notice]
apic-gw-service (default): tid(2653): Waiting for gateway service registration.

The DRR will be triggered by the next arrival of a webhook event. Starting with API Connect Version 2018.4.1.2, the Management server sends a heartbeat to the
gateway at five-minute intervals, prompting the gateway to check whether it has lost its configuration and if so, trigger a DRR. In Version 2018.4.1.8 and later, if the
Management server has previously marked a Catalog or cloud as being unavailable for a particular gateway service, a successful heartbeat triggers synchronization
for that Catalog or cloud on that gateway service.

8. (Optional) Force a BAU webhook event to be sent from API Manager to trigger the DRR:
If you do not want to wait for the Management server to send a heartbeat, you can trigger the DRR manually by completing the following steps:

a. Open the API Manager.
b. Open the Catalog.

d. Update the Summary field with some text so that it is modified.
e. Click Save.

When the event is received, the DRR is initiated.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Adding disk space to a VMware appliance

Increase disk space on the VMware appliance.

About this task

For multi-node deployment of the appliance, only one VM at a time should have its disk space augmented. The subsystem should be in good health before proceeding to
the next node. Health of the subsystem can be checked with apicup subsys health-check <subsystem-name>.

Procedure

1. Shutdown the virtual machine, either by issuing a shutdown command as root from the VM, or by using the VMware console or command line interface.
For example, use the VMware console user interface and click the red rectangle.

2. Use either the VMware console or command line interface to add a new device to the VM, of type Hard Disk and of the desired size to be added to the appliance.
For example, on the VMware console:
a. Click Edit settings.
b. Click Add new device. From the drop-down menu, select Hard Disk.
c. Enter size in GB and click OK.
3. Use either the VMware console or the command line interface to power on the VM.
As the VM starts it should detect the newly added disk and use it to augment the available capacity for the /data/secure mount point.
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4. Optionally you may verify that a new disk sde was added (or sdd if you already added one disk, and so on). Log in to the server and observe the new disk. For

example:

root@apimdevl1139:~# lsblk

NAME MAJ:MIN RM SIZE RO
sda 8:0 0 100G O
F—Sdal 8:1 0 99.9¢ 0
|-sda14 8:14 0 aM 0
L-sdal5 8:15 0 106M O
sdb 8:16 0 2506 0
Lapiconnect-data 252:0 0 260G O

L apicSecureDisk 252:1 0 260G O
sdc 8:32 0 106 O
Lapiconnect-data 252:0 0 260G O

LapicSecureDisk 252:1 0 260G O
sr0 11:0 1 44K O

TYPE MOUNTPOINT
disk

part /

part

part /boot/efi
disk

lvm

crypt /data/secure
disk

lvm

crypt /data/secure
rom

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Running a filesystem check on a VMware root partition

You can run a filesystem check on the appliance root filesystem at boot time.

About this task

If the appliance root filesystem is mounted read-only because it is corrupt, use the following steps to run fsck on root partition:

Procedure

1. Access to the VMware console for the Appliance, and after causing it to reboot, make sure to bring up a console to the appliance (as needed to give focus to the
window by clicking the mouse into it), and press the Esc key repeatedly.

You will see a boot screen similar to the following:

GNU GRUB v2.02

- Ubuntu
- Advanced options for Ubuntu

Press Enter to boot the selected 0S, 'e' to edit the commands
before booting or 'c' for a command-line

N

For example, the boot screen contents resemble:

GNU GRUB v2.02

set params 'Ubuntu'
fsck.mode=force
fsck.repair=yes

Press Ctrl-x or F10 to boot

3. Press F10 to boot.

. Press e to edit the commands before booting, and add the lines £sck .mode=force and fsck. repair=yes.

4. The following command should show that fsck was run recently:

root@ip-230:~# sudo tune2fs -1 /dev/sdal | grep "Last checked"
Last checked: Wed Jul 1 19:32:25 2020

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Managing an appliance data disk

You can use apic commands to manage appliance data disks in your VMware deployment.

The API Connect deployment on VMware uses 2 partitions. The first contains the base operating system, while the second is encrypted so that any customer data that is

stored on disk uses the encrypted volume. Encryption is done with Linux Unified Key Setup (LUKS) disk encryption.
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During installation of each API Connect subsystem, you specify a password HD-PASSWD when configuring the host:

apicup hosts create <SUBSYS> <HOSTNAME> <HD-PASSWD>

If you want to force a restart of processes, without requiring a full restart of the virtual machine, you can use the command apic lock to stop the Kubernetes node on
the virtual machine and lock the secured storage. When you are ready to restart processes, you can use apic unlock to restart the Kubernetes node. The command
apic

unlock uses the password to unlock the partition so that files can be read from it and written to it. The unlock command also starts the apic daemon, also known as the
appliance-manager service

You can check that status of this service with:

sudo systemctl status appliance-manager

One appliance-manager daemon runs on each node, where it manages the Kubernetes cluster, processes update and upgrade requests, and gathers logs.

apic command Description

lock Shut down appliance services and lock the secured storage
logs Retrieve logs from all nodes in the cluster

status Report on cluster status

unlock Unlock the secure storage and start the appliance
version Get the API Connect appliance base version

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Troubleshooting the API Connect upgrade on VMware

Troubleshoot your API Connect upgrade on VMware.

Note: Do not install any extra software or run any commands on the VMs that are not documented in the IBM documentation or otherwise advised by IBM. When
troubleshooting API Connect, do not use kubectl exec commands to access API Connect pods unless advised by IBM. Do not make any changes on the deployed VMs
unless documented here or otherwise advised by IBM. Attempting to manually update packages, adding new users, or installing new software will likely cause problems.
Operating system updates are handled by API Connect fix packs.

e Restarting unhealthy cassandra pods
e Recreating a calico pod that is in the CrashLoopBackOff state

Restarting unhealthy cassandra pods

If you complete an upgrade and find that one or more of the cassandra pods (prefixed with apiconnect-apiconnect-cc) are not responding:

1. Run the following checks to verify that the pods require a restart:
e Check the status of the pods to see if they are marked as Running but not Ready as in:

apiconnect-apiconnect-cc-g4rhq 0/1 Running
e Check the describe of the pods for an event log with a warning similar to the following example:

Warning Unhealthy 2més (x177 over 38m) kubelet Readiness probe failed: Cassandra is either decommissioning or
upgrading

2. Restart each pod by deleting it with the following command (which recreates the pod):
kubectl delete pod <pod name>

Note: If there are multiple cassandra pods in this state, then delete them one at a time' wait until the previously deleted pod comes up and shows as Running in
the Ready state before deleting the pod.

Recreating a calico pod that is in the CrashLoopBackOff state

If you complete an upgrade and find that one or more of the calico pods are in the CrashLoopBackO£ £ state, you can delete the pod to recreate it. Complete the
following steps:

1. Get the names of the calico pods:

kubectl -n kube-system get pods | grep calico

N

. Recreate each pod by deleting it with the following command:
kubectl -n kube-system delete pod <calico pod name>

e Checking cluster health on VMware
You can use apicup to check the health of the API Connect clusters in your VMware deployment.
¢ Determining status of a cluster on VMware
You can determine the health of an API Connect cluster on VMware
e Obtaining simple health check data of Developer Portal sites by using a REST API call
Call a simple health check API from your external load balancer to dynamically determine whether a specific Developer Portal site in a cluster is working. This API
call can be used by a load balancer to help determine where to route traffic.
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¢ Monitoring the network with SNMP
Presents a table of OID trees that you can poll using SNMP Get.
e Gathering logs for a VMware environment
The generate_postmortem. sh script gathers all logs for troubleshooting and diagnostics.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Checking cluster health on VMware

You can use apicup to check the health of the API Connect clusters in your VMware deployment.

Note: The apicup health check command is available on Version 2018.4.1.6 or later. For deployments on Version 2018.4.1.5 or earlier, use the instructions on
Determining status of a cluster on VMware.

The health-check command checks a number of criteria to determine the health of their cluster. When all criteria are successfully met, the command displays no
output, and exits with a status of 0. When one or more criteria are not met, the command stops processing and displays a message with the failure and exits with a status
of 1.

The command takes no arguments. The only option is the --verbose flag. If --verbose is set the command prints all checks that were performed.
The health-check is run against the namespace that is specified in apiconnect-up.yaml.
The command verifies that for the specified subsystem:

e The apicup version matches the API Connect release version.
e All cluster members are running the same API Connect release version.
e All cluster members have a deployment status of Done.
e Docker is running.
e kubelet is running
e The installed subsystem matches the subsystem deployed to Helm.
e For each expected Helm release, the deployed Chart version matches the apicup version.
e All Kubernetes-defined nodes are running.
e The Kubernetes Control Plane pods are running:
© etcd/kube-apiserver
© kube-system.kube-controller
© kube-scheduler
© kube-apiserver-proxy
e The add-on Kubernetes Deployments are fulfilled:
O coredns
© metrics-server
© tiller-deploy
e The add-on Kubernetes DaemonSets are fulfilled:
© calico-node
© ngress-nginx-ingress-controller
© kube-proxy

Syntax:

Usage:
apicup subsys health-check <SUBSYS> [flags]

Flags:
-h, --help help for health-check
--kubeconfig string (optional) absolute path to the kubeconfig file (default "/Users/<username>/.kube/config")
-v, --verbose Verbose output

Global Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging

Example usage, for a subsystem named mgmt:
../apicup subsys health-check mgmt
Note:

e The command flag --kubeconfig string does not apply to deployments on VMware.
e Inamulti-node OVA cluster, the apicup subsys health-check command does not return status information if a majority of the nodes are down. To obtain
status information, start more nodes. Status is returned only when a quorum is achieved.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Determining status of a cluster on VMware
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You can determine the health of an API Connect cluster on VMware

About this task

At any time, you can review the status of the API Connect cluster. You should review the status before and after doing configuration tasks such as upgrading.

Note: For Version 2018.4.1.6 or later, you can also use apicup subsys health-check. See Checking cluster health on VMware
Do not use these instructions on Kubernetes. See Determining status of a cluster on Kubernetes.

Procedure

1. Verify that the installer version matches your API Connect product version.
a. Check the apicup version. For example:
$ ./apicup version
APIConnect 2018.4.1.3
Installer 4.0.0

Note that for API Connect 2018.4.1.5, the Installer version is 5.0.0.

o

On each appliance, run apic version:
Example output:

INFO[0000] Log level: info
Appliance base 1.3.0
GitCommitSha:2018.4.1.2-11-g617cflf
Packages:

- appliance-base:1.3.0

- appliance-runtime-1.3.0:1.0.0

- subsystem-management:2018.4.1.3

Verify the version number on the subsystem line. The previous example shows, for the management subsystem, version 2018.4.1.3 on the line
subsystem-management:2018.4.1.3.

The Analytics subsystem displays as subsystem-analytics. The Developer Portal displays as subsystem-portal.

2. Ensure that all nodes have an installation status of DONE.
Run apic status:

sudo -i
apic status

Ensure that the output for each node says:

Install stage: DONE
Upgrade stage: UPGRADE DONE

If a node has recently been restarted, the install or upgrade stage might not show DONE. In this case, wait a few minutes for background processing to complete and
view the status again.

Note that the status command always returns a value for Upgrade stage:, even when an upgrade has not been attempted. In this scenario, the value might not
be UPGRADE_DONE. This is normal and can be ignored.

Note: In a multi-node OVA cluster, the apic status command does not return status information if a majority of the nodes are down. To obtain status information,
start more nodes. Status is returned only when a quorum is achieved.
3. Ensure that all Kubernetes nodes have a status of READY:

kubectl get nodes

4. Verify that the subsystem Helm release was successful
The Helm release name(s) depend on the subsystem type you are checking. Subsystem type to helm release name:
Subsystem Helm release
management apiconnect, cassandra-operator
analytics apic-analytics
portal apic-portal

Run helm 1s to show the releases. Ensure that each release for each subsystem has a status of DEPLOYED:

# helm 1s

NAME REVISION UPDATED STATUS CHART

NAMESPACE

apiconnect 1 Wed Apr 3 11:58:54 2019 DEPLOYED apiconnect-2.0.0
default

cassandra-operator 1 Wed Apr 3 11:58:38 2019 DEPLOYED cassandra-operator-1.0.0
default

If any release is not DEPLOYED, open a ticket with IBM Support, to obtain assistance with troubleshooting the release.

o

. Check that the deployed charts are the correct version.
This check needs to be performed on only one node. See the previous steps to determine the Helm release name(s) for the subsystem type.

e Version 2018.4.1.4 or later
Run the command helm get [release-name] | grep
productVersion | head
-1

# helm get values apiconnect | grep productVersion | head -1
productVersion: 2018.4.1.4
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If the previous command returns productVersion: "", the deployed charts are for a version prior to 2018.4.1.4. See the following instructions.

e Version 2018.4.1.3 or earlier
e Management subsystem
e Runhelm get apiconnect | grep apiconnect/apim[:] | head -1.Compare output to the following table to determine chart
productVersion:

Image output Chart productVersion
image: "apiconnect/apim:2018.4.1-223-5e98505"|2018.4.1.0

image: "apiconnect/apim:2018.4.1-267-7151665"|2018.4.1.1

image: "apiconnect/apim:2018.4.1-339-0d1c113"|2018.4.1.2

image: "apiconnect/apim:2018.4.1-391-e1df735"|2018.4.1.3

e Runhelm get cassandra-operator | grep apiconnect/cassandra-operator([:] | head
-1. Compare output to the following table to determine chart productversion.
Chart
Image output productVersion
image: "image: 2018.4.1.0

"apiconnect/cassandra-operator:2018-10-27-11-34-27-
b30560eb3775c558£8438abb8e084ed97ca8a34£"
image: "image: 2018.4.1.1
"apiconnect/cassandra-operator:2018-11-13-14-39-43-
cac5b0e471£011258£38b92c695%9e4c30bc21b08"
image: "image: 2018.4.1.2
"apiconnect/cassandra-operator:2019-01-07-17-52-36-
a571b8b69248e7afd5aac06ca5196££eb8£d7875"
image: "image: 2018.4.1.3
"apiconnect/cassandra-operator:2019-02-19-01-57-00-
77482ccb867d08277e9985a3a75cb86385720523"

e Portal subsystem
Runhelm get apic-portal | grep apiconnect/portal-web[:] | head
-1. Compare output to the following table to determine chart productversion.

Image output Chart productVersion

image: 2018.4.1.0
apiconnect/portal-web:2018.4.1-385444eb87824c93e42c85412a£8088eac8c7bb9-335

image: 2018.4.1.1
apiconnect/portal-web:2018.4.1-ea%a86af8cf6£9e241£29f9a7ad860991e017d29-514

image: 2018.4.1.2
apiconnect/portal-web:2018.4.1-8e3c67alec93f9%eda7411286b75el19becaab0£fb0-773

image: 2018.4.1.3
apiconnect/portal-web:2018.4.1-31b0250446£d1660cc4622£44b7£8317391c536d-948

e Analytics subsystem
Run helm get apic-analytics | grep apiconnect/analytics-client[:]
| head -1.Compare output to the following table to determine chart productversion:

Chart
productVersion

image: 2018.4.1.0
"apiconnect/analytics-client:2018-10-18-17-32-08-
ba640482b2659c37905271d6a318fa0fc902aebd"

image: 2018.4.1.1

"apiconnect/analytics-client:2018-11-21-11-19-56-
ba640482b2659c37905271d6a318fa0fc902aebd"

image: 2018.4.1.2

"apiconnect/analytics-client:2019-01-07-15-16-59-
9£f8clb7bb4a8£9a0b£f9529babl66£752821b62e4"

image: 2018.4.1.3

"apiconnect/analytics-client:2019-02-12-12-52-40-
700d61£fblc2££2c9860d6d75£1620fbceeab4d6"”

6. Review the results of the previous step, and ensure that the product version matches the apicup version and the appliance version.
If the chart version is wrong it is likely that either the wrong version of Install Assist was used for apicup subsys install, or anold --plan-dir was passed to
the install command. Verify the correct version of apicup is being used and try to re-install by using apicup subsy install.Itis safe to run the command
multiple times.

Image output

7. Use kubectl to check the deployments and validate that the number of deployments matches for DESIRED, CURRENT, and AVAILABLE.
If the numbers don't match, it is possible that one of the pods is still starting, or is having problems. Another possibility is that Kubernetes encountered problems
trying to scale down an old replica set. Check for replica-sets that are for the same deployment and have a number count greater than 0 for DESIRED. Note that the
replica-sets for a deployment start with the same name.

You can use kubectl get rs to try to determine why the replica-set is not scaling down. For example, the following output shows a cluster in a non-healthy state.

# kubectl get deployments
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
3

apiconnect-a7s-proxy 3 3 1 2h
apiconnect-apim-v2 3 3 3 3 2h
apiconnect-client-dl-srv 2 3 2 1 2h
apiconnect-juhu 3 4 2 2 2h
apiconnect-ldap 3 4 2 2 2h
apiconnect-lur-v2 3 4 2 2 2h
apiconnect-ui 2 3 2 1 2h
cassandra-operator-cassandra-operator 1 1 1 1 2h
# kubectl get rs

NAME DESIRED CURRENT READY AGE
apiconnect-a7s-proxy-56c9£975c 3 3 1 9m
apiconnect-apim-v2-55d77d££65 3 3 3 2h
apiconnect-client-dl-srv-56c£d98dd5 2 2 0 9m
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apiconnect-client-dl-srv-6bc7d48477 1 1 1 2h
apiconnect-juhu-744db85f 2 2 0 9m
apiconnect-juhu-744£9cbc89 2 2 2 2h
apiconnect-ldap-6c855d4b 2 2 2 2h
apiconnect-ldap-d599cb954 2 2 0 9m
apiconnect-lur-v2-79556d69c 2 2 0 9m
apiconnect-lur-v2-7£97c7b8b5 2 2 2 2h
apiconnect-ui-69c8df97 2 2 0 9m
apiconnect-ui-84c97657c5 1 1 1 2h
cassandra-operator-cassandra-operator-7c88b6b889 1 1 1 2h

8. Verify that the DaemonSets are fulfilled.
For each subsystem run kubectl get ds and ensure that the values match for DESIRED, CURRENT, and READY.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Obtaining simple health check data of Developer Portal sites by using a REST API call

Call a simple health check API from your external load balancer to dynamically determine whether a specific Developer Portal site in a cluster is working. This API call can
be used by a load balancer to help determine where to route traffic.

About this task

You can use the site health REST API to determine whether a particular Developer Portal site is running. The site health API returns the current system time of the site if
both the database and web server are running. This API is fast and puts no load on the system, so it is ideal for use with load balancers to help them determine where to
route traffic.

Procedure

To call the site health REST API, append /health to the end of your Developer Portal site URL in your web browser, as follows:

site url/health

Where site_urlis the URL of the Developer Portal site that you want to check.
If both the database and web server of the site are running, the web browser returns the current system time. For example:

1511367695

If either the database or the web server of the site is not running, the web browser returns an error that the site can't be reached.
If you do get an error from the/health endpoint, refer to the must gather logs page and obtain the portal-www web logs, so that you can see more information on the
error.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Monitoring the network with SNMP

Presents a table of OID trees that you can poll using SNMP Get.
Note:

e This information applies to API Connect deployments in VMware environments. It does not apply to Kubernetes deployments.
e Only SNMP v2 is supported.

o If the server has two or more network interfaces, the SNMP request is sent only to the first network interface.

e SNMP is enabled by default for all hosts in appliance versions 2018.2.x, 2018.3.x, 2018.4.1.0, 2018.4.1.1 and 2018.4.1.2

e SNMP is disabled by default for all hosts in all other appliance versions.

Simple Network Management Protocol (SNMP) collects information from network devices, such as servers, printers, hubs, switches, and routers on an Internet Protocol
(IP). SNMP employs addresses for network devices using a hierarchical numbering system called Object Identifiers (OID). The following table provides OID addresses for
polling in SNMP to monitor API Connect servers.

Each entry in the table represents many individual items. Use snmpwalk or another SNMP polling utility to see the complete list. You can poll the following OID trees:

Table 1.
oID SNMP Name Notes
1.3.6.1.21.1 SNMPv2-MIB::system
1.3.6.1.2.1.2 IF-MIB::interfaces
1.3.6.1.2.1.4 IP-MIB::ip
1.3.6.1.2.15 IP-MIB::icmp.
1.3.6.1.2.1.6 TCP-MIB::tcp
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oID SNMP Name Notes
1.3.6.1.2.1.7 UDP-MIB::udp
1.3.6.1.2.1.11 SNMPv2-MIB::snmp

.1.3.6.1.2.1.25.1 HOST-RESOURCES-MIB::hrSystem | Excluding .1.3.6.1.2.1.25.1.3 HOST-RESOURCES-MIB::hrSystemInitialLoadDevice
Excluding .1.3.6.1.2.1.25.1.4 HOST-RESOURCES-MIB::hrSystemInitialLoadParameters

.1.3.6.1.2.1.25.2 HOST-RESOURCES-MIB::hrStorage
.1.3.6.1.2.1.25.3 HOST-RESOURCES-MIB::hrDevice
.1.3.6.1.4.1.2021.4 |UCD-SNMP-MIB::memory

.1.3.6.1.4.1.2021.10 | UCD-SNMP-MIB::laTable CPU Load Average
.1.3.6.1.4.1.2021.11 | UCD-SNMP-MIB::systemStats

Enabling SNMP

Enable SNMP on each individual OVA node with the following commands from an OVA shell prompt as root:

systemctl start snmpd
systemctl enable snmpd

Sample output:

root@mgmt:~# systemctl start snmpd

root@mgmt:~# systemctl enable snmpd

snmpd.service is not a native service, redirecting to systemd-sysv-install

Executing /lib/systemd/systemd-sysv-install enable snmpd

insserv: warning: current start runlevel(s) (empty) of script ‘snmpd' overrides LSB defaults (2 3 4 5).
insserv: warning: current stop runlevel(s) (0 1 2 3 4 5 6) of script 'snmpd' overrides LSB defaults (0 1 6).

Disabling SNMP

Disable SNMP on each individual OVA node with the following commands from an OVA shell prompt as root:

systemctl stop snmpd
systemctl disable snmpd

Sample output:

root@mgmt:~# systemctl stop snmpd

root@mgmt:~# systemctl disable snmpd

snmpd.service is not a native service, redirecting to systemd-sysv-install

Executing /lib/systemd/systemd-sysv-install disable snmpd

insserv: warning: current start runlevel(s) (empty) of script “snmpd' overrides LSB defaults (2 3 4 5).
insserv: warning: current stop runlevel(s) (0 1 2 3 4 5 6) of script 'snmpd' overrides LSB defaults (0 1 6).

Checking SNMP status

Check whether SNMP is enabled on each individual OVA node with the following commands from an OVA shell prompt:

systemctl status snmpd
Sample output when SNMP is enabled and running:

apicadm@mgmt:~$ systemctl status snmpd

snmpd.service - LSB: SNMP agents
Loaded: loaded (/etc/init.d/snmpd; bad; vendor preset: enabled)
Active: active (running) since Wed 2019-02-06 03:53:02 UTC; 2 days ago

Docs: man:systemd-sysv-generator (8)

Tasks: 1
Memory: 6.0M

CPU: 3min 1.641s
CGroup: /system.slice/snmpd.service
L1366 /usr/sbin/snmpd -Lsd -Lf /dev/null -u snmp -g snmp -I -smux mteTrigger mteTriggerConf -p /run/snmpd.pid

Sample output when SNMP is stopped and disabled:

root@mgmt:~# systemctl status snmpd
snmpd.service - LSB: SNMP agents
Loaded: loaded (/etc/init.d/snmpd; bad; vendor preset: enabled)
Active: inactive (dead)
Docs: man:systemd-sysv-generator (8)

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Gathering logs for a VMware environment

The generate_postmortem. sh script gathers all logs for troubleshooting and diagnostics.
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Before you begin

You can download the generate_postmortem. sh script directly to the OVA. If the OVA does not have internet access, first download the script to another machine and
then transfer it to the OVA.

About this task

When contacting IBM Support, several logs are required to assist in troubleshooting or diagnostics. The generate_postmortem. sh script gathers all the required logs
using a single shell script.

Procedure

1. Connect to the target appliance via SSH then switch to the root user with the following commands:

ssh apicadm@{ova appliance hostname}
sudo -i

N

Download the generate_postmortem. sh script. Enter the following command:

curl -o generate postmortem.sh https://raw.githubusercontent.com/ibm-apiconnect/v2018-
postmortem/master/generate_postmortem.sh

3. Add execute permissions to the generate_postmortem. sh script. Enter the following command:
chmod +x generate_postmortem.sh
4. Run the postmortem tool using the following command:

./generate_postmortem.sh --ova --pull-appliance-logs

o1

(Optional) Currently, log generation is supported for Portal and Management subsystems. Specify either management or portal, or all subsystems. Enter the
following arguments:

Portal: ./generate postmortem.sh --ova --diagnostic-portal --pull-appliance-logs
Management: ./generate postmortem.sh --ova --diagnostic-manager --pull-appliance-logs

o

. (Optional) If there are errors when running the generate_postmortem. sh script, enter the following command:
./generate postmortem.sh --ova --debug &>debug.log

Note: Offboarding the logs to an external server is the recommended best practice for long term storage of log data. See Configuring remote logging for a VMware
deployment.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Changing logging levels
You can enable logging for entry and exit trace and for large payloads for apim-v2 pods.

About this task

For apim-v2 pods in Version 2018.4.1.9 or later, the default logging settings do not include entry and exit trace and logging of large payloads.

Logging of large payloads is typically needed if you are logging apim: webhookPayload or other processes that log large variables.
You can also set the debug level without needing to restart the pods.

You can enable the settings through either the APIM deployment YAML file, the toolkit, or the REST APIs. Note, you must use the toolkit or REST API to set the debug level
without restarting the pods.

Procedure

e Updating the settings in the APIM deployment YAML file
Note: This action causes a pod restart.
o The DEBUG variable works the same as prior releases.

- env:
- name: DEBUG
value: audit,bhendi:error,bhendi:probe,bhendi:flags,bhendi:audit,bhendi:webhookAudit,bhendi:cassandra-
transactions,apim:server,apim:error,apim:routes:*,apim:routesc:*,apim:oidc,apim:oidc:*,apim:webhook:audit,apim: taskma
nager:info

To enable entry and exit trace, add trace: * to the start of the debug string:
- env:

- name: DEBUG
value: trace:*,audit,bhendi:error,bhendi:probe,bhendi:flags,bhendi:audit,bhendi:webhookAudit,bhendi:cassandra-
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transactions,apim:server,apim:error,apim:routes:*,apim: routesc:*,apim:oidc,apim:oidc:*,apim:webhook:audit,apim: taskma
nager:info

o Toenable large object logging:
- env:

- name: VELOX LOG_FULL_PAYLOAD
value: "true"

e Updating the settings by using the toolkit
Note: This action does not cause a pod restart. Also, this action is for a single APIM pod environment only.

apic log-spec:get
apic log-spec:update LOG_SPEC_FILE

Where the spec file contains:
{"specification": "apim:routes:log_spec,audit,bhendi:error,apim:server,apim:error", "large objects": true}

e Updating the settings by using the REST APIL
Note: This action does not cause a pod restart. Also, this action is for a single APIM pod environment only.

GET /cloud/api/log-spec
PUT /cloud/api/log-spec

For example, to set debug level and large objects logging:
curl -k https://172.16.140.212:3003/api/cloud/log-spec -X PUT -H "Authorization: Bearer S$BEARER"
-H "Accept: application/json" -d '{"specification":

"apim:routes:log_spec,audit,bhendi:error,apim:server,apim:error", "large_objects": true}'
-H "Content-Type: application/json"

The command responds with:

{

"specification": "apim:routes:log_spec,audit,bhendi:error,apim:server,apim:error",
"large objects": true,
"message": "Successfully changed the log specification on all apim-v2 pods. Success on IP(s): 172.16.140.212,

172.16.140.213"
}

Note: The response might include the following warning, which can be ignored:
WARNING: Could not change the log specification on all apim-v2 pods. Success on IP(s): 4.5.6.7 Failed on IP(s): 1.2.3.4

To view the REST APIs for logging, go to API Connect REST APIs, and select IBM API Connect Platform - Cloud Management API 2.0.0 reference > Resource: Log
Spec.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

IBM Cloud Private

Use the instructions in this section to install, upgrade, and maintain API Connect on IBM Cloud Private.

¢ Installing and upgrading on IBM Cloud Private
Use these instructions to install or upgrade a deployment of API Connect on IBM Cloud Private.
e Backing up and restoring an IBM Cloud Private catalog deployment

You can back up and restore the API Connect Management subsystem and Portal subsystem on IBM Cloud Private.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing and upgrading on IBM Cloud Private

Use these instructions to install or upgrade a deployment of API Connect on IBM Cloud Private.

¢ Deployment overview for endpoints and certificates
Refer to this diagram to view the connections and dataflow among the API Connect subsystems, including the endpoints and custom certificates, and the mutual
TLS points.

¢ Deploying to an IBM Cloud Private environment
When you deploy IBM® API Connect to an IBM Cloud Private environment, you have the flexibility of accessing a cloud-based product and the added security of an
on-premises product. Depending on the version of IBM Cloud Private, you can use the IBM Cloud Private catalog installation or the Install Assist installation
method.

¢ Installing the toolkit

e Upgrading with IBM Cloud Private Catalog
You can update an API Connect deployment with the IBM Cloud Private Catalog.
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For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deployment overview for endpoints and certificates

Refer to this diagram to view the connections and dataflow among the API Connect subsystems, including the endpoints and custom certificates, and the mutual TLS

points.

Introduction

When deploying API Connect, you will create one or more endpoints for the subsystems and then configure certificates or mutual TLS for most endpoints. Figure 1 shows
the endpoints for each subsystem by name, the name of the certificate that secures the endpoint, and whether mutual TLS is required. It also shows the ports consumed

by the endpoints, which are standard for HTTP and HTTPS.

Figure 1. Deployment Overview diagram
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The endpoints are configured by the Install Assist program using the APICUP installer. They are set for each subsystem. Endpoints are also entered when configuring the
Topology for the Gateway, Portal, and Analytics subsystems in Cloud Manager.

Instructions for installing into an IBM Cloud Private environment are here: Deploying to an IBM Cloud Private environment.

Subsystem Endpoints Description Certificates
Management cloud-admin-ui | Configured using APICUP installer. Endpoint on the management server for communication with the Cloud cloud-admin-ui
Manager user interface.
api-manager-ui | Configured using APICUP installer. API Manager URL endpoint on the management server for communication with | api-manager-ui
the API Manager user interface.
consumer-api Configured using APICUP installer. Platform REST API endpoint for running consumer APIs on the management consumer-api
server.
platform-api Configured using APICUP installer. Platform REST API endpoint for running admin and provider APIs on the platform-api
management server.
Portal portal-admin Configured using APICUP installer. Corresponds to Management Endpoint entered in Cloud Manager. Requiresa | mutual TLS
TLS profile configured with mutual TLS.
portal-www Configured using APICUP installer. Portal Web site URL entered in Cloud Manager. Used publicly to access Portal. | portal-www-
ingress
Analytics analytics-client | Configured using APICUP installer. Corresponds to Management Endpoint entered in Cloud Manager. Requires a mutual TLS
TLS profile configured with mutual TLS.
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Subsystem Endpoints Description Certificates
analytics- Configured using APICUP installer. The analytics-ingestion endpoint is used by the Gateway service to push data | mutual TLS
ingestion to the Analytics service. Requires a TLS profile configured with mutual TLS.

Gateway apic-gw-service | Configured using APICUP installer. This is the endpoint the gateway uses for network communication. Enter this | apic-gw-
endpoint as the Management Endpoint entered in Cloud Manager. service-ingress
api-gateway Configured using APICUP installer. This is the endpoint the gateway uses for API traffic. Enter this endpoint as the | api-gateway-
API Invocation Endpoint in Cloud Manager. ingress

Configuring certificates

The certificates are configured by the Install Assist program using the APICUP installer. The certificates for the endpoints are usually configured as custom certificates as
described in Setting custom certificates.

Configuring mutual TLS

Mutual TLS is configured for TLS profiles in Cloud Manager. See Creating a TLS Server Profile.

Configuring a proxy

If a Developer Portal is deployed externally to the management server zone, it does not have access to the consumer and product APIs. You need to configure a proxy to
enable communication. For more information, see Configuring a proxy.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying to an IBM Cloud Private environment

When you deploy IBM® API Connect to an IBM Cloud Private environment, you have the flexibility of accessing a cloud-based product and the added security of an on-
premises product. Depending on the version of IBM Cloud Private, you can use the IBM Cloud Private catalog installation or the Install Assist installation method.

¢ Deploying with the IBM Cloud Private catalog

When you deploy IBM API Connect into the IBM Cloud Private Version 3.1.0 or later, you can use the IBM Cloud Private catalog deployment.
e Deploying with the Install Assist tool

You can deploy IBM API Connect into any version of the IBM Cloud Private environment by using the Install Assist method.
e Migrating an IBM Cloud Private catalog install to apicup

You can migrate an IBM Cloud Private installation that was done through the ICP catalog to an Install Assist (apicup) installation.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying with the IBM Cloud Private catalog

When you deploy IBM® API Connect into the IBM Cloud Private Version 3.1.0 or later, you can use the IBM Cloud Private catalog deployment.

Before you begin

This procedure lists the steps to install using the IBM Cloud Private catalog installation. If you want to install using the API Connect Install Assist method, see Deploying
with the Install Assist tool.

To install API Connect in the IBM Cloud Private environment by using the IBM Cloud Private catalog method, you must have the following items:

The IBM Cloud Private environment installed on your server or servers. See IBM® Cloud Private v3.1.0 documentation in the IBM Cloud Private documentation for
additional information about how to install IBM Cloud Private.
The IBM Cloud Private CLI. See Installing the IBM Cloud Private CLI.
Access to IBM Fix Central so you can download the latest version of the following files that you have purchased:
o IBM API Connect Enterprise Production V2018.x for IBM Cloud Private
o IBM API Connect Professional Production V2018.x for IBM Cloud Private
These packages contain the files that are required for the installation, and the Helm chart for the product.
Authentication to your IBM Cloud Private Docker registry. See Configuring authentication for the Docker CLI for the required steps.
A configured Helm CLI. See Setting up the Helm CLI for the procedure.
Ensure you have supported software requirement versions. See IBM API Connect Version 2018 software product compatibility requirements.

Note: For installation and upgrade prerequisites, configuration instructions, and changes between releases, refer to the Helm chart README and Release Notes in the IBM
Cloud Private catalog entry for API Connect.

About this task
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IBM Cloud Private provides an environment based on Kubernetes and Docker where you can host API Connect on a local cluster. Members with access to the cluster can
use the service by subscribing to it.

Important: For a CP4I or ICP catalog installation, the certificate secret files are required to restore the database and to upgrade your deployment. These files are located
in the operator pod. Both files should exported as Kubernetes secrets and, along with the apiconnect-up.yml file, backed up to a secure and permanent location from
where they can always be retrieved. See step 14 for more details.

Procedure

1

N

o

o

© N

O

10.

Download and extract the zip file from IBM Fix Central that corresponds to the product that you purchased from Passport Advantage®.
The package names are:

e IBM API Connect Enterprise Production V2018.x for IBM Cloud Private

e IBM API Connect Professional Production V2018.x for IBM Cloud Private

. Log in to the CLI of your IBM Cloud Private cluster by entering the following command:

cloudctl login -a https://cluster ip:8443 --skip-ssl-validation

Where cluster_ip is the IP address or fully-qualified URL and port number of your IBM Cloud Private cluster environment.
Create a Helm TLS secret containing base64-encoded ca.pem, cert.pem, and key . pem artifacts.
For example, you can use the following command on a single line:

kubectl create secret generic helm-tls-secret \
--from-file=cert.pem=$HOME/.helm/cert.pem \
--from-file=ca.pem=$HOME/.helm/ca.pem \
--from-file=key.pem=$HOME/.helm/key.pem \
--namespace=<TARGET NAMESPACE>

If you are deploying to the default namespace, the --namespace parameter is not needed. If you are deploying to any other namespace, you must specify --
namespace or else the install will fail. The APIC operator pod reads secrets from the namespace it is deployed into.

Create a Docker registry secret.
This is a secret for an ICP registry where APIC build images are held.

kubectl create secret docker-registry <name> \
--docker-server=registry \
--docker-username=user \
--docker-password=password \
--namespace=TARGET NAMESPACE

Log in to the cluster's Docker registry by entering the following command:

docker login cluster ip:8500

. Import the API Connect image archives into IBM Cloud Private by entering the following command for each image archive type that is not installed:

cloudctl catalog load-archive --archive image archive filename

Where image_archive_filename is one of the following file names, depending on which version of API Connect for IBM Cloud Private you purchased:
e ibm-apiconnect-ent.tgz
e ibm-apiconnect-pro.tgz

Select Sync Repositories.

The catalog is updated with the imported API Connect Helm chart.

. Select the Catalog menu to view the list of Helm charts, and select your API Connect Helm chart.

Depending on which catalog you purchased, the Helm chart has one of the following names:

ibm-apiconnect-ent

This is the chart for the Enterprise edition.
ibm-apiconnect-pro

This is the chart for the Professional edition.

Select Configure to view and update the configuration settings for the Helm chart. Refer to the following table for endpoint mapping for the ICP Helm Chart:
Endpoint created using APICUP installer | Endpoint created in ICP Helm chart with Helm CLI Endpoint in the ICP UI

api-manager-ui

management.apiManagerUiEndpoint

Platform API Endpoint

cloud-admin-ui

management.cloudAdminUiEndpoint

Cloud Admin UI Endpoint

consumer-api

management.consumerApiEndpoint

Consumer API Endpoint

platform-api management.platformApiEndpoint API Manager UI Endpoint
portal-admin portal.portalDirectorEndpoint Portal Director Endpoint
portal-www portal.portalWebEndpoint Portal Web Endpoint

analytics-client

analytics.analyticsClientEndpoint

Analytics Client Endpoint

analytics-ingestion

analytics.analyticsIngestionEndpoint

Analytics Ingestion Endpoint

api-gateway

gateway.apiGatewayEndpoint

API Gateway Endpoint

apic-gw-service

gateway.gatewayServiceEndpoint

Gateway Service Endpoint

Important: Endpoints cannot change with upgrade or restore procedures.

11. Update the configuration values for the chart. Refer to the README file and the tool tips that are provided on the fields for additional information about the correct

settings.

12. Perform the following actions to configure backup and restore credentials after installation or upgrade:

a. Execute the following command:

kubectl edit apiconnectcluster release name-apic-cluster --namespace release namespace

b. Ensure the following parameters are present and correct under the "settings" section of the Management subsystem specification:

The parameters are as follows:
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Parameter Description
cassandra- The backup protocol. Specify one of the following values:
backup- e sftp - for secure file transfer protocol
protocol e objstore - for S3 compatible object storage
Note:
e For the management subsystem, IBM Cloud and Amazon Web Services (AWS) are supported S3 object store providers.
e The public certificate on the S3 storage provider must be signed by a known certificate authority that is trusted by API
Connect. Use of an untrusted authority can cause the following error during backup upload: x509: certificate
signed by unknown authority.
cassandra- The full path to the directory where the backup files will be stored. This must point to a directory on the backup server. For object storage

backup-path

(objstore), the path can be set to the bucket value or the bucket/subfolder value.

cassandra-
backup-host

The fully qualified domain name of the backup server. Ensure that the Kubernetes nodes can access this host. If using object store, enter
Endpoint/Region. (The "/" character between the endpoint and region are required for this setting.

cassandra- The port for the protocol to connect to the cassandra-backup-host. The backup port is not required for object storage.
backup-port
cassandra- Cron like schedule for performing automatic backups. The format for the schedule is:
backup- o KRk kK
schedule . ..
o 1111
o ||| +----- day of week (0 - 6) (Sunday=0)
o ||| 4mmmmnnm month (1 - 12)
. day of month (1 - 31)
. -- hour (0 - 23)
. min (0 - 59)
The backup schedule defaultsto0 0 * * *, This means a backup is run every day at midnight and minute zero. The timezone for
backups is UTC.
When you configure a host, if you do not specify a value for cassandra-backup-schedule, the default backup schedule is
automatically set. Note that the default backup schedule is not set, and scheduled backups not enabled, until host configuration is
completed.
Note: Cassandra repair cron schedule issetto 00 1 * * 0,2,4,6 . This means the repair runs at 01:00 on Sunday, Tuesday,
Thursday, and Saturday. By default, the Cassandra backup cron schedule should not run within one hour of the repair cron schedule.
Please make sure to modify the current backup configuration as needed. If backups and repairs run at the same time, backup processes
can fail intermittently.
cassandra- The username for the server specified in cassandra-backup-host. If using object store, this would be the S3 Secret Key ID.

backup-auth-
user

cassandra-
backup-auth-
pass

The password for the server specified in cassandra-backup-host. If using object store, this would be the S3 Secret Access Key
parameter. The password will be stored in Base64 encoded format.

For example:
apicup subsys set mgmt cassandra-backup-auth-pass '<password>'
Note that you cannot use the "=" sign to assign the password to cassandra-backup-auth-pass.

For example:

cassandra-backup-protocol:

sftp

cassandra-backup-host: mybackuphost.com
cassandra-backup-port: 22
cassandra-backup-path: /backups
cassandra-backup-schedule: 0 0 * * *
cassandra-backup-auth-user: myusername
cassandra-backup-auth-pass: mypassword

Ensure the following parameters are present and correct under the settings section of the Portal subsystem specification:

Parameter

Description

site-backup-
host

The fully qualified domain name of the backup server, in lowercase only. Ensure that the Kubernetes nodes can access this host. If using
object storage, enter Endpoint/Region. (The / character between the endpoint and region is required for the object storage setting.)

site-backup-
port

The port for the protocol to connect to the site-backup-host. Defaults to 22 if not explicitly set. The backup port is not required for
object storage.

site-backup-
auth-user

The user name for the server specified in site-backup-host. If using object storage, the user name is the S3 Secret Key ID.

site-backup-
auth-pass

The password for the server specified in site-backup-host. If using object storage, the password is the S3 Secret Access Key
parameter. The password is stored in Base64 encoded format, and must not be edited directly in the apiconnect-up.yml file.

site-backup-
path

The full path to the directory where the backup files are stored. For object storage, the path can be set to the bucket value or the
bucket/subfolder value.

site-backup-
protocol

The protocol that is used to communicate with your remote backup endpoint. Specify one of the following values:
e sftp - for secure file transfer protocol
e objstore - for S3 compatible object storage
The default protocol is s£tp.
Note: The public certificate on the S3 storage provider must be signed by a known certificate authority that is trusted by API Connect.
Use of an untrusted authority can cause the following error during backup upload: x509: certificate
signed by unknown authority
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Parameter Description

site-backup- |The schedule for how often automatic Portal backups are run. The format for the schedule is any valid cron string, as follows:
schedule

day of week (0 - 6) (Sunday=0)
month (1 - 12)

day of month (1 - 31)

HEEEEs e hour (0 - 23)

e min (0 - 59)

Forexample: 30 22 * * 1 performs backups at 10:30 pm on Mondays.
The default backup scheduleis 0 2 * * * (runs every day at 2 am). The timezone for backups is UTC.

For example:

site-backup-host: mybackuphost.com
site-backup-port: 22

site-backup-auth-user: mybackupauthusername
site-backup-auth-pass: mybackupauthpassword
site-backup-path: /site-backups
site-backup-protocol: sftp
site-backup-schedule: "0 2 * * *"

d. Save the resource.
e. Wait for upgrade jobs to complete.

13. For DataPower Gateway version 2018.4.1.4 and higher, you may need to set the license version for use with the IBM License Metric Tool (ILMT). The license version
must match the image that you are installing. If you are changing images, you may need to reset the license version to match your image. The options for the license
version are: Developers, Production, and Non-Production. For more information about ILMT, see the IBM License Metric Tool documentation.

14. Export the certificates that are generated with Install Assist (apicup) by completing the following steps:

a. Get a shell to the apiconnect-operator pod by running the following command:

kubectl exec -it operator pod name -- /bin/bash
b. Generate the secrets by running the following command for each certificate:
kubectl create secret generic secret name --from-file=apicup secret file -n namespace

15. Store the secrets from step 14, plus the apiconnect-up.yml file, in a secure and permanent location from where they can always be retrieved.

What to do next

Continue your configuration by:

e Setting up the Cloud Manager, starting with Accessing the cloud console user interface
e To execute backup and restore commands, get a shell to the apiconnect-operator pod with

kubectl exec -it operator pod name -- /bin/bash

and then follow the instructions in the Backing up and restoring section.

Attention: Helm TLS certificates expire after 90 days. To refresh this certificate in the apiconnect-operator pod, delete the Helm TLS secret, follow steps 2 and 3 to
regenerate the certificate and recreate the secret, and then restart the pod.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deploying with the Install Assist tool
You can deploy IBM® API Connect into any version of the IBM Cloud Private environment by using the Install Assist method.

Before you begin

This procedure lists the steps to install using the Install Assist tool. If you want to install using the IBM Cloud Private catalog method, see Deploying with the IBM Cloud
Private catalog.

To deploy API Connect in the IBM Cloud Private environment by using the IBM Cloud Private Install Assist method, you must have the following items:

e The IBM Cloud Private environment installed on your server or servers. See IBM® Cloud Private v3.1.0 documentation in the IBM Cloud Private documentation for
additional information about how to install IBM Cloud Private.

e The IBM Cloud Private CLI. See Installing the IBM Cloud Private CLI in the IBM Cloud Private documentation for information about installing the CLI.

e Authentication to your IBM Cloud Private Docker registry. See Configuring authentication for the Docker CLI for the required steps.

e A configured Helm CLI. See Setting up the Helm CLI for the procedure.

e Ensure you have supported software requirement versions. See IBM API Connect Version 2018 software product compatibility requirements.

About this task

IBM Cloud Private provides an environment based on Kubernetes and Docker where you can host API Connect on a local cluster. Members with access to the cluster can
use the service by subscribing to it.
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Procedure

1. Obtain the appropriate installation files described in First steps for installing API Connect: Upload files to registry.

. Login to the CLI of your IBM Cloud Private cluster by entering the following command:
cloudctl login -a https://<cluster_ip>:8443 where cluster_ip is the IP address or fully-qualified URL and port of your IBM Cloud Private cluster
environment.

3. Login to the cluster's Docker registry by entering the following command: docker

login cluster_ ip:8500

4. Follow the registry upload steps described in First steps for installing API Connect: Upload files to registry. Substitute <cluster_ip>:8500/<namespace> for
<registry_host>.

. For IBM Cloud Private versions 2.1.0.2, and later: Create a wrapper script named helm in your usr/local/bin directory that refers to your Helm CLI and appends --
tls to the end of the Helm commands that are run by Install Assist.
An example of this wrapper script follows:

N

[$2)

#!/bin/bash
/usr/local/bin/helm $@ --tls

Note: The HELM HOME environment variable must be set to the location where ca.pem, cert.pem, and key . pem were created in step 3 of Deploying with the IBM
Cloud Private catalog.

. If installing on IBM Cloud Private version 3.1.1 or later, a PodSecurityPolicy must be bound to the target namespace(s) prior to installation.
Choose either a predefined PodSecurityPolicy or have your cluster administrator set up a custom PodSecurityPolicy:

o

e Predefined PodSecurityPolicy name: ibm-anyuid-hostpath-psp
e Custom PodSecurityPolicy definition:

apiVersion: extensions/vlbetal
kind: PodSecurityPolicy
metadata:
annotations:
kubernetes.io/description: "This policy allows pods to run with
any UID and GID and any volume, including the host path.
WARNING: This policy allows hostPath volumes.
Use with caution."
name: ibm-anyuid-hostpath-psp
spec:
allowPrivilegeEscalation: true
fsGroup:
rule: RunAsAny
requiredDropCapabilities:
- MKNOD
allowedCapabilities:
- SETPCAP
- AUDIT WRITE
- CHOWN
- NET_RAW
- DAC_OVERRIDE
- FOWNER
- FSETID
- KILL
- SETUID
- SETGID
- NET BIND_SERVICE
- SYS CHROOT
- SETFCAP
runAsUser:
rule: RunAsAny
seLinux:
rule: RunAsAny
supplementalGroups:
rule: RunAsAny

volumes:
R

e Custom Cluster Role for the custom PodSecurityPolicy:

apiVersion: rbac.authorization.k8s.io/vl
kind: ClusterRole
metadata:

annotations:

name: ibm-anyuid-hostpath-clusterrole
rules:
- apiGroups:

- extensions

resourceNames:

- ibm-anyuid-hostpath-psp

resources:

- podsecuritypolicies

verbs:

- use

7. For DataPower Gateway version 2018.4.1.4 and higher, you may need to set the license version for use with the IBM License Metric Tool (ILMT). For a new
installation, the license version must match the image that you are installing. If you are changing images or upgrading, you may need to reset the license version to
match your image. For more information about ILMT, see the IBM License Metric Tool documentation.

a. To set the license, enter the following command when installing the Gateway subsystem: apicup subsys set gwy license-version <license>
where license is one of Developers, Production, or Nonproduction.

8. Install API Connect using the instructions that are provided at Deploying to a Kubernetes environment.

What to do next
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Continue your configuration by setting up the Cloud Manager, starting with Accessing the cloud console user interface.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Migrating an IBM Cloud Private catalog install to apicup

You can migrate an IBM Cloud Private installation that was done through the ICP catalog to an Install Assist (apicup) installation.

About this task

You can take migration steps and then complete an apicup installation. A sample migration script is provided at the end of this topic. The script shows how to do the
migration tasks in Step 1 through Step 5 in the following procedure.

Procedure

1. Create local directories for the apicup project and extra values.

2. Copy apicup files from operator pod to the local project directory.

3. Copy extra values from the operator pod to the local extra values directory.

4. Update apiconnect-up.yml extra values locations to reference the new extra values directory.

5. Scale apiconnect-operator StatefulSet to O replicas.

6. Run apicup subsys list to verify all subsystems are present and apicup subsys get <subsystem name> for any desired additional validation.

7. Follow Deploying with the Install Assist tool to upgrade.
Note: Depending on the values used for the current analytics and gateway subsystem installations, you may need to add --no-verify true tothe apicup
subsys install command.

8. When the subsystems have been successfully upgraded, delete only the top-level ICP catalog helm release with

helm delete --purge --no-hooks <icp catalog release name>

Important: You MUST specify --no-hooks. If you omit it, subsystems will be deleted.
Example migration script:

#!/bin/bash

APICONNECT_ OPERATOR_POD=$ (kubectl get pods | grep apiconnect-operator | awk '{print $1}')
APICONNECT OPERATOR STATEFULSET=$ (kubectl get statefulsets | grep apiconnect-operator | awk '{print $1}')
PROJECT DIRECTORY=$ (pwd) /tmp-apiconnect-project

EXTRA_VALUES_DIRECTORY=$PROJECT DIRECTORY/extra-values

# create project and extra values directories
mkdir $PROJECT DIRECTORY

# create list of apicup files to copy
FILES=$ (kubectl exec -it $APICONNECT OPERATOR POD ls | grep yml | tr -d "\r'")

# copy apicup files
echo "copying apicup files to $PROJECT_DIRECTORY local project directory"
for £ in $FILES; do

kubectl cp $APICONNECT OPERATOR_POD:/home/apic/$f $PROJECT DIRECTORY/S$f
done

# copy extra values

echo "copying extra values files to $EXTRA VALUES DIRECTORY"

kubectl exec $APICONNECT_0PERATOR_POD -- tar cf - "extra-values" | tar xf -
mv extra-values SPROJECT_pIRECTORY

# update location for extra values files
sed -i.bak "s#/home/apic/extra-values#$EXTRA VALUES DIRECTORY#g" $PROJECT_DIRECTORY/apiconnect-up.yml

# scale apiconnect-operator statefulset to 0 replicas to prevent it from making changes
kubectl scale --replicas=0 statefulset $APICONNECT_OPERATOR_STATEFULSET

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing the toolkit

You can install the toolkit that provides CLI commands, and the API Designer user interface, for IBM® API Connect.

About this task

The toolkit is provided as executable files, so no actual installation is necessary, you just to need to download the required compressed file and extract the contents.
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There are two toolkit options available:

e CLI: provides a command line environment for working with IBM API Connect.
e CLI + LoopBack + Designer: provides a command line environment for working with IBM API Connect, including LoopBack® support, and the API Designer user
interface.

To install the toolkit, download the compressed file that is appropriate for your chosen toolkit option and platform, then extract the contents to a chosen location on your
local machine. The compressed file contains an executable file for running CLI commands and, if you choose the CLI + LoopBack + Designer option, an executable file for
launching the API Designer user interface.

You can download the toolkit compressed file in either of the following ways:

e From IBM Fix Central.
e From either the Cloud Manager or API Manager user interface.

The following table identifies the name of the compressed file that you need to download, depending on your chosen toolkit option and platform:
Table 1. Toolkit file names, by option and platform
Toolkit option Mac 0S X Linux® Windows
CLI toolkit-mac.zip toolkit-linux.tgz toolkit-windows.zip

CLI + LoopBack + Designer | toolkit-loopback-designer-mac.zip | toolkit-loopback-designer-linux.tgz | toolkit-loopback-designer-windows.zip

Procedure

To install and run the toolkit, complete the following steps:

1. Download the toolkit compressed file.
e To download the toolkit from IBM Fix Central, complete the following steps:
e Open the IBM Fix Central site in your browser.
e Inthe Product selector field, enter APT Connect, then select IBM API Connect from the drop down list.
e Select yourinstalled 2018.x.y version from the Installed Version list, then click Continue. If you do not know your installed IBM API Connect version,
contact your administrator.
e Inthe Text field, enter toolkit, then click Continue.
e Select the required file, as identified in Table 1.
Note: When you download from IBM Fix Central, the release number is appended to the file name.
e Click Continue, then follow the instructions to complete the download operation.
e To download the toolkit from either the Cloud Manager or API Manager user interface, complete the following steps:
e Cloud Manager or API Manager user interface.

e Select Help ( ® ) in the navigation.
e Select Install API Connect CLI & API Designer.
e Select CLI or CLI + LoopBack + Designer according to your preferred option.
e Select your platform to download the toolkit compressed file.
e Close the Install API Connect CLI & API Designer window.
2. Extract the contents of the toolkit compressed file to a folder of your choice.
The contents of the file depend on the your chosen toolkit option and platform, as follows:
Table 2. Toolkit compressed file contents, by option and platform

Toolkit option Mac 0S X Linux Windows
CLI apic-slim apic-slim apic-slim.exe
CLI + LoopBack + Designer | apic apic apic.exe
api_designer-mac.zip: contains the API Designer user interface application. [ api_designer-linux | api_designer-win.exe

The apic-slim or apic-slim.exe file is the CLI for IBM API Connect.
The apic or apic.exe file is the CLI for IBM API Connect including LoopBack support.

Tip: If you are using the CLI option, then if you rename the apic-slim file to apic, or the apic-slim.exe file to apic.exe, you can run the CLI commands exactly as
documented, copy and paste sample commands from the documentation, and use any command scripts as-is if you later move to the CLI + LoopBack + Designer
option.

The api_designer-platform file is the API Designer user interface application for the specified platform.

3. Run the CLI.
e For the Mac OS X or Linux platforms, complete the following steps:
e Open aterminal instance and navigate to the folder where you extracted the contents of the toolkit compressed file.
e Make the CLI file an executable file by entering the following command:

chmod +x download name

Where download_name is the name of the toolkit file that you downloaded, either apic or apic-slim.
e Run CLI commands as follows:

./apic command name and parameters
or
./apic-slim command name and parameters

For details of the CLI commands, see apic.
e For the Windows platform, complete the following steps:
e Open aterminal window and navigate to the folder where you extracted the contents of the toolkit compressed file.
e Run CLI commands as follows:

apic command name and parameters
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or

apic-slim command name and parameters

For details of the CLI commands, see apic.
Tip: Add the folder location of your CLI file to your PATH variable so that you can run CLI commands from anywhere in your file system.
4. Launch the API Designer user interface by running the application from the location to which you extracted the contents of the toolkit compressed file.
Note:
e To uninstall the API Designer application on a Windows platform with a non Administrator account, complete the following steps:
e In Windows File Explorer, navigate to the USER_HOME\AppData\Local\Programs\api-designer folder.
¢ Run the Uninstall API Designer application application. Do not use the Add or remove programs window.
e To uninstall the API Designer application on a Windows platform with an Administrator account, you can either run the Uninstall API Designer application
application, or you can use the Add or remove programs window.

Results

The IBM API Connect toolkit CLI and, if selected, the API Designer user interface application are installed on your local system.

For information on using the API Designer user interface, see Developing your APIs and applications.

For information on using the toolkit CLI, see Using the developer toolkit command-line tool.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Upgrading with IBM Cloud Private Catalog

You can update an API Connect deployment with the IBM® Cloud Private Catalog.
Use the instructions for your version of API Connect

e You can upgrade API Connect Version 2018.3.7 to API Connect Version 2018.4.1 with the IBM Private Cloud Catalog. See Upgrading Version 2018.3.7 with the IBM
Private Cloud Catalog.

e You can upgrade from API Connect Version 2018.4.1 to a later version of API Connect with the IBM Cloud Private Catalog. See Upgrading from Version 2018.4.1
with the IBM Cloud Private Catalog.

¢ Upgrading from Version 2018.4.1 with the IBM Cloud Private Catalog

You can upgrade from API Connect Version 2018.4.1 to a later version of API Connect with the IBM Cloud Private Catalog.
¢ Upgrading Version 2018.3.7 with the IBM Private Cloud Catalog

You can upgrade API Connect Version 2018.3.7 to API Connect Version 2018.4.1 with the IBM Private Cloud Catalog.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Upgrading from Version 2018.4.1 with the IBM Cloud Private Catalog

You can upgrade from API Connect Version 2018.4.1 to a later version of API Connect with the IBM Cloud Private Catalog.

Before you begin

Warning: If you are upgrading from IBM® API Connect Version 2018.4.1.0 or 2018.4.1.1 to a later release and you want to retain existing analytics data, you must take an
analytics backup before upgrade.

Note: For installation and upgrade prerequisites, configuration instructions, and changes between releases, refer to the Helm chart README and Release Notes in the IBM
Cloud Private catalog entry for API Connect.

Procedure

1. Export certificate secrets. To do so, get a shell to the apiconnect-operator pod with:
kubectl exec -it <operator pod name> -- /bin/bash
and run the following command for each .yml file in the working directory:

kubectl create secret generic <secret name> --from-file=<apicup secret file> -n <namespace>

2. Specify each secret name for its respective subsystem during upgrade. The common certificates secret should be specified in the global values configuration.
3. Follow the upgrade procedures for a Kubernetes deployment. See Upgrading API Connect in a Kubernetes environment.

What to do next
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For DataPower Gateway version 2018.4.1.4 and later releases, you may need to set the license version for use with the IBM License Metric Tool (ILMT). When using the
default gateway image, the license version must match the image that you are installing. If you are changing images or upgrading, you may need to reset the license
version to match your image. See Deploying to an IBM Cloud Private environment. For more information about ILMT, see the IBM License Metric Tool documentation.

Warning: An IBM API Connect deployment that has been upgraded from Version 2018.4.1.0 or 2018.4.1.1 to a later release requires a new installation of the analytics
subsystem. After upgrading, run the following commands to allow a new analytics subsystem release be installed:

kubectl delete deployments,statefulsets,secrets,jobs,pvc -1 release=analytics subsystem release
helm delete --purge analytics subsystem release

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Upgrading Version 2018.3.7 with the IBM Private Cloud Catalog

You can upgrade API Connect Version 2018.3.7 to API Connect Version 2018.4.1 with the IBM Private Cloud Catalog.

About this task

You must use the appropriate apicup commands to manage certificates and migrate them to . ym1 files.

Procedure

[

Download Install Assist (apicup) for API Connect v2018.3.7

Create a project with apicup called <release name> -apic-cluster, where <release name>is the name of the v2018.3.7 IBM Cloud Private Helm release,

and set the endpoints to match those of the release.

3. For each certificate type of the installed release (common, analytics, gateway, management, and portal), write the contents of kubectl get secret
<cert_type>-generated-certs to your local filesystem.

4. For each certificate type of the installed release, create a folder called <cert_type>-generated-certs, and for each data entry in each secret obtained in step

3, write the base64-decoded contents to a file whose name matches the entry's key. Copy the folder to the project directory created in step 2.

Download Install Assist for API Connect v2018.4.x.

Within the project directory create in step 2, run an Install Assist command, such as apicup subsys get management. This will migrate the certificates to . yml

files.

. For each file generated in the previous step run:

N

oo

~

kubectl create secret generic <secret name> --from-file=<apicup secret file> -n <namespace>

8. Specify each secret name for its respective subsystem during upgrade. The common certificates secret should be specified in the global values configuration.

What to do next

When upgrading API Connect Version 2018.3.7 to Version 2018.4.1 or later, you should also upgrade DataPower to Version 2018.4.1.x. If you upgrade DataPower from
v2018.3.x to v2018.4.x, you must resync the management configuration in order to reset DataPower. See rapic_gw_reconfig_dyn.html#reference pxx_nxf 5fb.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring an IBM Cloud Private catalog deployment

You can back up and restore the API Connect Management subsystem and Portal subsystem on IBM Cloud Private.
Note:

e Backups are intended for recovery of the Management and Portal subsystems onto the same deployment from which they were taken, or onto a new replacement
installation in the same environment for disaster recovery. The same environment means the same network configuration and project directory as the original
installation. Backups are not designed as a means for migrating an API Connect deployment from one environment to another.

e You must back up both the Management and Portal subsystems at the same time, to ensure synchronicity across the services.

e If you have to perform a restore, you must complete the restoration of the Management Service first, and then immediately restore the Developer Portal. The
backups of the Management and Portal must be taken at the same time to ensure that the Portal sites are consistent with Management database.

e Backing up and restoring the management database on IBM Cloud Private
You can back up and restore the API Connect management subsystem on IBM Cloud Private.
e Backing up and restoring the Developer Portal on IBM Cloud Private
You can back up and restore the API Connect Developer Portal subsystem on IBM Cloud Private.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Backing up and restoring the management database on IBM Cloud Private

You can back up and restore the API Connect management subsystem on IBM Cloud Private.

Before you begin

Ensure backup parameters are configured. See Step 12 in Deploying with the IBM Cloud Private catalog.

Procedure

e Backing up the management database
1. Get a shell to the apiconnect-operator pod:

kubectl exec -it <operator pod name> -- /bin/bash

2. Edit the apiconnect-up.yml file to ensure the backup parameters match that of the apiconnectcluster resource edited in Step 12 in Deploying with
the IBM Cloud Private catalog.
3. To execute an on-demand backup for the management subsystem, run the following command:

apicup subsys exec management backup

e Restoring the management database
1. To list management subsystem backups, run the following command:

apicup subsys exec management list-backups
2. To restore a management subsystem backup, run the following command:

apicup subsys exec management restore <backupID>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring the Developer Portal on IBM Cloud Private

You can back up and restore the API Connect Developer Portal subsystem on IBM Cloud Private.

Before you begin

Ensure backup parameters are configured. See Step 12 in Deploying with the IBM Cloud Private catalog.

Procedure

e Backing up the Developer Portal
1. Get a shell to the apiconnect-operator pod:

kubectl exec -it <operator pod name> -- /bin/bash

2. Edit the apiconnect-up.yml file to ensure the backup parameters match that of the apiconnectcluster resource edited in Step 12 in Deploying with
the IBM Cloud Private catalog.
3. To execute an on-demand backup for the portal system configuration, run the following commands:
e To backup the Portal system configuration (and not the sites), run the following command:

apicup subsys exec portal backup-system
e To backup a specific Portal site or all sites, run the following command:
apicup subsys exec portal backup-site arg

where arg is a specific site UUID or URL, or to backup all sites use the argument installed.
e To backup the entire Portal service (the system and all installed sites), run the following command:

apicup subsys exec portal backup

e Restoring the Developer Portal
1. To list the portal subsystem system and site backups, run the following command:

apicup subsys exec portal list-backups remote

2. To restore a Developer Portal subsystem backup, select from the following commands:
e To restore your Portal subsystem, run the following command:

apicup subsys exec portal restore-all run backup from

where backup_from can be now, so the latest backup file that is available is used. Or you can specify a timestamp in the format of YYYYMMDD. HHMMSS
to retrieve the nearest backup file to a specified time, searching backwards from the timestamp given. This command executes the portal restore

260 IBM API Connect 2018.x


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5

process, which downloads the system backup and all of the site backups from the remote server, and installs them within the Portal stack. This
process will then restore the system configuration from the found backup, and restore all of the sites.
Note: From IBM API Connect Version 2018.4.1.17, the timestamp format changed to YYYYMMDD. HHMMSS. For Version 2018.4.1.16 and earlier, the
timestamp format is YYYy-mMM-DD
HH:MM:SS.

e To restore just the Portal system configuration, run the following command:

apicup subsys exec portal restore-system arg

where arg can be the system backup tgz file name, to restore the system by using the specified backup file, or use the argument 1atest to restore
the system by using the latest backup file on the remote server. Note that if Portal system configuration information exists on the current stack,
running this command will overwrite that configuration.

e To restore just the Portal sites, run the following command:

apicup subsys exec portal restore-site arg

where arg can be the site backup tgz file name or URL, to restore a particular site by using the specified backup file (or the latest backup file found if
using a URL). Or you can use the argument al1l to restore all of the Portal sites that have backup files on the remote server. Note that if any of the
backed up sites are already installed on the current stack, then they are reinstalled by using the backup (the sites are overwritten by the backup).

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

OpenShift

You can install API Connect on OpenShift.

¢ Installing API Connect on OpenShift
Installing API Connect in an OpenShift environment is a Kubernetes installation with additional steps.
During maintenance of an API Connect cluster, you can shut down the Analytics subsystem by disabling the client, ingestion, and storage microservices so that
those processes are not running and there is no way to reach them.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Installing API Connect on OpenShiftIBM®

Installing API Connect in an OpenShift environment is a Kubernetes installation with additional steps.

Before you begin

Before starting the installation into an OpenShift runtime environment, consider the following information:

e During installation, OpenShift requires the ingress-type to be set to route for each subsystem, for example, apicup subsys set SUB_SYS
ingress-type route.
e If using an OpenShift registry, execute the oc new-project apiconnect command to create the apiconntect project prior to uploading the images using the
apicup
registry-upload command.
e SSH access must be disabled for the Gateway. Note that it is disabled by default.
e OpenShift routes do not redirect URLs for the api-manager-ui and cloud-admin-ui endpoints. To open the API Manager and Cloud Manager UIs in an OpenShift
environment, the complete URLs for the API Manager and Cloud Manager UIs must be entered in the browser as follows:
o API Manager user interface: https://api_manager_ui_endpoint/manager
o Cloud Manager user interface: https://cloud_admin ui_endpoint/admin
e On OpenShift, the API Connect management subsystem sets resource requests but does not set resource limits. Limits are not specified so that pods can request
the necessary resources. If you choose to modify OpenShift to set resource limits, such as for CPU or memory, you must set the same value in the API Connect
extra values YAML file. Ensure that the values in the YAML file match the values you set in OpenShift.
Note: Setting of resource requests and limits on OpenShift is not supported for the API Connect Analytics subsystem.

Procedure

1. Create namespaces or a namespace for API Connect. You can create separate namespaces for each subsystem, or place all subsystems in a single namespace.
Following is an example for separate namespaces for each subsystem:

oc create ns apic-management
oc create ns apic-gateway
oc create ns apic-analytics
oc create ns apic-portal

Following is an example for one namespace containing all subsystems:
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oc create ns apiconnect

Following is an example for Management, Portal and Analytics in a one namespace and Gateway in a separate namespace:

oc create ns apic-mpa
oc create ns apic-gateway

N

. Create a registry secret in the namespace where the subsystems will be deployed.
oc apply -f <path-to-registry-secret>
This secret is referenced in the APICUP installer commands for each subsystem, for example:

apicup subsys set SUB_SYS
registry-secret=<registrySecret>
Refer to the installation instructions for each subsystem, for example, Installing the Management subsystem into a Kubernetes environment.

3. Install and configure Tiller.
a. Configure Tiller either globally on the cluster or scoped to a single namespace.
The following example configures Tiller globally on the cluster:

oc create ns tiller

export TILLER NAMESPACE=tiller

oc process -f https://github.com/openshift/origin/raw/master/examples/helm/tiller-template.yaml -p

TILLER NAMESPACE="${TILLER NAMESPACE}" -p HELM VERSION=v2.10.0 | oc create -n "${TILLER NAMESPACE}" -f -

oc create clusterrolebinding tiller-binding --clusterrole=cluster-admin --user=system:serviceaccount:tiller:tiller

The following example installs Tiller scoped to a single namespace, where ${NAMESPACE} is the namespace for API Connect or the namespace for a specific
subsystem:

export TILLER_NAMESPACE=${NAMESPACE}

oc process -f https://github.com/openshift/origin/raw/master/examples/helm/tiller-template.yaml -p
TILLER;NAMESPACE="${TILLER_NAMESPACE)" -p HELM VERSION=v2.10.0 | oc create -n "${TILLER;NAMESPACE}" -f -
oc create rolebinding ${NAMESPACE}-tiller-cluster-admin --clusterrole=cluster-admin --

serviceaccount=$ {NAMESPACE}:tiller --namespace=${NAMESPACE }

Note: When Tiller is scoped to a single namespace, with OpenShift 4.3, the Tiller account might need additional permissions. Permissions must be updated
when you see the following errors:
e Running apicup subsys install mgmt --debug returns:

no permissions to get CRDs
e Running oc get crd from the Tiller account returns:

Error from server (Forbidden):

customresourcedefinitions.apiextensions.k8s.io is forbidden:

User "system:serviceaccount:apiconnect:tiller" cannot list resource "customresourcedefinitions"
in API group "apiextensions.k8s.io" at the cluster scope

To resolve the problem, assign additional permissions to the Tiller account:

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: helm-clusterrole
rules:
- apiGroups:

- rbac.authorization.k8s.io

- roles.rbac.authorization.k8s.io

- authorization.k8s.io

- apiextensions.k8s.io

resources:

- "clusterroles"

- "clusterrolebindings"

- "customresourcedefinitions"

verbs: ["create",'"get","escalate"]
- apiGroups: [""]

resources: ["pods"]

verbs: ["list", "get"]

kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: helm-clusterrolebinding
roleRef:
kind: ClusterRole
apiGroup: rbac.authorization.k8s.io
name: helm-clusterrole
subjects:
- kind: ServiceAccount
name: tiller
namespace: {TILLER APIC_NAMESPACE}

Replace {TILLER APIC_NAMESPACE} with the namespace where both Tiller and API Connect are to be deployed.

=3

Update the deployment's Tiller YAML:
Update the YAML. Locate the following statement:

image: 'gcr.io/kubernetes-helm/tiller:v2.10.0'
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And modify it to match the following example:

image: 'ghcr.io/helm/tiller:v2.10.0"'

4. Assign Security Context Constraint (SCC) permissions to Service Accounts. The commands will vary depending upon the namespace configuration and permission
level. Following are examples:
Attention: If you plan to install the Analytics subsystem so that data is stored locally (that is, ingestion-only is set to false, then you must install Analytics into
a separate namespace where you can assign the privileged level of SCC access to it. See example 2 for more information.
Example 1: To assign anyuid access to all Service Accounts in a namespace, enter this command:

oc adm policy add-scc-to-group anyuid system:serviceaccounts:<namespace>

where <namespace> is the API Connect namespace, for example, apiconnect, that contains all four subsystems (Management, Gateway, Portal, Analytics). This
command assigns anyuid permissions to all subsystems contained in the namespace. For a configuration with all four subsystems in one namespace, anyuid
permissions are required because the Gateway requires anyuid.

Note: Use this approach when you install Analytics using the ingestion-only configuration.

Example 2: To assign anyuid access to the Management, Gateway, and Portal Service Accounts in one namespace, and assign privileged access to the Analytics
Service Account in another namespace, enter the following commands:

#Assign anyuid access to the Management, Gateway, and Portal Service Accounts:
oc adm policy add-scc-to-group anyuid system:serviceaccounts:<namespace>

where <namespace> is the API Connect namespace (for example, apiconnect) that contains the Management, Gateway, and Portal subsystems. This command
assigns anyuid permissions to all subsystems contained in the namespace, so be sure to set up a separate namespace for Analytics.

#Assign privileged access to the Analytics Service Account in a different namespace:
oc adm policy add-scc-to-group privileged system:serviceaccounts:<Analytics_namespace>

where <Analytics_namespace> is the namespace (for example, analytics) for the Analytics subsystem.

Note: Use this approach if you will install Analytics using with ingestion-only set to false. The privileged access level provides much greater access to
resources in a namespace, and should only be used where necessary. Since only the Analytics subsystem requires this access level, you should assign the anyuid
access level to the remaining subsystems (which requires them to be hosted in a different namespace).

Example 3: To assign non-root access to all Service Accounts except the Gateway, create a namespace that contains the Management, Portal and Analytics
subsystems. Then create a namespace that contains only the Gateway subsystem. Enter these commands:

#Set nonroot permissions for all subsystems (Management, Portal, and Analytics) in the namespace
oc adm policy add-scc-to-group nonroot system:serviceaccounts:<namespace>

where <namespace> is the namespace that contains the Management, Portal and Analytics subsystems. This assigns nonroot permissions to all subsystems
contained in the namespace.

#Set anyuid permission for the gateway subsystem
oc adm policy add-scc-to-group anyuid system:serviceaccounts:<namespace>

where <namespace> is the namespace that contains the gateway subsystem. This assigns anyuid permissions to the gateway.

o

For the DataPower® WebUI setup, depending on whether the default SCC which is installed as part of OpenShift has been modified, assign anyuid access to
DAC_OVERRIDE, SETUID, SETGID, and SYS_CHGROOT. See the following examples.
Example 1: To assign anyuid access to DAC_OVERRIDE for the gateway subsystem, enter this command:

oc adm policy add-scc-to-group anyuid system:dac_override:<namespace>

where <namespace> is the namespace that contains the gateway subsystem.
Example 2: To assign anyuid access to SETUID for the gateway subsystem, enter this command:

oc adm policy add-scc-to-group anyuid system:setuid:<namespace>

where <namespace> is the namespace that contains the gateway subsystem.
Example 3: To assign anyuid access to SETGID for the gateway subsystem, enter this command:

oc adm policy add-scc-to-group anyuid system:setgid:<namespace>

where <namespace> is the namespace that contains the gateway subsystem.
Example 4: To assign anyuid access to SYS_CHGROOT for the gateway subsystem, enter this command:

oc adm policy add-scc-to-group anyuid system:sys_chgroot:<namespace>

where <namespace> is the namespace that contains the gateway subsystem.

Note: If you encounter problems assigning Security Context Constraints (SCC) in order to enable the WebUI for DataPower, see the recommendation to create a
new SCC: https:/www.ibm.com/mysupport/s/question/0D50z00006RZGPB/apic-2018-gateway-service-error-when-enabling-datapower-web-ui?
language=en US.

Install the subsystems following the instructions for installing API Connect on Kubernetes. Set the ingress-type to route for each subsystem, for example,
apicup subsys set SUB_SYS ingress-type route. See Installing and upgrading on Kubernetes.

o

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Disabling the Analytics subsystem on OpenShift

During maintenance of an API Connect cluster, you can shut down the Analytics subsystem by disabling the client, ingestion, and storage microservices so that those
processes are not running and there is no way to reach them.
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About this task

Disabling the Analytics subsystem stops the collection and storage of data as well as making the subsystem unavailable. When you disable Analytics, there will be no data
in either the API Manager Dashboards or third-party offloads.

Procedure

1
2.

o

o

7.

Back up your Analytics data as explained in Backing up and restoring the analytics database.

Disable shard allocation for storage.

Disabling shard allocation is optional, but is recommended because it prevents new shards from being created for replication when a node is unavailable, and helps
avoid corruption issues in full system restarts. Disable shard allocation for storage by running the following command:

oc -n namespace exec -it storage-master|shared pod -- curl_es _cluster/settings -XPUT -d '{"persistent":
{"cluster.routing.allocation.enable":"none"}}"'

where:
* namespace is the namespace where the Analytics subsystem is installed.
® storage-master|shared podis the name of any storage-master or storage-shared pod. You can get the name of your storage pods by running the
following command and substituting in the namespace where Analytics is installed:

oc -n namespace get po
When you disable shard allocation, the response looks like the following example:

{"acknowledged":true, "persistent":{"cluster":{"routing":{"allocation":{"enable":"none"}}}},"transient":{}}

. Unassociate the Analytics service from all gateway services.

Q

a. In Cloud Manager, click = Topology.
b. In the section for the Availability Zone that contains the Analytics service, locate the Gateway service that the Analytics service is associated with.
c. Click  and select Unassociate analytics service.
All analytics collection will be disabled and there will be no data in either the API Manager Dashboards or third-party offloads. For more information, see
Associating an analytics service with a gateway service.

Unregister the Analytics service from Cloud Manager:

Q

a. In Cloud Manager, click ==  Topology.
b. In the section for the Availability Zone that contains the Analytics service, locate the Analytics service and click Delete.
For more information, see Registering an analytics service.

. Perform a synced flush of storage.

Flushing the storage is optional, but is recommended because it helps to avoid losing the data that was not yet written to disk. This step flushes all current index
operations synchronously and attempts to write everything that is in flux to disk. Perform a synced flush of storage by running the following command:

oc -n namespace exec -it storage-master|shared pod -- curl_es _flush/synced -XPOST

When you flush storage, the response looks like the following example:

{"_shards":{"total":33,"successful":13,"failed":0},".export-status":{"total":1,"successful":1,"failed":0},".apic-config":
{"total":1,"successful":1,"failed":0},".kibana-6":{"total":1,"successful":1,"failed":0},"apic-api-2020.06.19-000002":
{"total":15,"successful":5,"failed":0},"apic-api-2020.06.18-1":{"total":15, "successful":5,"failed":0}}

The operation often fails, and it is safe to rerun it multiple times until it passes and there are all "failed" counts are zero. If it continues to fail after running multiple
attempts over the span of a couple minutes, you can proceed to the next step.

. Run the following two commands to configure analytics for ingestion-only:

$ apicup subsys set <analytics-subsystem-name> ingestion-only=true
$ apicup subsys install <analytics-subsystem-name>

Scale the analytics-ingestion deployment down to O replicas by completing the following steps.
a. Get a list of all deployments so that you can find the name of the analytics-ingestion deployment:

$ oc get deployments -n <namespace>

b. Scale the analytics-ingestion deployment down to O replicas:

$ oc scale deployment/<analytics-ingestion-deployment-name> --replicas=0 -n <namespace>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

IBM Cloud Pak for Integration

IBM API Connect provides the API management capability in IBM Cloud Pak for Integration.
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About this task

For information on deploying or upgrading API Connect as a component of Cloud Pak for Integration, see the API management capability deployment section in the Cloud
Pak for Integration documentation.

¢ Backing up and restoring on Cloud Pak for Integration
Back up and restore API Management data in IBM Cloud Pak for Integration.

¢ Disabling the Analytics subsystem on Cloud Pak for Integration
During maintenance of an API Connect cluster, you can shut down the Analytics subsystem by disabling the client, ingestion, and storage microservices so that
those processes are not running and there is no way to reach them.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Backing up and restoring on Cloud Pak for Integration

Back up and restore API Management data in IBM Cloud Pak for Integration.

About this task

If you deployed a version of the API Management capability in IBM Cloud Pak for Integration that uses API Connect V2018 FP13-ifix1, you can back up and restore your
data.

Restriction: The following instructions apply only to API Connect V2018 FP13-ifix1.

e CPAI: Backing up data in V2018 FP13-ifix1
e CPAI: Recovering the v2018 FP13-ifix1 deployment
Note: Although this topic discusses recovering the deployment after a disaster, it includes information on restoring backed up data (see steps 5 and later).

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Disabling the Analytics subsystem on Cloud Pak for Integration

During maintenance of an API Connect cluster, you can shut down the Analytics subsystem by disabling the client, ingestion, and storage microservices so that those
processes are not running and there is no way to reach them.

About this task

Disabling the Analytics subsystem stops the collection and storage of data as well as making the subsystem unavailable. When you disable Analytics, there will be no data
in either the API Manager Dashboards or third-party offloads.

Procedure

1. Back up your Analytics data as explained in Backing up and restoring the analytics database.

2. Disable shard allocation for storage.
Disabling shard allocation is optional, but is recommended because it prevents new shards from being created for replication when a node is unavailable, and helps
avoid corruption issues in full system restarts. Disable shard allocation for storage by running the following command:

oc -n namespace exec -it storage-master|shared pod -- curl_es _cluster/settings -XPUT -d '{"persistent":
{"cluster.routing.allocation.enable":"none"}}"'

where:
* namespace is the namespace where the Analytics subsystem is installed.
® storage-master|shared podis the name of any storage-master or storage-shared pod. You can get the name of your storage pods by running the
following command and substituting in the namespace where Analytics is installed:

oc -n namespace get po
When you disable shard allocation, the response looks like the following example:
{"acknowledged":true, "persistent": {"cluster":{"routing":{"allocation":{"enable":"none"}}}},"transient":{}}
3. Unassociate the Analytics service from all gateway services.

Q

a. In Cloud Manager, click = Topology.
b. In the section for the Availability Zone that contains the Analytics service, locate the Gateway service that the Analytics service is associated with.
c. Click  and select Unassociate analytics service.

IBM API Connect 2018.x 265


https://www.ibm.com/support/knowledgecenter/SSGT7J
https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5
https://www.ibm.com/docs/en/api-connect/10.0.1.x?topic=cp4i-backing-up-v2018-fp13-ifix1
https://www.ibm.com/docs/en/api-connect/10.0.1.x?topic=cp4i-recovering-v2018-fp13-ifix1-deployment
https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5

All analytics collection will be disabled and there will be no data in either the API Manager Dashboards or third-party offloads. For more information, see
Associating an analytics service with a gateway service.

4. Unregister the Analytics service from Cloud Manager:

Q

a. In Cloud Manager, click ™=  Topology.
b. In the section for the Availability Zone that contains the Analytics service, locate the Analytics service and click Delete.
For more information, see Registering an analytics service.

(&)

. Perform a synced flush of storage.
Flushing the storage is optional, but is recommended because it helps to avoid losing the data that was not yet written to disk. This step flushes all current index
operations synchronously and attempts to write everything that is in flux to disk. Perform a synced flush of storage by running the following command:

oc -n namespace exec -it storage-master|shared pod -- curl_es _flush/synced -XPOST

When you flush storage, the response looks like the following example:
{"_shards":{"total":33,"successful":13,"failed":0},".export-status":{"total":1, "successful":1,"failed":0},".apic-config":
{"total":1,"successful":1,"failed":0}," .kibana-6":{"total":1,"successful":1,"failed":0},"apic-api-2020.06.19-000002":
{"total":15,"successful":5,"failed":0},"apic-api-2020.06.18-1":{"total":15,"successful":5,"failed":0}}

The operation often fails, and it is safe to rerun it multiple times until it passes and there are all "failed" counts are zero. If it continues to fail after running multiple
attempts over the span of a couple minutes, you can proceed to the next step.

o

. Run the following two commands to configure analytics for ingestion-only:
$ apicup subsys set <analytics-subsystem-name> ingestion-only=true
$ apicup subsys install <analytics-subsystem-name>

7. Scale the analytics-ingestion deployment down to O replicas by completing the following steps.
a. Get a list of all deployments so that you can find the name of the analytics-ingestion deployment:

$ oc get deployments -n <namespace>
b. Scale the analytics-ingestion deployment down to O replicas:

$ oc scale deployment/<analytics-ingestion-deployment-name> --replicas=0 -n <namespace>

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Migrating a Version 5 deployment

The current migration path from v5 is to API Connect v10. You can get more information about migrating to v10 here:

https:/www.ibm.com/support/knowledgecenter/SSMNED v10/com.ibm.apic.install.doc/migrating.html.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Using the API Connect operations command line interface

The IBM® API Connect v2018 apicops command line interface is targeted at Operations teams. It contains commands to check the health of the system and some
commands to fix specific problems that might be encountered.

The apicops command line interface is in active development and the latest version is available to download from Github.com. All suggestions, feedback, and bug reports
are welcome - feel free to raise an issue in this repository. Please limit the issues to those specific to apicops itself - issues about API Connect cannot be accepted, they
must be raised by using the normal IBM Support route.

Note: Support for apicops is for IBM API Connect v2018.4.1.6 and higher, only.

Installing

Download the binary for your operating system from the latest release on github.com and rename it to be apicops. For more information, see Releases - APIC Operations
CLI.

Note: Linux and Mac variants require that you run chmod

+x on the downloaded file before you can run it.

Requirements

To run apicops, you need to have kubectl, or something that implements the same CLI as kubectl, such as oc (OpenShift client), installed locally. If you aren't using
kubectl, then set the environment variable APICOPS_K8SCLIENT to the name of the Kubernetes client binary, such as oc.

266 IBM API Connect 2018.x


https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5
https://www.ibm.com/support/knowledgecenter/SSMNED_v10/com.ibm.apic.install.doc/migrating.html
https://www.ibm.com/support/pages/ibm-api-connect-support-lifecycle-policy
https://www.ibm.com/support/knowledgecenter/SSMNED_10.0.5
https://github.com/ibm-apiconnect/apicops/releases
https://github.com/ibm-apiconnect/apicops/releases

If you are using the oc, then v4.1.x or higher is required, even if you are using v3.x of the OpenShift cluster.
Then, set the KUBECONFIG environment variable to point to your kubeconfig file and apicops picks it up from there.

$ export KUBECONFIG=/home/user/my.kubeconfig
$ apicops

If you are running inside an API Connect OVA file, then run apicops as root, sudo -i, and it automatically picks up the kubeconfig.

Setting the target namespace

By default, the targeted namespace for the deployment is default. If your deployment uses an alternative namespace, then you need to set this value in the relevant
context of your kubeconfig file. You can either edit your kubeconfig file, and add the namespace property with your value. Or, you can set the namespace for the current
context by using the following command, where <namespace> is the value you want to use.

kubectl config set "contexts." kubectl config current-context'".namespace" <namespace>

You can view all contexts and their configured namespaces with the command:

kubectl config get-contexts

Usage

$ apicops COMMAND
running command. ..
$ apicops (-v|--version|version)
apicops/0.1.46 linux-x64 node-v10.16.3
$ apicops --help [COMMAND]
USAGE

$ apicops COMMAND

o Identify Services State
API Connect uses tasks to do actions such as synchronizing content between API Manager and the Gateways and Portals. When you are diagnosing some problems,
it can be useful to determine what the state is of those tasks.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Identify Services State

API Connect uses tasks to do actions such as synchronizing content between API Manager and the Gateways and Portals. When you are diagnosing some problems, it can
be useful to determine what the state is of those tasks.

Determining the state of the task can be done by using the apicops
services:identify-state command, which identifies the state of any gateway and portal services and returns any associated task IDs that are incomplete.

USAGE
$ apicops services:identify-state

OPTIONS
-e, --embellish Output a table per service instead of single lines. In JSON mode beautify the JSON
-j, --Jjson Output as raw JSON instead of lines/tables

ALIASES

$ apicops iss

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring and managing your server environment

You configure and manage the servers that comprise your IBM® API Connect on-premises cloud by using the Cloud Manager user interface.
The Cloud Manager user interface is the part of IBM API Connect that enables a Cloud Administrator to define and manage the API Connect on-premises cloud.
You can use the Cloud Manager to define the API Connect cloud by performing the following tasks:

e Create Provider organizations and invite users to serve as the owner

e Create and manage user roles and role defaults

e Create availability zones for services

e Register the relevant servers that will provide the gateway, analytics, and portal services

e Associate an analytics service with a gateway to enable reports for API Events

e Configure resources for user authentication, TLS security, and OAuth providers and make the resources visible to all or selected provider organizations
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e Connect to an existing SMTP mail server and edit templates for system-generated emails
e Set the default gateway service for catalogs

¢ Activating your Cloud Manager user account
If you have been invited to be an administrator of your API Connect cloud, you must activate your account by using the activation link that was sent by another
administrator. You can then access the Cloud Manager user interface.
e Accessing the Cloud Manager user interface
How to navigate to and log in to the Cloud Manager user interface.
¢ Defining your topology
To define your API Connect on-premises cloud, you define availability zones and register services within those zones to securely create, promote, and track APIs.
The installation procedure provides initial configuration of an Availability Zone containing the Management service.
e Managing authentication and security
Secure Cloud Manager and API Manager as well as your Catalogs with a user registry. Secure your APIs with OAuth. Create TLS profiles to ensure that information
you share among web servers will not be stolen or tampered with.
¢ Configuring the cloud settings
Before you can add a provider organization to your cloud, you must specify your cloud settings to configure an email server for notifications as well as user registry
options and catalog defaults.
¢ Administering provider organizations
Manage the provider organizations who have accounts to publish APIs in your API Connect cloud.
¢ Administering members and roles
Cloud Administrators can add members and assign them roles to enable them to work in Cloud Manager. The Cloud and Topology Administrators can also create
roles and role defaults. You can also delete users to prevent them from accessing Cloud Manager.
e Monitoring the cloud
API Connect generates events to monitor the status of your cloud.
¢ Changing your Cloud Manager password and profile information
You can change your Cloud Manager password and update your profile information.
You can resolve login problems for the Cloud Manager UI by increasing the maximum HTTP client header size.
¢ Extending the Gateway server behavior
To support your enterprise requirements, you can extend the Gateway servers within IBM API Connect to provide extra enforcement behavior.
¢ Cloud Manager Tutorials
Tutorials for using the Cloud Manager user interface in IBM API Connect.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Activating your Cloud Manager user account

If you have been invited to be an administrator of your API Connect cloud, you must activate your account by using the activation link that was sent by another
administrator. You can then access the Cloud Manager user interface.

Before you begin

A cloud administrator invited you to join API Connect .

Procedure

268

1. Complete the following steps to activate your Cloud Manager account:

If the Identity Provider uses LDAP
An invitation email with an activation link is sent. Click the activation link, or paste it in a browser, to log in directly with your LDAP user credentials. Upon
authentication, the API Connect user record is updated from the backend identity provider.

If the Identity Provider uses a local registry

An invitation email with an activation link is sent. Click the activation link or paste it in a browser. The activation link takes you to a sign up page where you
enter your first name, last name and password. Passwords must have a minimum of 8 characters and contain characters from at least three of the four
following categories:

e Uppercase letters

e Lowercase letters

e Numbers

e Special characters (for example: ! # $ %)

e The email address that you enter on the sign up page must match the email address to which the invitation email was sent, otherwise the account
activation fails.

e If you previously had an account that was removed, and you are being invited again, you must re-activate your account by using the Sign In option on
the page, not by completing the registration form and using the Sign Up option; attempting to re-register will fail.

If the Identity Provider uses an authentication URL
An invitation email with an activation link is sent. Click the activation link or paste it in a browser. The activation link takes you to a sign up page where you
enter your credentials, which then become your user name and password. Upon authentication, the API Connect user record is updated from the backend
identity provider.

If multiple user registries are available for selection on the sign up page, then make sure that the correct registry for your Cloud Manager account is selected. You
might need to ask your administrator which user registry is appropriate for your account.
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2. Click Sign up to complete your registration, then click Sign in to open the Cloud Manager login page.

Results

For information on configuring user registries and making them available for Cloud Manager login, see User registries overview and Selecting user registries for

Cloud Manager and API Manager.

You have created your API Connect administrator account.

What to do next

Log in to the Cloud Manager user interface and, depending on your role, start to manage the cloud topology, and work with provider organizations and cloud resources.
To access the Cloud Manager login page in the future, use the following URL:

https://host/admin

where host is the fully qualified host name or IP address of the Management server.

Related concepts

Managing authentication and security,
Configuring the cloud settings

Related tasks

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Accessing the Cloud Manager user interface
Defining your topology.

Administering provider organizations
Administering members and roles

Accessing the Cloud Manager user interface

How to navigate to and log in to the Cloud Manager user interface.

Before you begin

To open the Cloud Manager user interface, enter the URL for the <cloud-admin-ui> endpoint entered during installation, followed by /admin. The <cloud-admin-ui>

endpoint is configured in the Management subsystem using the following command: apicup subsys set mgmt cloud-admin-ui

<endpoint>.

The first time that you access the Cloud Manager user interface, you enter admin for the user name and 7iron-hide for the password. You will be prompted to change
the Cloud Administrator password and email address.

Procedure

1. Open a browser and enter the URL for the cloud-admin-ui endpoint followed by /admin. Note that this is secure connection using HTTPs, for example:

https://<cloud-admin-ui>/admin.

2. Enter the Cloud Administrator user name and password. If you are logging in for the first time, enter admin for the user name and 7iron-hide for the password.

4.

Results

Otherwise, enter admin for the user name and <your password> for the password.

credentials. You may need to ask your administrator which user registry is appropriate for your account.

Click Sign In.

Important: The first time that you access the cloud console, you must, for security reasons, enter a new password and your email address. If you forget your
password and request a password reset, the notification email is sent to this email address. The email is sent by the email server configured in the Notifications

section of the cloud Settings.

The Cloud Manager user interface opens to the home page, as shown in the following screen capture:
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What to do next

Configure the email server so you can reset your password if needed and send other notifications. See Tutorial: Configuring the Cloud.

Configure your topology by registering services. See Tutorial: Configuring the Cloud.

Create a Provider Organization. See Tutorial: Creating a Provider Organization.

Related tasks

e Changing your Cloud Manager password and profile information

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Defining your topology

To define your API Connect on-premises cloud, you define availability zones and register services within those zones to securely create, promote, and track APIs. The
installation procedure provides initial configuration of an Availability Zone containing the Management service.

About this task

The Cloud Manager topology consists of Availability Zones that contain the API Connect services (management, gateway, analytics and portal services). Availability Zones
can contain one or more gateway services, analytics service, and portal service, but there is one management service that spans all Availability Zones. When configuring
your Availability Zones and Services, the recommended practice is that the gateway, analytics, and portal services do not communicate across Availability Zones. Only the
management service can span across Availability Zones.

The following diagram illustrates the topology for services and Availability Zones in an API Connect network:
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One of the following roles is required to register and manage services:

e Administrator

e Topology Administrator

e Owner

e A custom role with the Topology :Manage permission

Following are the tasks involved in defining the API Connect topology:

e Create one or more Availability Zones.

e Register one or more Gateway, Analytics, and Portal services in each Availability Zone
e Associate an Analytics service with each Gateway service

e Set the visibility for the services

There are two types of deployment scenarios:

1. Appliance-based deployment using .ova files on Virtual Machines
2. Container-based deployment using Docker and Kubernetes clusters

The configuration of the Management service will differ depending upon the deployment scenario. For both, a Management service is added to the Default Availability
Zone by the installation utility.

Once the cloud is defined and an email server has been configured, you invite other users to access API Manager to create APIs. You expose these APIs to the
development community through the Developer Portal user interface.

To define the API Connect cloud, complete the following tasks:

e Configuring the Management service
A Management service is configured in the Default Availability Zone by the installation script. For an appliance-based deployment on VMs, additional Management
services may be configured using the .ova file. For a container-based deployment, only one Management service is configured for the cloud.

¢ Creating an Availability Zone
An Availability Zone is a logical or physical set of data centers containing one or more API Connect services. Availability Zones provide redundancy and failover in
the event of network issues. The Default Availability Zone is created during installation; it includes a Management service.

A gateway service is required to handle incoming traffic for APIs.
e Registering an analytics service
Configure at least one analytics service in your API Connect on-premises cloud. The analytics service is always associated with a gateway service, from which it
collects API event data.
¢ Registering a portal service
Define one or more portal services in your API Connect on-premises cloud.
¢ Associating an analytics service with a gateway service
To collect data about your API usage and other statistics, you must associate an analytics service with each gateway service. You can associate multiple gateway
services with one analytics service, but each gateway can be associated with only one analytics service.
e Setting visibility for a service
The visibility setting determines which provider organizations can access a service.
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Related concepts

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring the Management service

A Management service is configured in the Default Availability Zone by the installation script. For an appliance-based deployment on VMs, additional Management services
may be configured using the .ova file. For a container-based deployment, only one Management service is configured for the cloud.

Before you begin

You must complete the following tasks:

e Run the Install Assist installation program to configure the Default Availability Zone that contains the Management service. See Installing API Connect into a
Kubernetes environment and Deploying the Management OVA file.

About this task

The Management service is added to your cloud by the installation script. It will be added to the Default Availability Zone. You cannot add or configure Management
services using the Cloud Manager user interface.

The Management service is handled differently depending on the deployment option:

e Appliance-based deployment: API Connect Services are deployed on VMs using an .ova configuration file. Multiple Management services may be deployed, but each
Availability Zone can have only one Management service.

e Container-based deployment: Services are deployed in Docker containers and managed in Kubernetes clusters. One Management service is deployed for the entire
cloud using the installation script.

Results

One or more Management services are configured.

What to do next

Complete the following task:

Related tasks

e Creating an Availability Zone

e Registering an analytics service

e Registering a portal service

e Associating an analytics service with a gateway service
e Setting visibility for a service

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Creating an Availability Zone

An Availability Zone is a logical or physical set of data centers containing one or more API Connect services. Availability Zones provide redundancy and failover in the event
of network issues. The Default Availability Zone is created during installation; it includes a Management service.

Before you begin

You must complete the following task:

e Run Install Assist to configure the Default Availability Zone that contains the Management service. See Installing API Connect into a Kubernetes environment or
Deploying the Management OVA file.
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About this task

Availability zones organize API Connect operations based upon your business needs. Availability zones are sets of logical or physical data centers containing one or more
API Connect services. Multiple availability zones in your cloud provide redundancy and fail over in the event of network issues. Availability zones can be organized by

region, for global separation, or for physical or logical separation of data centers.

The Default Availability Zone is created during the installation process. It contains the Management service that was configured by Install Assist. You register one or more

gateway, analytics, and portal services in the availability zones to configure your API Connect cloud topology.

Note: For appliance-based deployments, additional management services may be added (one per availability zone) using the installation script. However, for container-
based deployments using Docker and Kubernetes, only one management service is allowed. No additional management services can be added if you are using container-

based deployment..

When you create an availability zone, you should provide a descriptive title; a name is generated automatically for internal identification. For example:

Table 1. Example availability zones

Title

Name

US Availability Zone

us-availability-zone

Hampshire Availability Zone

hampshire-availability-zone

Newport Availability Zone

newport-availability-zone

London South Availability Zone

london-south-availability-zone

One of the following roles is required to add and manage Availability Zones:

e Administrator
e Topology Administrator
e Owner

e A custom role with the Topology :Manage permission

Procedure

Follow these steps to add one or more additional Availability Zones to your on-premises cloud:

1. In the Cloud Manager, click = Topology.
2. You will see the current Availability Zones configured in your cloud. The Default Availability Zone is created by the installation script, and includes the Management

service. To add another Availability Zone, choose Create Availability Zone.

3. Enter the following values:

Field Description
Title (required) Enter a descriptive title for the availability zone. This title will display on the screen.
Name (required) This field is auto-populated by the system and used as the internal field name.
Summary (optional) | Enter a brief description.

4. Click Create to complete the operation.

Results

The availability zone will be added on the Services page. You can now add gateway, analytics, and portal services to the availability zone.

Related tasks

e Registering a gateway service

e Registering an analytics service

e Registering a portal service

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Registering a gateway service

A gateway service is required to handle incoming traffic for APIs.

Before you begin

Before registering a Gateway service in Cloud Manager, the DataPower® API Connect Gateway Service has to either be installed as a subsystem in your Kubernetes cluster
or enabled on the DataPower appliance. For a Kubernetes environment, see Installing the Gateway subsystem into a Kubernetes environment. For appliances, see
Configuring API Connect Gateway Service for more information.

Also complete the following task:

e Configuring the Management service

About this task
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A Gateway service represents a cluster of gateway servers that host published APIs and provide the API endpoints used by client applications. Gateways execute API
proxy invocations to backend systems and enforce API policies including client identification, security and rate limiting.

One of the following roles is required to register and manage a gateway services:

e Administrator

e Topology Administrator

e Owner

e A custom role with the Topology :Manage permission

Note: You can also register, and manage, gateway services by using the developer toolkit CLI; for details, see apic gateway-services.

Procedure

Complete the following steps to configure a Gateway service for your cloud:

1. In the Cloud Manager, click =

Topology.

2. From the Availability Zone that will contain the Gateway service, select Register Service.
3. On the Configure Service page, select DataPower Gateway as the service type. Select the Gateway type that you want to create, either DataPower Gateway (v5
compatible) or DataPower API Gateway. For a description of the gateway types, see API Connect gateway types

4. Enter the values to configure the Gateway service. You will need to obtain the endpoints from your deployment configuration. For a Kubernetes environment, the
endpoints are configured by the following values in the apicup installation script. For an appliance, the endpoint is configured in DataPower.

Field

Description

Title (required)

Enter a descriptive title for the gateway service. This title will be displayed on the screen.

Name (required)

This field is auto-populated by the system and used as the internal field name.

Summary (optional)

Enter a brief description.

Management Endpoint:
Endpoint (required)

Enter the API Connect Gateway Service endpoint.

e For a Kubernetes environment, the Management Endpoint is the endpoint entered for the command set gwy apic-gw-service.
See Installing the Gateway subsystem into a Kubernetes environment for more information.

e For an appliance, the Management Endpoint is the Management address to the API Connect Gateway Service shown in the gateway
service connection diagram. For one gateway, this takes the form http:/<ip-address-for-gateway>:3000. For multiple gateways, it
would be the address:port of the load balancer

Management Endpoint:
TLS Client Profile
(optional)

Specify the TLS Client profile to use when contacting the gateway through the management endpoint.

API Invocation
Endpoint and SNI: API
Endpoint Base (required)

Enter the base portion of the URL that maps to the base portion of the URL for incoming API traffic. It is a public FQDN with additional paths
that are specific to your API calls. For example: https://api.mycompany.com

API Invocation
Endpoint and
SNI:Server Name
Indication - Host Name

For supporting Server Name Indication (SNI) at the API Endpoint Base. The default hostname of '*' is required to allow all hosts. Enter other
host names as needed. Wild card format is supported. The SNI capability enables you to serve multiple TLS secure host names through the
same Gateway service, using the same IP address and port, without requiring them to use the same TLS profile.

Note: To allow requests from clients that don't support SNI, you must include a host name value of '*'.

API Invocation
Endpoint and SNI: TLS
Server Profile

The TLS server profile that supports the given hostname for SNI.

OAuth Shared Secret
(optional)

For sites using native OAuth providers, enter the shared secret that will be used by all API calls going through the gateway.
Note: The specified shared secret must be 64 characters (64 bytes) in length, prefixed with 0x, and must consist only of hexadecimal
characters. For example: 0xa354282£227c10250511ae9¢c9e8c7ed9£4£1bd0d7c04cb6d5bd178£8c62296e3

The following diagram illustrates the gateway service connection:
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5. When you are finished, click Save.

Results

The Gateway service is added to the appropriate Availability Zone for your cloud.

What to do next

If you want to change the TLS Profile from Cloud Manager, for SNI Mapping of API Invocation endpoint, it is automatically changed in the associated Gateway. You do not
need to do a removal or re-registration of the Gateway service.

Add additional gateway services. Add one or more analytics services. Add one or more portal services. Associate the gateway service with an analytics service. Set the
visibility for the gateway.

Related tasks

e Registering a portal service

e Registering an analytics service

e Associating an analytics service with a gateway service
e Setting visibility for a service

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Registering an analytics service

Configure at least one analytics service in your API Connect on-premises cloud. The analytics service is always associated with a gateway service, from which it collects
API event data.

Before you begin

You must complete the following tasks:

e Creating an Availability Zone

About this task

The Analytics service collects API event data from the Gateway service. In Cloud Manager, you configure the Analytics service and then associate it with one or more
Gateways. You can have multiple Gateways associated with a single Analytics service, but each Gateway can be associated with only one Analytics service. Using the
Analytics service, you can filter, sort, and aggregate the API event data and view the results on a dashboard.

One of the following roles is required to register and manage analytic services:
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e Administrator

e Topology Administrator

e Owner

e A custom role with the Topology :Manage permission

Procedure

Complete the following steps to configure the Analytics services for your cloud:

1. In the Cloud Manager, click = Topology.
2. In the Availability Zone that will contain the Analytics service, select Register Services > Analytics.
3. Enter the values to configure the Analytics service:

Field

Description

Title (required)

Enter a descriptive title for the Analytics service. This title will display on the screen.

Name (required)

This field is auto-populated by the system and used as the internal field name.

Summary (optional)

Enter a brief description.

Endpoint (required)

Enter the fully-qualified domain name. If configured during installation using the Install Assist utility, it is the apicup subsys set
analytics analytics-client value.

If you are using the ingestion-only configuration for Analytics, the client endpoint is not used. Instead, provide the TLS endpoint URL for this
setting.

TLS Client Profile
(required)

Select the TLS Client Profile that will be used to communicate with the analytics service. The Client Profile applies to the Endpoint.

Advanced Analytics
Configuration

Configure advanced parameters in Kibana.

4. Click Save to complete the operation.

Results

The Analytics service is added to your cloud settings.

What to do next

Associate the Analytics service one or more Gateway services. For more information, see Associating an analytics service with a gateway service.

Related tasks

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Registering a portal service

Define one or more portal services in your API Connect on-premises cloud.

Before you begin

You must complete the following tasks:

e Creating an Availability Zone

e Configuring an email server for notifications

e Setting up notifications
e Setting up notifications

Note:

When you create or register a Developer Portal service, the Portal subsystem checks that the Portal web endpoint is accessible. However sometimes, for example due to
the complexity of public and private networks, the endpoint cannot be reached. The following example shows the errors that you might see in the portal-www pod,
admin container logs, if the endpoint cannot be reached:

An error occurred contacting the provided portal web endpoint: example.com
The provided Portal web endpoint example.com returned HTTP status code 504

In this instance, you can disable the Portal web endpoint check so that the Developer Portal service can be created successfully.
To disable the endpoint check, complete one of the following updates depending on your platform:

On Kubernetes

Add the following section to the Portal custom resource (CR) template:
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spec:
template:
- containers:
- env:
- name: PORTAL SKIP WEB_ENDPOINT VALIDATION
value: "true"
name: admin
name: www

On VMware
In your apicup project, create a file called ptl-extra-values.yaml (or edit the file if one already exists), and add the following section:

spec:
template:
- containers:
- env:
- name: PORTAL_SKIP_WEB_ENDPOINT_VALIDATION
value: "true"
name: admin
name: www

Run the following commands:
apicup subsys set <ptl_subsys> extra-values-file <path-to-ptl-extra-values-yaml-file>

apicup subsys install <ptl_subsys>
About this task
Each Availability Zone contains one or more Portal services. The Portal service provides a developer portal used by application developers to discover APIs and onboard

consumers. An email server must be configured and set as the email server for the cloud before registering a portal service.
One of the following roles is required to register and manage Portal services:

e Administrator

e Topology Administrator

e Owner

e A custom role with the Topology :Manage permission

Important: It's not recommended to have more than 100 sites per Developer Portal service. Note that it's not necessary to have a Portal site for every Catalog, for example
Catalogs that are only for API Developers don't need a Portal site, as the APIs can be tested by using credentials from the API Manager. If more than 100 sites are
required, you should configure additional Developer Portal services.

Procedure

Complete the following steps to configure the Portal services for your cloud:

1. In the Cloud Manager, click = Topology.
2. In the Availability Zone that will contain the Portal service, select Register Services > Portal.
3. Enter the values to configure the Portal service.

Field Description
Title (required) | Enter a descriptive title for the portal service. This title will display on the screen.
Name (required) | This field is auto-populated by the system and used as the internal field name.

Summary Enter a brief description.

(optional)

Management Enter the IP address, fully-qualified host name, service, or ingress name. Used for communication with API Manager. If configured during installation
Endpoint: using the Install Assist utility, it is the apicup subsys set portal portal-admin

Endpoint value.

(required)

Management Select the TLS Client Profile that will be used to communicate with the portal service. The profile applies to the Management Endpoint.
Endpoint: TLS
Client Profile
(optional)
Portal Website | The URL that will be used for public access to the portal. If configured during installation using the Install Assist utility, it is the apicup subsys set
URL (required) |portal portal-www <portal>.<hostname>.<domainname> value.Multiple portal-www endpoints may be configured, as described here in these
topics: Defining multiple portal endpoints for a Kubernetes environment and Defining multiple portal endpoints for a VMware environment.

4. When you are finished, click Save.

Results

The Portal service is configured in your cloud and can be used to publish APIs.

Related tasks

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Associating an analytics service with a gateway service

To collect data about your API usage and other statistics, you must associate an analytics service with each gateway service. You can associate multiple gateway services
with one analytics service, but each gateway can be associated with only one analytics service.

Before you begin

You must complete the following tasks:

e Run Install Assist to configure the Default Availability Zone that contains the Management service.
e Register a gateway service and an analytics service.

About this task

Each gateway service is associated with an analytics service. Each gateway service can be associated with only one analytics service (a one-one relationship), however,
each analytics service can associated with one or more gateway services (a one-many relationship). The associated analytics service collects API event data from the
gateway service.

In order to associate an analytics service with a gateway, you must first configure at least one analytics service and one gateway service.
One of the following roles is required to associate an analytics service with a gateway service:

e Administrator

e Topology Administrator

e Owner

e A custom role with the Topology :Manage permission

Follow these steps to associate an analytics service with a gateway service:

Procedure

In the Cloud Manager, click = Topology.

In the section for the Availability Zone you want to work on, locate the Gateway service that requires an Analytics service in the SERVICE column.

Locate the ASSOCIATED ANALYTICS SERVICE column.

If an Analytics service has been configured, the Associate Analytics service link is enabled for each Gateway service. Click Associate Analytics Service in the same
row as the Gateway service that requires an Analytics service.

In Associate Analytics Service, you will see the name of the Gateway service and a list of Analytics services that have been configured in your cloud.

Select the Analytics service to associate with the Gateway service by adding a checkmark, then click Associate.

To remove the associated Analytics service, select Unassociate analytics service from the actions menu. Note that when there is no Analytics service associated
with a Gateway service, all analytics collection will be disabled and there will be no data in either the API Manager Dashboards or third-party offloads.

EalE O S

No o

Results

The Analytics service is associated with a Gateway service and will collect API event data for that Gateway.

Related tasks

e Registering an analytics service

Related information

e Installing API Connect into a Kubernetes environment
o Deploying the Management OVA file

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Setting visibility for a service

The visibility setting determines which provider organizations can access a service.

Before you begin
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You must complete the following tasks:

e Run Install Assist to configure the Default Availability Zone that contains the Management service
e Create additional availability zones if needed, see Creating an Availability Zone

e Register at least one gateway service, see Registering a gateway service

e Register other services

About this task

The visibility setting controls which provider organizations can use a service. The default visibility setting is Public.

One of the following roles is required to set the visibility for services:

e Administrator

e Topology Administrator

e Owner

e A custom role with the Topology :Manage permission

Procedure

Follow these steps to set the visibility for the services in your on-premises cloud:

1. In the Cloud Manager, click = Topology.
2. From the list of Services, choose Set visibility from the actions menu next to the name of the service that requires the visibility setting.
3. Select the visibility setting for the service. The options are:
e Private - the service is not visible and cannot be used by any provider organization
e Public - the service is visible and can be used by all provider organizations
e Custom - the service is visible only to the provider organizations designated by you
4. For Custom visibility, select the provider organizations that will be able to use the service.
5. Click Make visible to complete the operation.

Results

For Private, the service cannot be used by any provider organizations. For Public, the service can be used by all provider organizations. For Custom, the service can be used
by the provider organizations that you designate.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Managing authentication and security

Secure Cloud Manager and API Manager as well as your Catalogs with a user registry. Secure your APIs with OAuth. Create TLS profiles to ensure that information you
share among web servers will not be stolen or tampered with.

As Cloud Administrator or Topology Administrator (or with a custom role that contains the Settings:Manage permission), you can configure the following authentication
and security mechanisms:

e User registries to authenticate users of Cloud Manager and API Manager and of your Catalogs and APIs.
e OAuth providers to provide protection for APIs.
e TLS profiles to secure transmission of data through the Gateway to external web sites and among web servers.

The following topics describe how to configure user registries, OAuth providers, and TLS profiles:

e User registries overview
API Connect supports several types of user registries for authenticating users. The credentials for all users of Cloud Manager, API Manager, and the Developer
Portal must be stored in a user registry.
e TLS profiles overview
API Connect supports TLS Profiles for securing data transmission over HTTPS.
e OAuth Provider overview
API Connect supports OAuth Specification 2.0, for both Native and Third party implementations.

Related concepts

e User registries overview
e OAuth Provider overview
e TLS profiles overview

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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User registries overview

API Connect supports several types of user registries for authenticating users. The credentials for all users of Cloud Manager, API Manager, and the Developer Portal must
be stored in a user registry.

Introduction to user registries

A user registry holds unique user account credentials, primarily usernames and passwords, which are accessed during authentication for logging into Cloud Manager, API
Manager, the Developer Portal, and also for calling APIs (if the API is configured to use Basic Authentication in the Security Definition). The Cloud Administrator configures
user registries to ensure that all users are successful at logging in.

User registries also provide security when calling APIs. For information on configuring Security Definitions for APIs, see Creating a basic authentication security definition.

a user logs into Cloud Manager or API Manager, the specified user registry is queried for credentials to confirm the user's identity.
In Cloud Manager and API Manager, a registry cannot be changed after a user is invited to be the owner of a provider organization, even if the invitation is not yet accepted.
User registries in API Connect serve the following primary functions:

e To authenticate a user at login time based upon username and password.

e To store basic profile information such as first name, last name, and email address.
e To provide secure access to Catalogs.

e To provide Basic Authentication for APIs when called by an application.

In order to log in to Cloud Manager, API Manager, the Developer Portal, or access a catalog, a user must have valid credentials (username and password) stored in a user
registry that is configured in API Connect.

The Security Definition for an API can be configured to require a username and password, called the Basic Authentication method. With Basic Authentication, the
username and password are included in the HTTP authorization header, and the credentials are verified through user registry.

User registries that are configured in Cloud Manager have the following characteristics:

e They are available to Cloud Manager, API Manager, the Developer Portal, and for Basic Authentication for APIs.
e They are available to provider organizations, as determined by the visibility setting.
e They can be edited and deleted only in Cloud Manager.

User registries that are configured in API Manager have the following characteristics:

e They are available to the Developer Portal (for Catalogs) and for Basic Authentication for APIs.
e They are available only to the Provider Organization that created them.

User registries supported by API Connect

API Connect integrates with several types of user registries to accommodate all security solutions. You can use your corporate LDAP registry, an Authentication URL, or an
LUR to provide secure access to Cloud Manager, API Manager, the Developer Portal, and APIs. API Connect includes two internal databases that serve as local user
registries, or LURs. The Providers LUR supports credentials for Provider organizations and the Admin LUR supports credentials for the Administrator organization. Multiple
registries may be configured.

The following user registry types can serve as a resource in API Connect:

e Local user registry (LUR) - An internal database of usernames and passwords stored on the local server. Contains the Admin user account which may not be
modified or deleted.

e LDAP - A user registry definition that points to an existing corporate LDAP directory. May be set up as case-sensitive.

e Authentication URL - Accesses a URL that points to a service for validating user credentials.

e OpenlID Connect (OIDC).

An Authentication URL user registry provides a simple mechanism for authenticating users by referencing a custom identity provider.

¢ Configuring an LDAP user registry in the Cloud Manager
You can use the Cloud Manager UI to configure an LDAP user registry as a shared resource to provide user authentication for the Cloud Manager, the API Manager,
and the Developer Portal. APIs can also be secured with an LDAP user registry.

Configure a shared OIDC user registry for user onboarding and authentication when multi-factor authentication (MFA) is required.
o Setting visibility for a user registry
The visibility setting determines which provider organizations can access a resource, for example, user registries.
* Deleting a user registry
As the Cloud Manager administrator, you can delete user registries.
¢ Removing a user from a user registry
As an API Connect user, you can remove yourself from an API Connect user registry. As an administrative user, you can remove other users from an API Connect
user registry.

Related tasks

e Configuring a Local User Registry,
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e Configuring an LDAP user registry in the Cloud Manager
e Setting visibility for a user registry,

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring an Authentication URL user registry

An Authentication URL user registry provides a simple mechanism for authenticating users by referencing a custom identity provider.

About this task

This topic describes how to configure a new Authentication URL user registry as a Resource in your cloud. After the user registry is configured, you must select it for use in
your cloud in Settings > User Registries. See Selecting user registries for Cloud Manager and API Manager.

One of the following roles is required to configure user registries.:

e Administrator

e Owner

e Topology Administrator

e Custom role with the Settings:Manage permissions

Note: When a user is presented with the form for completing their API Connect user registration, which fields are pre-populated depends on which fields are returned in
the response from the Authentication URL identity provider. If any of the following fields are returned, they will be pre-populated in the registration form:

® username

® email

e first name
¢ last name

If the username field is not returned, the registration form displays the user name that was provided by the user. The pre-population capability requires that the response
from the Authentication URL identity provider satisfies the following conditions:

e The Content-Type must be application/json.
e The response body format must be JSON.

A sample response is as follows:

HTTP/1.1 200 OK

Content-Type: application/json;charset=UTF-8
Cache-Control: no-store

Pragma: no-cache

{
"username" : "myuser",
"email":"myuser@example.com",
"first_name":"My",
"last_name":"User"

}

Procedure
g

1. In the Cloud Manager, click
2. Select User Registries to see the list of current user registries in your cloud.
3. Click Create in the User Registries section.
4. Select Authentication URL User Registry and enter the following parameters:
Field Description
Title (required) | Enter a descriptive name to use on the screen.

Name (required) | The name that is used in CLI commands. The name is auto-generated. For details of the CLI commands for managing user registries, see apic
user-registries.

Summary Enter a brief description.

(optional)

Display Name The name that is displayed for selection by the user when logging in to a user interface, or activating their API Manager account.
(required) For details of user interface log in, and account activation, see Accessing the Cloud Manager user interface, Accessing the API Manager user
interface, and Activating your API Manager user account.

Note: The Developer Portal uses the Title of the User Registries when rendering them at the login page, rather than the Display Name.
URL (required) Enter the URL for the authentication service. When establishing authentication, API Connect makes a GET call to the URL. The call includes the
user name and password it has collected from the user in its authorization header. Either 200 OK or 401 Unauthorized will be returned.

TLS Client Select a TLS Client Profile to allow secure authentication with a specific web server.
Profile (optional)
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Field Description

Case sensitive | To ensure proper handling of user name capitalization, you must ensure that your case-sensitivity setting here matches the setting on your
backend Authentication URL server:

* Only select Case sensitive if your backend server supports case-sensitivity.

e Do not select Case sensitive if your backend server does not support case-sensitivity.
Note:

The Developer Portal does not support case sensitive usernames.

Note: After at least one user has been onboarded into the registry, you cannot change this setting.

5. Click Save.

Results

Registries. It can also be used for Basic Authentication in the Security Definition for an API.

Related concepts

e Managing authentication and security,
e User registries overview

Related tasks

e Configuring an LDAP user registry in the Cloud Manager
e Setting visibility for a user registry

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring an LDAP user registry in the Cloud Manager

You can use the Cloud Manager UI to configure an LDAP user registry as a shared resource to provide user authentication for the Cloud Manager, the API Manager, and the
Developer Portal. APIs can also be secured with an LDAP user registry.

Before you begin

To configure an LDAP user registry as a shared resource in the Cloud Manager, the LDAP directory must be created for use with your API Connect ecosystem.

LDAP registries can be used to secure APIs, to authenticate users to the Cloud Manager and the API Manager, or for securing a Catalog to authenticate Developer Portal
users.

Important: If you are using an LDAP registry to secure APIs, note the following limitations:

e Authentication methods Compose DN and Compose UPN are not supported with the DataPower® API Gateway.
e The STARTTLS protocol, which upgrades an insecure protocol to a secure one by applying TLS security, is not supported with an LDAP user registry

One of the following roles is required to configure an LDAP user registry:

e Administrator

e Owner

e Topology Administrator

e Custom role with the settings: Manage permissions

About this task

You can create an LDAP user registry that is specific to a provider organization, or one that can be shared and available to all of the provider organizations in your API
Connect environment. An organization-specific LDAP user registry can be used for authenticating Developer Portal users in a specific provider organization. While a shared
LDAP user registry can be used across the Cloud Manager, the API Manager, and the Developer Portal components in your environment.

This topic describes how to configure a shared LDAP user registry that is available to all of the provider organizations in your API Connect environment. If you want to
create an organization-specific registry, see Creating an LDAP user registry in API Manager for more information. Note also that the visibility of a user registry is set to
shared by default. However, you can change the visibility setting to make the registry private, or visible only to specific provider organizations. For more information, see
Setting visibility for a user registry.

Note:

o If you configure your LDAP user registry to be writable (by selecting the User Managed checkbox on the registry), you can use the Developer Portal UI for
onboarding and authenticating new Developer Portal users, as well as those users that already exist in the LDAP database. A writable LDAP user registry cannot be
used to authenticate Cloud Manager and API Manager users.

e You can also create and manage LDAP user registries by using the developer toolkit CLI (see Using the CLI to configure a shared LDAP user registry), and by using
the API Connect REST APIs (see the API Connect REST API documentation).
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You create an LDAP user registry by configuring a set of properties in the Cloud Manager UL. If you want to enable writable LDAP, you must complete the Attribute Mapping
section by selecting the User Managed checkbox, and providing the mapping of your source LDAP attribute names to the target API Connect values. You can also change a
registry to be read-only again by clearing the User Managed checkbox. After configuring the user registry, you must set it as active in Settings > User Registries. To make
the registry available to the Developer Portal, you must define the registry for consumer onboarding in the associated Catalog. To secure APIs with an LDAP registry, you
must configure security definitions.

For general information about authenticating with LDAP, see LDAP authentication.

Procedure

Follow these steps to configure a new LDAP user registry as a shared resource in the Cloud Manager UI.

$
1. In the Cloud Manager, click Resources.
2. Click Create in the User Registries section.

3. Select LDAP User Registry for the user registry type, and enter the following information:

Field Description
Title Enter a descriptive name to display on the screen.
Name The name that is used in CLI commands. The name is auto-generated. For details of the CLI commands for managing user registries, see
apic user-registries.
Display Name The name that is displayed for selection by the user when logging in to a user interface, or activating their API Manager account.
(required) For details of user interface log in, and account activation, see Accessing the Cloud Manager user interface, Accessing the API Manager

user interface, and Activating your API Manager user account.

Note: The Developer Portal uses the Title of the User Registries when rendering them at the login page, rather than the Display

Name.
Summary (optional) Enter a brief description.
Address Enter the IP address or host name of the LDAP server.
Port Enter the Port number that API Connect can use to communicate with the LDAP registry. For example, 389.
Select a TLS Client Select the TLS Client Profile the LDAP server requires.

Profile (optional)

Select an LDAP protocol | Select the version number for the LDAP protocol that you are using.
version

Case-sensitivity To ensure proper handling of user name capitalization, you must ensure that your case-sensitivity setting here matches the setting on
your backend LDAP server:
e Only select Case sensitive if your backend LDAP server supports case-sensitivity.
e Do not select Case sensitive if your backend LDAP server does not support case-sensitivity.
Note:
The Developer Portal does not support case sensitive usernames.

Note: After at least one user has been onboarded into the registry, you cannot change this setting.
4. Click Next and enter the authentication information, which will vary depending on the selected Authentication Method. The choices are:

e Compose DN - Select this format if you can compose the user LDAP Distinguished Name (DN) from the user name. For example, uid=
<username>, ou=People,dc=company,dc=comis a DN format that can be composed from the user name. If you are unsure whether Compose (DN) is the
correct option, contact your LDAP administrator. If you are using an LDAP registry to secure APIs, Compose DN is not supported with the DataPower API
Gateway.

e Compose UPN - Select this format if your LDAP directory supports binding with User Principal Names such as john@acme . com. The Microsoft Active
Directory is an example of an LDAP directory that supports Compose UPN authentication. If you are unsure whether your LDAP directory supports binding
with UPNs, contact your LDAP administrator. If you are using an LDAP registry to secure APIs, Compose UPN is not supported with the DataPower API
Gateway.

e Search DN - Select this format if you cannot compose the user LDAP Distinguished Name from the user name; for example, if the base DNs of the users are
different. This format might require an administrator DN and password to search for users in the LDAP directory. If your LDAP directory permits anonymous
binds, you can omit the admin DN and password. If you are unsure if your LDAP directory permits anonymous binds, contact your LDAP administrator.

For all of the authentication methods:

If you are creating an LDAP registry to authenticate users of an API, you can specify an LDAP authorization group to restrict API access. To be able to call an API
that is secured by the LDAP registry, a user must successfully authenticate with their LDAP user ID and password and they must be a member of the specified
authorization group. The authorization group can be a Static Group or Dynamic Group. A static group is one in which the individual members of the group are
explicitly listed. A dynamic group is one which is defined according to the set of attributes that the group members share in common.

5. For authentication method Compose DN, enter the following:

Field Description
Bind Method Anonymous or Authenticated. If specific permissions are not needed to search the registry, select Anonymous Bind. Or, if specific
permissions are necessary, select Authenticated Bind.
Admin DN For Authenticated Bind, enter the Distinguished Name of a user authorized to perform searches in the LDAP directory. For example
cn=admin, dc=company, dc=com.
Admin Password For Authenticated Bind, enter the user password for the Admin DN.
Prefix Specify the prefix to the DN. For example (uid=.
Suffix Specify the suffix to the DN. For example ).
Base DN (optional) Enter a base DN in the Base DN field, or click Get Base DN to populate the field with a retrieved base DN.
Use group authentication | Static or Dynamic. For Static Group, enter the Group Based DN, Prefix, and Suffix. For Dynamic Group, enter the Filter condition for the
(optional) group.
6. For authentication method Compose UPN, enter the following:
Field Description
Bind Method Anonymous or Authenticated. If specific permissions are not needed to search the registry, select Anonymous Bind. Or, if specific
permissions are necessary, select Authenticated Bind.
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Field Description

Admin DN For Authenticated Bind, enter the Distinguished Name of a user authorized to perform searches in the LDAP directory. For example
cn=admin, dc=company, dc=com.

Admin Password For Authenticated Bind, enter the user password for the Admin DN.

Suffix Enter the domain part of the user principal name. For example, @acme . com.

Use group authentication | Enter the Filter condition for the group.

(optional)

. For authentication method Search DN, enter the following:
Field Description

Bind Method Anonymous or Authenticated. If specific permissions are not needed to search the registry, select Anonymous Bind. Or, if specific
permissions are necessary, select Authenticated Bind.

Admin DN For Authenticated Bind, enter the Distinguished Name of a user authorized to perform searches in the LDAP directory. For example
cn=admin, dc=company, dc=com.

Admin Password For Authenticated Bind, enter the user password for the Admin DN.

Prefix Specify the prefix to the DN. For example (uid=.

Suffix Specify the suffix to the DN. For example ).

Base DN (optional) Enter a base DN in the Base DN field, or click Get Base DN to populate the field with a retrieved base DN.

Use group authentication | Static or Dynamic. For Static Group, enter the Group Based DN, Prefix, and Suffix. For Dynamic Group, enter the Filter condition for the
(optional) group.

Optional: Click Test configuration to test the settings for your LDAP user registry. Enter valid credentials to ensure that you can access the LDAP database.
. Optional: If you want to make your LDAP user registry writable, select the User Managed checkbox in the Attribute Mapping section, and provide the mapping of
your source LDAP attribute names to the target API Connect values. Click Add to add each name/value pair, specified as follows:

e LDAP ATTRIBUTE NAME - is the name of the source LDAP attribute.

e API CONNECT VALUE - is a string that represents the value that API Connect will populate the LDAP attribute with, by replacing the content contained in [ ]

with the value that the user supplies when signing up.

The default user profile properties that API Connect requires during user registration are username, first_name, last_name, email, and password, as shown in
the following example:

LDAP ATTRIBUTE NAME API CONNECT VALUE

dn uid=[username], ou=users,dc=company, dc=com
cn [first name] [last name]

sn [last name]

mail [email]

userPassword [password]

You must ensure that you enter the correct attribute mapping values for your LDAP configuration, to enable API Connect to access the LDAP database. Note that a
writable LDAP user registry cannot be used to authenticate Cloud Manager and API Manager users.

Click Create.

Your new LDAP registry is shown in the list of User Registries on the Resources page.

What to do next

To make the LDAP registry available for user authentication in the Cloud Manager and the API Manager, you must set it as active in the Settings > User Registries section.

user registry, and click Save. For more information, see Creating and configuring Catalogs.

If you

want to use the LDAP user registry to secure APIs, see the following information:

To use for basic authentication in the security definition for an API, see Creating a basic authentication security definition.
To use for authentication in the User Security configuration for a native OAuth provider, see Configuring user security for a native OAuth provider.

You can use the developer toolkit CLI to configure an LDAP user registry to provide user authentication for the Cloud Manager, the API Manager, and the Developer
Portal. APIs can also be secured with an LDAP user registry.

Related concepts

Managing authentication and security
User registries overview

Related tasks

Configuring a Local User Registry
Configuring an Authentication URL user registry.
Setting visibility for a user registry,

Related information

LDAP authentication

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Using the CLI to configure a shared LDAP user registry

You can use the developer toolkit CLI to configure an LDAP user registry to provide user authentication for the Cloud Manager, the API Manager, and the Developer Portal.
APIs can also be secured with an LDAP user registry.

Before you begin

To configure an LDAP user registry as a resource in the Cloud Manager, the LDAP directory must be created and available to use with your API Connect ecosystem.
LDAP registries can be used to secure APIs, or for authenticating users to the Cloud Manager, the API Manager, and the Developer Portal.
Important: If you are using an LDAP registry to secure APIs, note the following limitations:

¢ Authentication methods compose_dn and compose_upn is not supported with the DataPower® API Gateway.
e The STARTTLS protocol, which upgrades an insecure protocol to a secure one by applying TLS security, is not supported with an LDAP user registry

One of the following roles is required to configure an LDAP user registry:

e Administrator

e Owner

e Topology Administrator

e Custom role with the settings: Manage permissions

About this task

You can create an LDAP user registry that is specific to a provider organization, or one that can be shared and available to all of the provider organizations in your API
Connect environment. An organization-specific LDAP user registry can be used for onboarding and authenticating Developer Portal users, while a shared LDAP user
registry can be used for authenticating Cloud Manager, API Manager, and Developer Portal users.

This topic describes how to configure a shared LDAP user registry. If you want to create an organization-specific registry, see Using the CLI to create an organization-
specific LDAP user registry for more information. Note also that the visibility of a user registry is set to shared by default. However, you can change the visibility setting to
make the registry private, or visible only to specific provider organizations. For more information, see Setting visibility for a user registry.

Note:

o If the LDAP user registry is configured as writable (by enabling the user-managed property on the registry), you can use the Developer Portal UI for onboarding
and authenticating new Developer Portal users, as well as those users that already exist in the LDAP database. A writable LDAP user registry cannot be used to
authenticate Cloud Manager and API Manager users.

REST APIs (see the API Connect REST API documentation).

You configure an LDAP user registry by first defining the registry details in a configuration file. You then use a developer toolkit CLI command to create the registry, passing
the configuration file as a parameter. Finally, to make the registry available for user authentication, you need to configure the registry in the management server, or in the
appropriate Catalog, or both, depending on your requirements. To secure APIs with an LDAP registry, you must configure security definitions. You can use the following
instructions to create a writable or a read-only LDAP user registry.

For general information about authenticating with LDAP, see LDAP authentication.

Logging in to the management server CLI

Before you can define the LDAP user registry configuration, you must log in to your management server from the developer toolkit CLI as a member of the cloud
administration organization. Use the following command:

apic login --server mgmt endpoint url --username user id --password password --realm admin/identity provider

For full details of the login command, see Logging in to a management server.
For more information about how to use the CLI, see Installing the toolkit, and Overview of the command-Lline tool.

Defining your LDAP configuration

You define the configuration of your LDAP user registry in an 1dap config file.yamnl file, as shown in the following example. Note that the actual contents of your
YAML file will vary depending on the authentication method of your LDAP server, and this is explained in the following tables.

name: registry name
title: "display title"
integration url: LDAP integration url
user managed: true or_ false
user registry managed: false
case_sensitive: true or false
identity providers:

- name: provider name

title: provider title

endpoint:

endpoint: "ldap server url and port"
configuration:

authentication method: authentication method

authenticated bind: "true or false"

admin_dn: "admin dn"

IBM API Connect 2018.x 285


https://apic-api.apiconnect.ibmcloud.com/v2018/

admin_password: admin password

search dn_base: "search dn base"
search _dn_scope: search dn scope
search dn filter prefix: prefix
search dn filter suffix: suffix

attribute mapping:

dn:
cn:
sn:
mail:

"distinguished name"
""common name"

"last name"

"email address"
userPassword:

"password"

The registry properties that are common to each authentication method are described in the following table:

Property Description
name The name of the registry. This name is used in CLI commands.
title A descriptive name to display in a graphical user interface.
integratim‘_ The LDAP integration URL in your API Connect configuration. You can determine the LDAP integration URL by using the following CLI command:
ur.

apic integrations:list --server mgmt endpoint url --subcollection user-registry

user_managed

Determines whether your user registry is writable or not. Must be set to true for writable LDAP. You can change this setting to false if you don't want
the registry to be writable; see the Switching your LDAP registry between writable and read-only section at the end of this topic for details. Note that a
writable LDAP user registry cannot be used to authenticate Cloud Manager and API Manager users.

user_registr
y_managed

Must be set to £alse for LDAP. Determines whether API Connect manages your user registry. Only LUR registries are managed by API Connect.

case_sensiti
ve

Determines whether your user registry is case-sensitive. Valid values are:

® true
e false

To ensure proper handling of user name capitalization, you must ensure that your case-sensitivity setting here matches the setting on your backend
LDAP server:

e Only set case_sensitive to true if your backend LDAP server supports case-sensitivity.
® Setcase_sensitive to false if your backend LDAP server does not support case-sensitivity.

Note: After at least one user has been onboarded into the registry, you cannot change this setting.

identity pro |An array containing the details of your LDAP server, where:
viders
® name - is the name of the LDAP server and is the name that is used in CLI commands
e title -isthe display name of the LDAP server
endpoint The endpoint of your LDAP server, made up of the url and port, for example:
"ldap://server.com:389"
tls_profile |OQptionally setthe TLS Client Profile that the LDAP server requires.

protocol_ver
sion

Optionally set the version number for the LDAP protocol that you are using. Valid values are:

2
3

Defaults to 3 if not explicitly set.

The properties in the configuration section will vary depending on the selected authentication method. The three authentication methods are:

® compose_dn - Set this format if you can compose the user LDAP Distinguished Name (DN) from the user name. For example, uid=
<username>, ou=People,dc=company,dc=comis a DN format that can be composed from the user name. If you are unsure whether Compose (DN) is the
correct option, contact your LDAP administrator. If you are using an LDAP registry to secure APIs, compose_dn is not supported with the DataPower API Gateway.

® compose_upn - Set this format if your LDAP directory supports binding with User Principal Names such as john@acme . com. The Microsoft Active Directory is an
example of an LDAP directory that supports Compose UPN authentication. If you are unsure whether your LDAP directory supports binding with UPNs, contact your
LDAP administrator. If you are using an LDAP registry to secure APIs, compose_upn is not supported with the DataPower API Gateway.

e search_dn - Select this format if you cannot compose the user LDAP Distinguished Name from the user name; for example, if the base DNs of the users are
different. This format might require an administrator DN and password to search for users in the LDAP directory. If your LDAP directory permits anonymous binds,
you can omit the admin DN and password. If you are unsure if your LDAP directory permits anonymous binds, contact your LDAP administrator.

For authentication method compose dn, set the following configuration properties:

d

Properties Description
authenticatio |compose dn
n_method
authenticated |The bind method. Valid values are:
_bind
e "true" - authenticated bind
e "false" - anonymous bind
If specific permissions are not needed to search the registry, select "false". If specific permissions are necessary, select "true".
admin_dn If authenticated bindis set to "true", enter the Distinguished Name (DN) of a user authorized to perform searches in the LDAP directory. For
example:
"cn=admin,dc=company,dc=com"
admin_passwor |Ifauthenticated bindis setto "true", enter the user password for the admin_dn.

search_dn bas
e

Optionally set a base DN, for example:

"dc=company ,dc=com"

bind prefix

Set the prefix to the DN, for example:

(uid=
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Properties

Description

bind_suffix

Set the suffix to the DN, for example:

)

attribute_map
ping

If user_managed is set to true, provide the mapping of your source LDAP attribute names to the target API Connect values. This mapping is
configured as a name/value pair, specified as follows:

ldap registry attribute name: "apic ldap attribute value"
Where:

o [dap_registry_attribute_name - is the name of the source LDAP attribute
e apic_ldap_attribute_value - is a string that represents the value that API Connect will populate the LDAP attribute with, by replacing the
content contained in [ ] with the value that the user supplies when signing up.

The user profile properties that API Connect requires during user registration are username, first name, last_name, email, and password.
The following extract shows an example of an attribute mapping:

attribute mapping:

d

dn: "uid=[username],bou=users,dc=company,dc=com"
cn: "[first name] [last_name]"
sn: "[last name]"
mail: "[email]"
userPassword: "[password]"
For authentication method compose upn, set the following configuration properties:
Properties Description
authenticatio |compose upn
n_method
authenticated |The bind method. Valid values are:
_bind
e "true" - authenticated bind
e "false" - anonymous bind
If specific permissions are not needed to search the registry, select "false". If specific permissions are necessary, select "true".
admin_dn If authenticated bindis setto "true", enter the Distinguished Name (DN) of a user authorized to perform searches in the LDAP directory. For
example:
"cn=admin,dc=company,dc=com"
admin_passwor |Ifauthenticated bindis setto "true", enter the user password for the admin_dn.

bind suffix

Enter the domain part of the user principal name. For example:

Qacme.com

attribute map
ping

If user_managed is set to true, provide the mapping of your source LDAP attribute names to the target API Connect values. This mapping is
configured as a name/value pair, specified as follows:

ldap registry attribute name: "apic ldap attribute value"
Where:

e [dap_registry_attribute_name - is the name of the source LDAP attribute
e apic_ldap_attribute_value - is a string that represents the value that API Connect will populate the LDAP attribute with, by replacing the
content contained in [ ] with the value that the user supplies when signing up.

The user profile properties that API Connect requires during user registration are username, £irst name, last_name, email, and password.
The following extract shows an example of an attribute mapping:

attribute mapping:
dn: "uid=[username], ou=users,dc=company,dc=com"
cn: "[first name] [last_name]"
sn: "[last name]"
mail: "[email]"
userPassword: "[password]"

For authentication method search dn, set the following configuration properties:

Property Description
authentication |search_dn
_method
authenticated_ |The bind method. Valid values are:
bind
e "true" - authenticated bind
e "false" - anonymous bind
If specific permissions are not needed to search the registry, select "false". If specific permissions are necessary, select "true".
admin_dn If authenticated bindis setto "true", enter the Distinguished Name (DN) of a user authorized to perform searches in the LDAP directory. For
example:
"cn=admin, dc=company,dc=com"
admin_password |Ifauthenticated bind is setto "true", enter the user password for the admin_dn.

search_dn base

Optionally set a base DN, for example:

"dc=company ,dc=com"
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Property Description

search_dn_scop |Qptionally set the search DN scope. The scope determines which part of the directory information tree is examined. Possible values are:
e

® base
® one
e sub

search_dn_filt |Set the prefix to the DN, for example:
er prefix
(uid=

search_dn_filt |Set the suffix to the DN, for example:
er suffix

)

éttribUte_maPP If user_managed is set to true, provide the mapping of your source LDAP attribute names to the target API Connect values. This mapping is
ing configured as a name/value pair, specified as follows:

ldap registry attribute name: "apic ldap attribute value"
Where:

o [dap_registry_attribute_name - is the name of the source LDAP attribute
e apic_ldap_attribute_value - is a string that represents the value that API Connect will populate the LDAP attribute with, by replacing the
content contained in [ 1 with the value that the user supplies when signing up.

The user profile properties that API Connect requires during user registration are username, first_name, last_name, email, and password.
The following extract shows an example of an attribute mapping:

attribute mapping:
dn: "uid=[username], ou=users,dc=company,dc=com"
cn: "[first name] [last_name]"
sn: "[last_name]"
mail: "[email]"
userPassword: "[password]"

Save your ldap config file.yaml so it can be accessed by the user-registries:create command in the following section. See the Example section for an
example configuration file.

Creating your LDAP user registry

To create your shared LDAP user registry, run the following CLI command:
apic user-registries:create --server mgmt endpoint url --org admin ldap config file.yaml
where:

® mgmt_endpoint urlisthe platform API endpoint URL.
e --org admin means that the registry will be created in the admin organization, which is required for a user registry to be shared.
® ldap config fileisthe name of the YAML file that defines the configuration of your LDAP user registry.

On completion of the registry creation, the command displays the following summary details:
registry name registry url

The registry_name is derived from the name property in the configuration YAML file. The registry_url is the URL with which the registry resource can be accessed.
Your shared LDAP user registry is now created; see the following sections for instructions on how to make the registry available to users.

Configuring your LDAP registry for Cloud Manager or API Manager login

If you want to make your LDAP registry available for authenticating Cloud Manager and API Manager users, you must configure it on the management server.
1. Determine the URL of your LDAP user registry by using the following command (or you can copy and paste from the summary of the registry creation):

apic user-registries:list --server mgmt endpoint url --org admin

N

Determine what the current user registries are, because you will need to confirm these as well as add your new LDAP registry:
apic user-registry-settings:get --server mgmt endpoint url --output -
This command outputs a list of all the current user registries in your environment, similar to the following example:

type: user_registry setting
api_version: 2.0.0
name: user-registry-setting
admin_user_registry default_ url: >-
https://server.com/api/user-registries/xxxxx/xxxxx-1234
admin_user_registry urls:
- >
https://server.com/api/user-registries/xxxxx/xxxxx-1234
provider user registry default url: >-
https://https://server.com/api/user-registries/xxxxx/xxxxx-5678
provider_ user_ registry urls:
- >
https://https://server.com/api/user-registries/xxxxx/xxxxx-5678
created at: '2019-09-30T12:22:19.4672"'
updated_at: '2019-10-17T10:05:37.8672'
url: 'https://server.com/api/cloud/settings/user-registries'

3. Enter the following command to update your user registries (the terminating hyphen character means that the command takes input from the command line):
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apic user-registry-settings:update --server mgmt endpoint url -
The following message is output:
Reading USER REGISTRY_ SETTING FILE arg from stdin
4. If you want to make your LDAP registry available for authenticating Cloud Manager users, enter the following data, followed by a new line:

admin_user_ registry urls:
- >-
current admin user registry urls
- new_ldap user_registry url

where:
® current admin user registry urlsare the currentadmin user registry URLs, as listed in Step 2 in the admin_user_registry urls section. Note
that you must include all of the user registry URLs that you want to remain, listing each URL on a new line.
® new ldap user registry urlisthe URL of your new LDAP user registry, as determined in Step 1.
If you want to make your LDAP registry available for authenticating API Manager users, enter the following data, followed by a new line:

o

provider_user_ registry urls:
- >-
current provider user registry urls
- new_ldap user_ registry url

where:
® current provider user registry urls are the current provider organization user registry URLs, as listed in Step 2 in the
provider user_ registry_ urls section. Note that you must include all of the user registry URLs that you want to remain, listing each URL on a new line.
® new ldap user registry urlisthe URL of your new LDAP user registry, as determined in Step 1.
Press CTRL D to terminate the input. A confirmation message is output, for example:

o

user-registry-setting  https://server.com/api/cloud/settings/user-registries

where server. comis your management server endpoint.

Configuring your LDAP registry in a Catalog

If you want to make your LDAP registry available for authenticating Developer Portal users, you must enable it in the Catalog that is associated with that Developer Portal.
Complete the following steps:

1. Determine the URL of your LDAP user registry by using the following command (or you can copy and paste from the summary of the registry creation):

apic user-registries:list --server mgmt endpoint url --org admin

N

Log in to the management server as a member of a provider organization by entering the following command:

apic login --server mgmt endpoint url --username user id --password password --realm provider/identity provider

For full details of the apic login command, see Logging in to a management server.
Enter the following command (the terminating hyphen character means that the command takes input from the command line):

w

apic configured-catalog-user-registries:create --server mgmt endpoint url --org organization name --catalog catalog name -
where catalog_name is the value of the name property of the required Catalog. The command returns:
Reading CONFIGURED_CATALOG_USER REGISTRY FILE arg from stdin
4. Enter the following data, followed by a new line:
user_registry url: ldap registry url

where ldap_registry_url is the URL of your LDAP registry, obtained in step 1.
5. Press CTRL D to terminate the input.

Switching your LDAP registry between writable and read-only

After an LDAP user registry has been created, it can be switched between writable and read-only by updating the user_managed property in the registry configuration.
Complete the following steps.

1. Determine the name or ID of the LDAP user registry that you want to update, by running the following command (or you can use the summary from the registry
creation):
apic user-registries:list --server mgmt endpoint url --org admin
The command returns a list of all the user registries on that server, shown by name followed by their registry URL. The registry ID is located at the end of the URL,

for example https://company .com/api/user-registries/x-x-x-x-x/registry id.
Enter the following command (the terminating hyphen character means that the command takes input from the command line):

N

apic user-registries:update --server mgmt endpoint url --org admin registry name or id -
where registry name or_idis the name or ID of the LDAP user registry that you want to update (as determined in the previous step). The command returns:

Reading USER REGISTRY FILE arg from stdin

w

. Enter the following data, followed by a new line:

user_managed: true or_false

where true makes the registry writable, and £alse makes the registry read-only.
4. Press CTRL D to terminate the input.
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Note that if you are changing your registry from read-only to writable, you must also set the attribute_mapping configuration, as described in the previous registry
property tables.

Using an LDAP user registry to secure APIs

If you want to use the LDAP user registry to secure APIs, see the following information:

e To use for basic authentication in the security definition for an API, see Creating a basic authentication security definition.
e To use for authentication in the User Security configuration for a native OAuth provider, see Configuring user security for a native OAuth provider.

For details of all the apic user-registriesand apic
configured-catalog-user-registries commands, see apic user-registries and apic configured-catalog-user-registries.

Example

The following example shows a configuration file that uses the Search DN authentication method for setting up writable LDAP:

name: sdn-ldap
title: "SDN LDAP User Registry"
integration_url: https://mycompany.com/api/cloud/integrations/user-registry/Xxx-Xxx-xxx
user_managed: true
user registry managed: false
case_sensitive: false
identity providers:
- name: ldap
title: "SDN LDAP Identity Provider"
endpoint:
endpoint: "ldap://mycompany.com:389"
configuration:
authentication method: search dn
authenticated bind: "true"
admin_dn: "cn=admin,dc=company,dc=com"
admin_password: xxxx
search dn base: "dc=company,dc=com"
search dn_scope: sub
search dn filter prefix: (uid=
search dn filter suffix: )
attribute mapping:
dn: "uid=[username],h ou=users,dc=company,dc=com"
cn: "[first name] [last_name]"
sn: "[last name]"
mail: "[email]"
userPassword: "[password]"

Related information

e Command-line tool reference for the developer toolkit
o [*Securing your API Connect Cloud with LDAP (series of developer articles)

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring a Local User Registry

A Local User Registry (LUR) can be configured to provide user authentication for both Cloud Manager and API Manager.

About this task

Local User Registries (LURs) are the default user registries included in API Connect. LURs are local databases included with API Connect. Two default LURs are installed
and configured during installation of API Connect. They cannot be deleted. The default Admin user account is stored in the Provider LUR.

You can create and configure a new LUR. After you create it, you must set it as active in Settings > User Registries. See Selecting user registries for Cloud Manager and APT
Manager.

One of the following roles is required to configure user registries:

e Administrator

e Owner

e Topology Administrator

e Custom role with the settings: Manage permissions

Procedure

Follow these steps to configure a new LUR:

s

A

1. In the Cloud Manager, click
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2. Click Create in the User Registries section.
3. Select Local User Registry as the type for the user registry and enter the following information:

Field Description

Title (required) Enter a descriptive name for use on the screen.

Name (required) |The name that is used in CLI commands. The name is auto-generated. For details of the CLI commands for managing user registries, see apic
user-registries.

Display Name The name that is displayed for selection by the user when logging in to a user interface, or activating their API Manager account.
(required) For details of user interface log in, and account activation, see Accessing the Cloud Manager user interface, Accessing the API Manager user
interface, and Activating your API Manager user account.

Note: The Developer Portal uses the Title of the User Registries when rendering them at the login page, rather than the Display Name.

Summary Enter a brief description.

(optional)

Case sensitive Select this setting if user names are case-sensitive.
Note:

The Developer Portal does not support case sensitive usernames.

Note: After at least one user has been onboarded into the registry, you cannot change this setting.

4. Click Save.

Results

Related concepts

e Managing authentication and security,
e User registries overview

Related tasks

e Configuring an Authentication URL user registry,
e Configuring an LDAP user registry in the Cloud Manager

e Setting visibility for a user registry

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Configuring an OIDC user registry

Configure a shared OIDC user registry for user onboarding and authentication when multi-factor authentication (MFA) is required.

You can create an OIDC user registry that is specific to a provider organization, or that is shared and available to all the provider organizations in your API Connect
environment. An organization-specific OIDC user registry is used for onboarding and authenticating Developer Portal users, while a shared OIDC user registry can be used
for onboarding and authenticating Cloud Manager, API Manager, and Developer Portal users.

This topic describes how to create a shared registry. For information on how to create an organization-specific registry, see Creating an OIDC user registry.

API Connect provides two methods for creating an OIDC user registry in Cloud Manager, as described in the following sections:

e Using the UI to configure an OIDC user registry
e Using the CLI to configure an OIDC user registry.

Note: Refresh tokens are not supported for a user in an OIDC user registry when accessing the Cloud Manager or API Manager user interfaces.

Using the UI to configure an OIDC user registry

Use the Cloud Manager application's user interface to configure a shared OIDC user registry when multi-factor authentication (MFA) is required.

=
1. In the Cloud Manager navigation pane, click = Resources.
2. Click User Registries.
3. Click Create and select OIDC User Registry.
4. On the Create OIDC User Registry page, use the fields in each of the following sections to configure the registry settings, and then click Create.
Many of the registry settings are preconfigured to simplify the configuration steps.

Provider Type
Use the settings in Table 1 to define the provider type.
Table 1. Provider Type settings

Field Description
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Field Description

Provider Type 0OIDC provider. Select one of the following supported OIDC providers:

e Facebook

e GitHub

e Google

e LinkedIn

e Slack

o Twitter

e Windows Live

e Standard OIDC (default value allows you to specify another provider)

Title Provide a descriptive name for display purposes.

Name Automatically generated. This name is used in CLI commands to reference the registry. For details of the CLI commands for managing
user registries, see the apic user-registries topic in the Command Line tool reference section of this documentation.

Summary Provide a brief description of the new registry.

Provider Endpoint
Automatically generated for most supported providers. In the Authorization Endpoint field, type the URL of the provider's authorization endpoint.
Token Endpoint
Fill in the settings as described in Table 2.
Table 2. Token Endpoint settings

Field Description
URL Preconfigured for most of the supported OIDC providers. Type the URL of the provider's token endpoint.
TLS Select the TLS Client Profile for the token endpoint (OIDC must be configured to use TLS). Default is Default TLS Client Profile.

UserInfo Endpoint
Fill in the settings as described in Table 3.
Table 3. UserInfo Endpoint settings

Field Description
URL Preconfigured for most of the supported OIDC providers. Type the URL of the provider's userinfo endpoint.
TLS Select the TLS Client Profile for the userinfo endpoint (OIDC must be configured to use TLS). Default is Default TLS Client Profile.

JWKS Endpoint
Fill in the settings as described in Table 4.
Table 4. IWKS Endpoint settings

Field Description
URL Type the URL of the read-only endpoint that contains the public keys' information in JWKS format.
TLS Select the TLS Client Profile for the userinfo endpoint (OIDC must be configured to use TLS). Default is Default TLS Client Profile.

Client Information
Fill in the settings as described in Table 5.
Table 5. Client Information settings

Field Description
Client ID Provide the client ID of the application that is registered with the selected OIDC provider.
Client Secret Provide the client secret of the application that is registered with the selected OIDC provider.
Response Type Preconfigured for most of the supported OIDC providers. Specify the data type of the response that will be received from the
OIDC provider.
Scopes Preconfigured for most of the supported OIDC providers. Specify the access scope for the OIDC provider.
Client Authentication Preconfigured for most of the supported OIDC providers. Select the authentication method to be used with the OIDC provider.
Method Options are:
e Http basic authentication schema
e Data encoded form body

Additional Support
Optional. Select the additional security parameters described in Table 6.
Table 6. Additional security options

Security parameter Description
NONCE Enable the NONCE extension to prevent compromised requests from being used again (replayed).
Proof Key for Code Exchange (PKCE) | Enable the PKCE extension to allow public clients to mitigate the threat of having the authorization code intercepted.

Advanced Features
Optional. Select the advanced features described in Table 7.
Table 7. Advanced features

Feature Description
Auto onboard Allow users to execute calls to APIs without logging in first, provided they present a valid token issued by the OIDC
provider.
Always use the userinfo Configures the OIDC user registry to always fetch user data from the userinfo endpoint, if populated.
endpoint
Return third-party access token |Include the third-party OIDC access token in the response.
Return third-party id_token Include the third-party OIDC id_token in the response.

User Mapping
Fill in the settings as described in Table 8.
Note:
The User Mapping fields are preconfigured for most of the supported OIDC providers to minimize potential errors; use care when changing the settings. For
the Standard OIDC option, contact your OIDC provider to obtain the details of the fields.

Table 8. User mapping settings

l Field | Description
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Field Description
Username The name of the field in the response token that contains the user's user name.
Note: The username field must be unique for this OIDC registry, because it identifies the user in the system and cannot be changed.
Email The name of the field in the response token that contains the user's email address.
First name The name of the field in the response token that contains the user's given name.
Last name The name of the field in the response token that contains the user's surname.

Enabling the OIDC user registry

Complete the following steps to enable the new user registry for Cloud Manager, API Manager, or both.

o~
1. On the navigation pane, click e Settings.

3. Click Edit in the section that corresponds to the application for which you are enabling the new user registry.
4. Select the new OIDC user registry.

5. When you have finished enabling the registry, click Save.

Using the CLI to configure an OIDC user registry

Use the developer toolkit CLI to configure a shared OIDC user registry when multi-factor authentication (MFA) is required.

You configure an OIDC user registry by first defining the registry details in a configuration file. You then use a CLI command to create the registry, passing the configuration
file as parameter. To make the registry available to the Developer Portal, you must enable the registry in the associated Catalog.
Note:

e An OIDC registry, in common with a Local User Registry, cannot be used to secure APIs on the gateway.

e Because the interaction with the third party OIDC provider is handled by the Management server, the Management server is the application from the point of view of
the third party OIDC provider. Your OIDC redirection endpoint, which is used by authorization server to send the token to the Management server, must be
accessible to the OIDC provider through your firewall. When you register your application with the third party OIDC provider, you are required to supply the
associated OIDC redirect URL, https://consumer .mycompany . com/consumer-api/oauth2/redirect for example. However, this information is not
available until you have created your OIDC user registry in API Connect. You must therefore first register your application without this information, then update it
later, as detailed in the instructions on this page.

Logging in to the Management server
Before you can create an OIDC user registry, you must log in to your management server from the CLI. Use the following command:
apic login --server mgmt endpoint url --username user id --password password --realm admin/identity provider

For full details of the apic login command, see Logging in to a management server.

Defining your OIDC registry configuration
You define the configuration of your OIDC user registry in a YAML file. As a minimum, the YAML file must have the following content:

title: registry title
integration url: oidc integration url
case_sensitive: case sensitivity setting
configuration:
client_id: 'app client id'
client_secret: 'my-client-secret'
provider_type: oidc provider_type

where:

e registry_title is your chosen descriptive title for the user registry.
e oidc_integration_url is the OIDC integration URL in your API Connect configuration. You can determine the OIDC integration URL by using the following CLI
command:

apic integrations:list --server mgmt endpoint url --subcollection user-registry

e case_sensitivity_setting determines whether your user registry is case-sensitive. Valid values are:
O true
o false

To ensure proper handling of user name capitalization, you must ensure that your case-sensitivity setting here matches the setting on the backend OIDC provider:
© Only set case_sensitive to true if the backend OIDC provider supports case-sensitivity.
o Setcase_sensitive to false if the backend OIDC provider does not support case-sensitivity.
Note: After at least one user has been onboarded into the registry, you cannot change this setting.

e app_client_id is the client ID of the application that is registered with the OIDC server, and must be in string format.

e my-client-secret is the client secret of the application that is registered with the OIDC server, and must be in string format.

e oidc_provider_type is the type of OIDC provider; specify one of the following values:

© facebook

o github

© google

0O linkedin

© slack

O twitter

© windows_live

o standard

Use the standard provider type for any OIDC provider that is compliant with the OIDC standard.

Note: If the provider type is standard, you must include the following additional properties in the configuration section of your YAML file:

authorization_endpoint: 'oidc auth endpoint'
token_endpoint:
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endpoint: 'oidc token endpoint'

where:
» oidc_auth_endpoint is the authorization endpoint on the OIDC server, and must be in string format.
= oidc_token_endpoint is the token endpoint on the OIDC server, and must be in string format.

Default OIDC configurations

For each OIDC provider type, API Connect assumes a default configuration, but you can override the default configuration properties in your YAML file. The default
configurations are as follows:

e Facebook

authorization_endpoint: 'https://www.facebook.com/v3.1l/dialog/ocauth’
token_endpoint:

endpoint: 'https://graph.facebook.com/v3.1/cauth/access_token'’
userinfo_endpoint:

endpoint: 'https://graph.facebook.com/me'’
scope: email public_profile
field mapping:

username: email

email: email

last_name: last name

first_name: first name

e Github

authorization_endpoint: 'https://github.com/login/ocauth/authorize'’
token_endpoint:

endpoint: 'https://github.com/login/ocauth/access_token'
userinfo_endpoint:

endpoint: 'https://api.github.com/user’
scope: 'read:user user:email'’
field mapping:

username: login

email: email

last_name: name

first_name: name

e Google

authorization_endpoint: 'https://accounts.google.com/o/ocauth2/v2/auth’
token_endpoint:
endpoint: 'https://www.googleapis.com/oauth2/v4/token'
scope: openid profile email
field mapping:
username: email
email: email
last_name: family name
first_name: given name

e Linkedin

authorization_endpoint: 'https://www.linkedin.com/ocauth/v2/authorization'
token_endpoint:

endpoint: 'https://www.linkedin.com/oauth/v2/accessToken'
userinfo_endpoint:

endpoint: 'https://api.linkedin.com/vl/people/~: (id,first-name,last-name,picture-url,public-profile-url,email-address)?
format=json'
scope: r_ basicprofile r_emailaddress
field mapping:

username: emailAddress

email: emailAddress

last_name: lastName

first_name: firstName
credential_ location: form body

e Slack

authorization_endpoint: 'https://slack.com/ocauth/authorize’
token_endpoint:

endpoint: 'https://slack.com/api/oauth.access'
userinfo_endpoint:

endpoint: 'https://slack.com/api/users.identity’
scope: identity.basic identity.email
field_mapping:

username: user.email

email: user.email

last name: user.name

first_name: user.name

e Twitter:

request_endpoint: https://api.twitter.com/ocauth/request_token'
authorization_endpoint: https://api.twitter.com/oauth/authenticate’
token_endpoint:

endpoint: 'https://api.twitter.com/oauth/access_token'
userinfo_endpoint:

endpoint: 'https://api.twitter.com/1l.1/account/verify credentials.json'
ocauth_signature method: 'HMAC-SHAL'
field mapping:

email: email

first name: name

last name: name

username: screen_name
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e WindowsLive

authorization_endpoint: 'https://login.microsoftonline.com/common/oauth2/v2.0/authorize’
token_endpoint:
endpoint: 'https://login.microsoftonline.com/common/oauth2/v2.0/token'
scope: openid offline_access profile email
field mapping:
username: preferred username
email: email
last name: last name
first_name: first name

e Standard

response_type: code
scope: openid
field mapping:
username: sub
email: email
last name: family name
first name: given name
credential location: auth_header
Although this is the default configuration for the standard provider type, you should contact your OIDC provider to obtain the details of the fields that you need to
define.
Creating your OIDC user registry
To create your OIDC user registry, use the following CLI command:

apic user-registries:create --server mgmt endpoint url --org admin oidc config file
where:

e mgmt_endpoint_urlis the platform API endpoint URL.
e organization_name is the value of the name property of your provider organization.
e oidc_config_file is the name of the YAML file that defines the configuration of your OIDC user registry.

On completion of the registry creation, the command displays the following summary details:
registry name registry url

By default, the registry_name is derived from the title property in the configuration YAML file but you can override this by including a name property in the file. The
registry_url is an internal URL that API Connect assigns to the registry.

After you have created your OIDC user registry, you must update your application registration with the third party OIDC provider to include the OIDC redirect URI; you can
obtain this information by using the following command, which displays the details of the registry in the command window:

apic user-registries:get --server mgmt endpoint url --org organization name registry name --output -
The required oidc_redirect_uri value is in the consumer: section; for example:

consumer:
oidc_redirect_uri: https://consumer.mycompany.com/consumer-api/oauth2/redirect

Enabling your OIDC registry in a Catalog

If you want to make your OIDC registry available for onboarding and authenticating Developer Portal users, you must enable it in the Catalog that is associated with that
Developer Portal. Complete the following steps:

1. Determine the URL of your OIDC user registry by using the following command:

apic user-registries:list --server mgmt endpoint url --org admin

N

Log in to the Management server as a member of a provider organization; enter the following command:

apic login --server mgmt endpoint url --username user id --password password --realm provider/identity provider

For full details of the apic login command, see Logging in to a management server.
3. Enter the following command (the terminating hyphen character means that the command takes input from the command line):

apic configured-catalog-user-registries:create --server mgmt endpoint url --org organization name --catalog catalog name -
where catalog_name is the value of the name property of the required Catalog. The command returns
Reading CONFIGURED_CATALOG_USER REGISTRY FILE arg from stdin
4. Enter the following data, followed by a new line:
user_registry url: oidc registry url

where oidc_registry_url is the URL of your OIDC registry, obtained in step 1.
5. Press CTRL D to terminate the input.

For details of all the apic user-registriesand apic
configured-catalog-user-registries commands, see apic user-registries and apic configured-catalog-user-registries.

You can also complete the operations described in this topic by using the API Connect REST APIs; see the API Connect REST API documentation.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.
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Setting visibility for a user registry

The visibility setting determines which provider organizations can access a resource, for example, user registries.

Before you begin

You must complete the following tasks:

e Creating an Availability Zone

About this task

The user registry visibility setting controls which provider organizations are able to use that registry for authenticating Developer Portal users, or for securing APIs. For
details on how to specify the user registries that can be used for authenticating users of the Cloud Manager and API Manager user interfaces, see Selecting user registries
for Cloud Manager and API Manager.

Procedure

Follow these steps to set the visibility for the resources (user registries) in your on-premises cloud:

g

1. In the Cloud Manager, click he Resources.
2. Select User Registries as the resource to view.
3. From the list of user registries, choose Edit visibility from the actions menu next to the name of the user registry you are working with.
4. Select the visibility setting for the user registry. The options are:

e Private - the user registry is not visible and cannot be used by any provider organization

e Public - the user registry is visible and can be used by all provider organizations

e Custom - the user registry is visible only to the provider organizations designated by you
5. For Custom visibility, select the provider organizations that you want to have access to the user registry.
6. Click Make visible to complete the operation.

Results

For Private, the user registry cannot be used by any provider organizations. For Public, the user registry can be used by all provider organizations. For Custom, the user
registry can be used by the provider organizations that you designate.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Deleting a user registry

As the Cloud Manager administrator, you can delete user registries.

About this task

Complete the following steps to delete a user registry. All users within the user registry will be deleted. The pre-configured user registries (API Manager Local User

One of the following roles is required to delete a user registry:

e Administrator
e Owner

Procedure

1. In the Cloud Manager, click =

2. Select User Registries to see the list of current user registries in your cloud.

3. Choose Delete from the overflow menu that is adjacent to the user registry you want to delete.

4. Optionally, you can delete multiple user registries by marking the checkboxes and selecting Delete Selected User Registries from the overflow menu for the list.
5. Confirm the deletion.

Results
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The user registry is deleted and removed from the User Registries list in Cloud Manager. All user accounts contained in the user registry are deleted.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Removing a user from a user registry

As an API Connect user, you can remove yourself from an API Connect user registry. As an administrative user, you can remove other users from an API Connect user
registry.

For details on how to remove a user from a user registry, see the following subtopics:

As an API Connect user, you can remove yourself from the API Connect user registry in which you were registered, by using the developer toolkit CLI.
e Removing another user from a user registry
You can remove a user from an API Connect user registry by using the developer toolkit CLI.

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Removing yourself from a user registry

As an API Connect user, you can remove yourself from the API Connect user registry in which you were registered, by using the developer toolkit CLI.

Before you begin

You cannot remove yourself from a user registry if you are a member of a provider organization. Before removing yourself from a user registry, ensure that you have been
deleted from any provider organizations. For more information, see Removing a user from an organization.

Procedure

1. Log in to the management server as the user that you want to remove.
The format of the login command depends on whether you are a user in the Cloud Manager admin organization, or you are a user in a provider organization.

If you are a Cloud Manager admin user, enter the following command:

apic login --server mgmt endpoint url --username user id --password password --realm admin/identity provider

If you are a provider organization user, enter the following command:

apic login --server mgmt endpoint url --username user_ id --password password --realm provider/identity provider
For full details of the apic login command, see Logging in to a management server.

Note: If the same user registry is used for both the Cloud Manager and API Manager user interfaces, and you have access to both, when you remove yourself from
the user registry you will lose access to both user interfaces regardless of which organization you log in to.
Remove yourself from the user registry. Enter the following command:

N

apic me:delete --server mgmt endpoint url

For example:

apic me:delete --server platform-api.myserver.com.com

The command confirms successful removal by returning the details of the deleted user; for example:

userl [state: enabled] https://platform-api.myserver.com.com/api/user-registries/32830897-1d23-4fac-acf5-
0193d0b2c1b5/4438937a-6ad0-4eaa-9163-820888ac6245/users/040adbll-e9%9a4-4d93-9c2e-62a974da0689

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

Removing another user from a user registry

You can remove a user from an API Connect user registry by using the developer toolkit CLI.

Before you begin
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To complete this task, you must have Administrator access to your API Connect cloud.

You cannot remove a user from a user registry if that user is a member of a provider organization. Before removing a user from a user registry, ensure that they have been
deleted from any provider organizations. For more information, see Removing a user from an organization.

Procedure

1. Log in to the management server as a member of the Cloud Manager admin organization. Enter the following command:
apic login --server mgmt endpoint url --username user id --password password --realm admin/identity provider
For full details of the apic login command, see Logging in to a management server.

Note: If the same user registry is used for both the Cloud Manager and API Manager user interfaces, and the user has access to both, when you remove them from
the user registry they will lose access to both even though you are logging in to the admin organization.
Identify the name of the user registry from which you want to remove the user. Enter the following command:

N

apic user-registries:list --server mgmt endpoint url --org admin
For example:
apic user-registries:list --server platform-api.myserver.com.com --org admin
The command returns a list of all user registries, with the registry name displayed first; for example:
api-manager-lur https://platform-api.myserver.com.com/api/user-registries/3283e897-1d23-4fac-acf5-
0193d0b2c1b5/4438937a-6ad0-4eaa-9163-820888ac6245
cloud-manager-lur https://platform-api.myserver.com/api/user-registries/3283e897-1d23-4fac-acf5-0193d0b2clb5/3adbf524-
cd74-4051-99c0-89ce5£ffcc9c0
my-ldap https://platform-api.myserver.com/api/user-registries/3283e897-1d23-4fac-ac£5-0193d0b2c1b5/29%eae413-
cd74-4051-99c0-89ce5£ffcc9c0
3. Identify the name of the user, from the required user registry, that you want to remove. Enter the following command:
apic users:list --server mgmt endpoint url --org admin --user-registry user registry name
For example:

apic users:list --server platform-api.myserver.com.com --org admin --user-registry my-ldap

The command returns a list of all users in the user registry, with the user name displayed first; for example:

userl [state: enabled] https://platform-api.myserver.com.com/api/user-registries/32830897-1d23-4fac-acf5-
0193d0b2c1b5/4438937a-6ad0-4eaa-9163-820888ac6245/users/040adbll-e9%9a4-4d93-9c2e-62a974da0689
user2 [state: enabled] https://platform-api.myserver.com.com/api/user-registries/32830897-1d23-4fac-acf5-

0193d0b2c1b5/4438937a-6ad0-4eaa-9163-820888ac6245/users/12flaa82-d9£0-4670-99£1-7500d1fb6583

4. Remove the required user from the user registry. Enter the following command:
apic users:delete user name --server mgmt endpoint url --org admin --user-registry user registry name
For example:
apic users:delete userl --server platform-api.myserver.com.com --org admin --user-registry my-ldap
The command confirms successful removal by returning the details of the deleted user; for example:

userl [state: enabled] https://platform-api.myserver.com.com/api/user-registries/32830897-1d23-4fac-acf5-
0193d0b2c1b5/4438937a-6ad0-4eaa-9163-820888ac6245/users/040adbll-e9%9a4-4d93-9c2e-62a974da0689

For a more recent version, see the IBM API Connect 10.0.5.x and later product documentation.

TLS profiles overview

API Connect supports TLS Profiles for securing data transmission over HTTPS.

Introduction to TLS profiles

Important: API Connect includes several default TLS profiles to help you get started working with the application. The default profiles should not be used in a production
environment. It is important to create your own profiles to ensure a secure network.

API Connect may need to transmit data across an untrusted network, for example, when accessing the Gateway, email server, or LDAP server. TLS provides secure
network layer transportation of data between two parties.

There are two types of TLS Profiles: a TLS Server Profile and a TLS Client Profile. A TLS Server Profile is used by the Gateway to configure its endpoint for use during API
execution. A TLS Client profile is used whenever the system needs to communicate with another endpoint over TLS.

The components of a TLS Profile are:

e TLS Protocol version indicates the versions of the Transport Layer Security Protocol required for the profile. TLS Protocol versions 1.0, 1.1, and 1.2 are supported.
e Optional support for mutual authentication and renegotiation for Server Profiles.
e Optional support for weak server connections and Server Name Indication for Client Profiles.
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e Cipher suites to secure HTTPs communication within the API Connect ecosystem.
e Keystores containing public and private key pairs.
e Truststores containing public keys for trusted third party services, such as Google, Facebook, or Verisign.

The current list of TLS profiles, Keystores, and Truststores can be viewed on the main TLS screen.
e Creating a TLS Server Profile
In Cloud Manager, you can configure the profile that is used on the gateway when it acts as a TLS server.
e Creating a TLS Client Profile
In Cloud Manager, TLS profiles are configured as a Resource to provide secure transmission of data over HTTPs.
e Creating a Keystore
Each keystore contain a matched pair of a public certificates and its private keys. These artifacts provide identity information during a TLS handshake.
e Creating a Truststore
A truststore contains a list of certificates. The certificates are used to verify the peer during a TLS handshake.
¢ Viewing certificate details and adding certificates to a keystore or truststore
You can view details for the certificates in an existing keystore or truststore and add additional certificates.
¢ Generating a self-signed certificate using OpenSSL
OpenSSL is an open source implementation of the SSL and TLS protocols. It provides the transport layer security over the normal communications layer, allowing it
to be intertwined with many network applications and services.
o Generating a PKCS#12 file for Certificate Authority
PKCS#12 (P12) files define an archive file format for storing cryptographic objects as a single file. API Connect supports the P12 file format for uploading a keystore
and truststore. The 