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API Connect overview

IBM® API Connect is an integrated API management offering, with capabilities and tooling for all phases of the API lifecycle. IBM API Connect 10.0.5.5 is the latest
10.0.5.x Long Term Support (LTS) release, following-on from the previous 10.0.5.4 release. If you're looking for a different version of API Connect, use the Change version
list in the navigation pane to select the version that you require.

As enterprises continue their digital transformation agendas, IT leaders are looking to APIs as a means to interconnect digital solutions across their hybrid and multi-cloud
landscape. This API-led innovation helps organizations accelerate the delivery of new business models and superior client experiences as they create, secure, manage,
and socialize APIs across multi-cloud landscapes.

Key steps of the API lifecycle include create, secure, manage, socialize, monetize, and analyze. IBM API Connect Version 10 delivers enhanced capabilities for the market-
leading IBM API management solution. In addition to the ability to deploy in complex, multi-cloud topologies, this version provides enhanced experiences for developers
and cloud administrators in your organization.

IBM API Connect has two main focuses: the first is providing best in class API Management tooling, and the second is having a cloud native solution. This allows users to
create, manage, and secure applications that are deployed across a variety of on-premises and cloud environments.

The following table explains the key phases in the API lifecycle in more detail.

Table 1. Key phases of the API lifecycle

Lifecycle Phase Description

Create Develop and write API definitions from an API development environment, eventually bundling these APIs into consumable products, and deploying
them to production environments.

For tutorials, walk-throughs, and in-depth guides for building, testing, and deploying APIs and Products in API Connect, see Tutorials, and Developing
your APIs and applications.

Secure Leverage the best-in-class API Gateway, gateway policies, and more, to manage access to your APIs and back-end systems.

To learn more about adding security to your API, see Enforcing security requirements on an API for the OpenAPI version that you are working with:

e OpenAPI 2.0: Enforcing security requirements on an API
e OpenAPI 3.0: Enforcing security requirements on an API

To learn more about how to add API Gateway policies to your API, see API policies and logic constructs.

Manage Governance structures are built in to the entire API lifecycle, from managing the view/edit permissions of APIs and Products being deployed, to
managing what application developers can view and subscribe to when APIs are deployed.

To understand and leverage API Connect management and governance controls along the API lifecycle, see Managing your APIs.

Socialize API Connect comes with an advanced Developer Portal that streamlines the onboarding process of application developers, and can be completely
customized to an organization's marketing standards.

To understand more about using the Developer Portal, see Developer Portal: Socialize your APIs.

Monetize Bundle APIs into Products and Plans with monetization schemes that are built into those Plans, thereby opening up digital revenue streams.
To understand more about how to leverage monetization strategies in API Connect, see Monetizing your Products.
Analyze Developers and Product Managers alike are given the tooling in API Connect to understand their API traffic patterns, latency, consumption, and more

to make data driven insights into their API initiatives.

To learn more about how to leverage API Connect analytics tooling, see API Analytics.

API Connect has four major components: API Manager, Analytics, Developer Portal, and Gateway. These four components can be deployed in a variety of hybrid and multi-
cloud topologies. The API Connect infrastructure can either be deployed and managed by an IBM team in an IBM Cloud environment, or it can be deployed and managed
by the customers in their own dedicated environment or third-party cloud. There is also the option for having hybrid scenarios, for example, with the API Connect
Reserved Instance Offering, users are able to have their API Manager and Developer Portal running in the IBM Cloud, but then place remote gateways next to their back-
end services.

Configuration of customer deployed API Connect clouds is done through the Cloud Manager. For in-depth guides and instructions see Configuring and managing your
server environment.

For information about the API Connect components that provide these capabilities, and details about the strategy for packaging and publishing APIs for use by API
consumers, see:

e Packaging strategy and terminology in API Connect
e API Connect components

Note: For a comprehensive technical guide to best practices, considerations, and deployment options for API Connect, see the API Connect v10.x Whitepaper.

e What's new in the latest release (Version 10.0.5.5)

Find out about the newest features and the latest updates in IBM API Connect.

Language versions offered by API Connect

API Connect is offered in several languages, as enabled by the operating platform on which the product is installed.

Known limitations

This page describes the known limitations for API Connect 10.0.5.x.

API Connect concepts

To help you get started, read about the API Connect concepts and obtain a high level understanding of the API management solution.

API Connect glossary

The IBM API Connect and Cloud Manager glossary of terms and definitions.

Accessibility features for IBM API Connect

Accessibility features help users who have a physical disability, such as restricted mobility or limited vision, to use information technology products successfully.
Legal information

Notices, and terms and conditions for information centers.

IBM API Connect Considerations for GDPR Readiness

Information about features of IBM API Connect that you can configure, and aspects of the product’s use, that you should consider to help your organization with
GDPR readiness.
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¢ Essential reading
These articles by IBM API Connect product specialists provide a wealth of supporting information on APIs and the API economy.

What's new in the latest release (Version 10.0.5.5)

Find out about the newest features and the latest updates in IBM® API Connect.

IBM API Connect 10.0.5.5 is the latest 10.0.5.x Long Term Support (LTS) release, following-on from the previous 10.0.5.4 release. API Connect 10.0.5.5 includes the
following enhancements.

Product files and release notes

e Access the latest files from IBM Fix Central by searching for the API Connect product and your installed version. Full installation files for IBM API Connect can be

downloaded from Passport Advantage.
¢ For details on the specific APARs that are included in this release, links to downloads, and additional blogs and conference notices, see the IBM API Connect

10.0.5.5 Support Announcement page.
Key updates in 10.0.5.5:

o Direct upgrade from Version 2018 is no longer supported. To upgrade from 2018, upgrade to 10.0.5.4 (or another version of 10.0.5.x prior to 10.0.5.5), and then
upgrade to 10.0.5.5 or later versions.
e Cert-manager update required for Kubernetes deployments. API Connect 10.0.5.5 uses cert-manager 1.11.5. If you are upgrading a deployment on Kubernetes, be
sure to update the cert-manager as explained in the procedure for Upgrading subsystems on native Kubernetes.
e The following Drupal modules are now unsupported and their installation is blocked in the Developer Portal:
o All of the advanced aggregation modules; advagg, advagg_mod, advagg_js_minify, advagg_css_minify, advagg_ext minify,
advagg_validator, and advagg_bundler. These modules are blocked due to incompatibility with the current Drupal version.
o statisties module. This module is being deprecated by Drupal.
o tfa module. Two-factor authentication isn't available within the Developer Portal. If multi-factor authentication is required, it can be configured within an
OpenlD Connect (OIDC) user registry; see Creating an OIDC user registry.

For full details of the enhancements, see the following sections.

What's new for Developers

LDAP updates

e The UI for creating an LDAP registry now provides options for specifying the scope for "Search DN" (subtree, one level, and base) as you can in the CLI.
e You can now specify whether your LDAP is Microsoft Active Directory in the UI and with the CLI, to ensure that the directory is handled correctly in API

Connect.

For more information, see Creating an LDAP user registry and_Using the CLI to create an LDAP user registry.

What's new for API product managers

Analytics Monitoring Data Dashboard
The Cloud Manager and API Manager analytics view have a new dashboard called Monitoring Data Dashboard. The new dashboard provides information on which

applications, plans, consumer organizations, and APIs are sending and receiving the most data.

New analytics API event fields
From API Connect 10.0.5.5 and later, when using IBM DataPower® 10.5.0.8 or later with the DataPower API Gateway, two new fields are now included in the API

event records:

® api_resource_id: String containing the resource ID for the API used by the gateway. Format is api_name:api_ version:method:path.
® gateway_ service_name: The name of the gateway service, as configured in the Cloud Manager UI.

Note that these updates don't apply to the DataPower Gateway (v5 compatible).

Analytics event query_string fields are now stored as text
API event query_string fields are now stored in Analytics as text for improved indexing.

Top 20 analytics charts
New analytics charts that show the top 20 APIs, applications, and consumer organizations.

Analytics scroll API responses sorted by datetime
Calls to the analytics REST API events/scroll operation return results sorted by datetime.

Analytics charts variable length time axis
The time axis on analytics charts is sized appropriate to the available data points and selected time period.

Analytics time range options in UI
New time range options for viewing API event data in the UI:

e Last minute of API event data.
e Last 5 minutes of API event data.

What's new for API consumers

Download your APIs in JSON format

2 IBMAPI Connect 10.0.5.x LTS


https://www.ibm.com/support/fixcentral/
https://www.ibm.com/software/passportadvantage/
https://www.ibm.com/support/pages/node/7041606

You can now download your OpenAPI documents from the Developer Portal UI in JSON format, as well as YAML format. You can select your required download
option from the Overview section of the APIL.

What's new for Developer Portal site administrators

Ability to configure the analytics chart views in the Developer Portal
You can now configure which analytics charts of API data are displayed to API consumers in the Developer Portal. Previously, if access to analytics data is granted,
API consumers see all of the default charts of application and organization analytics data, including API statistics, response times, and error information. Now, you

Developer Portal UL

Updates to the Developer Portal content commands
The content command now enables you to export and import your Developer Portal site content. The following content commands are added:

® content:create-export
Creates a task to export a .tgz file of your site content.

® content:create-import
Creates a task to import an archive of your site content.

® content:delete-export
Cancels any currently running content: create-export tasks, and deletes any related artifacts.

® content:delete-import
Cancels any currently running content: create-import tasks, and deletes any related artifacts.

® content:get-export
Streams the content of a specific completed export task to a .tgz file.

® content:get-export-status
Returns the status of a specific export task.

® content:get-import-status
Returns the status of a specific import task.

Also, the content: list entity type flag name is changed from --content_type to --entity_type. There is no change to the content:list-types
command.

For more information about the content commands and how to use them, see Using the content commands .

New Developer Portal export-entity commands
The following export-entity commands are added, which enable you to export assorted entity content from your Developer Portal site.

® export-entity:create
Creates a new export entity, which is the container for the entity content that you want to export.

® export-entity:add-content
Adds content to an existing export entity.

® export-entity:get
Returns a list of the content of a specific export entity.

® export-entity:remove-content
Removes certain content from a specific export entity.

® export-entity:delete
Deletes a specific export entity.

® export-entity:launch
Launches an export entity polling task that creates a .tgz file of all of the entities that are contained in a specific export entity. Can be run with a --no-poll
option, in which case the task doesn't return a .tgz file, but just returns the task ID.

® export-entity:get-launch-export
Streams the content of a specific completed export-entity:launch task to a .tgz file.

® export-entity:delete-launch-export
Cancels a currently running export-entity: launch task, and deletes any related artifacts.

® export-entity:get-launch-export-status
Returns the status of a specific export-entity:launch task.

® export-entity:list
Returns a list of all of the export entities within a specific Developer Portal. Each export entity contains a defined list of all of the entity content that will be
exported if export-entity:launchisrun

For more information about the export-entity commands and how to use them, see Using the export-entity commands.

Note that you can now also export and import entities from the Developer Portal UL. When you're editing a content entity type in the UI, you can click Export in the
side navigation bar. To create an export entity container and export that entity, including any required embedded entities, click Export entity. Or, if you have an
existing export entity container, you can select the required container, and click Add to the export. You can also view and manage all of your export entities by

Updates to the Developer Portal site commands
The site command now enables you to export and import the entire configuration for a Developer Portal site, including custom modules, custom themes, site
configuration, and site content. The added commands mean that you can easily replicate a Developer Portal site, for example replicating a test site into a production
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site. The following site commands are added:

® site:create-export
Creates a task to export a .tgz archive file of your entire site configuration. You can then use this archive to create an identical Developer Portal site.

® site:create-import
Creates a task to import an archive of your entire site configuration, completely overriding the original site configuration, including content, custom modules,
and custom themes.

® site:delete-export
Cancels any currently running site:create-export tasks, and deletes any related artifacts.

® site:delete-import
Cancels any currently running site:create-import tasks, and deletes any related artifacts.

® site:get-export-status
Returns the status of a specific export task.

® site:get-export
Streams the content of a specific completed export task to a .tgz file.

® site:get-import-status
Returns the status of a specific import task.

Important: If you want to import a site export configuration file, the export file must have been created on the same version of API Connect as the version that you
want to import to.
For more information about the site commands and how to use them, see Using the site commands.

Updates to the list of blocked Drupal modules
The following Drupal modules are now unsupported and their installation is blocked in the Developer Portal:

¢ All of the advanced aggregation modules; advagg, advagg_mod, advagg_js_minify, advagg_css_minify, advagg_ext minify,
advagg_validator, and advagg_bundler. These modules are blocked due to incompatibility with the current Drupal version.

e statistics module. This module is being deprecated by Drupal.

e tfa module. Two-factor authentication isn't available within the Developer Portal. If multi-factor authentication is required, it can be configured within an
OpenlID Connect (OIDC) user registry; see Creating an OIDC user registry.

For more information about custom modules, see Installing custom modules.

Ability to identify the realm parameter when logging in as a consumer to the toolkit CLI
You can now find out which realm parameter you need to use when logging in to the Developer Portal with the toolkit CLI, by running the following command:

apic identity-providers:list --server consumer endpoint api --mode consumer --catalog catalog name or_id --org
<provider_org name or_id> --fields registry_ type,realm

For more information, see Logging in as a consumer to the Developer Portal by using the CLI.

What's new for DevOps

Migrate v5-compatible APIs to the DataPower API Gateway
If your deployment includes v5-compatible APIs, they can only be used with the DataPower v5-compatible Gateway (also known as the v5c gateway). To use the
v5-compatible APIs with the DataPower API Gateway, you must migrate the APIs to the newer format. For more information, see Migrating v5-compatible APIs to
API Gateway.

Cert-manager update required for Kubernetes deployments
API Connect 10.0.5.5 uses cert-manager 1.11.5. If you are upgrading a deployment on Kubernetes, be sure to update the cert-manager as explained in the
procedure for Upgrading subsystems on native Kubernetes.

After upgrading on Kubernetes or OpenShift, optionally regenerate DataPowerService CRs to use random passwords for gateway-peering
Starting with API Connect 10.0.5.5, GatewayCluster pods are configured by default to secure the gateway-peering sessions with a unique, randomly generated
password. However, GatewayCluster pods created prior to API Connect 10.0.5.5 are configured to use a single, hard-coded password and upgrading to 10.0.5.5 or
later does not replace the hard-coded password.

After upgrading to API Connect 10.0.5.5 or later, you can choose to secure the gateway-peering sessions by running the following command to delete the
DataPowerService CR that was created by the GatewayCluster:

e Kubernetes: kubectl delete dp <gateway cluster name>
e OpenShift: oc delete dp <gateway cluster name>

This action prompts the API Connect Operator to recreate the DataPowerService CR with the unique, randomly generated password. This is a one-time change and
does not need to be repeated for subsequent upgrades.

Note: This operation results in an API outage until the new GatewayCluster pods start up and are configured by API Connect. If you do not regenerate the CRs
during the upgrade procedure, you can schedule this task for planned downtime. There is no need for unscheduled downtime to regenerate the CRs because the
gateway-peering sessions are also secured by mutual TLS, so there is very little risk of data exposure/corruption on the pre-10.0.5.5 GatewayClusters.
Regenerating the DataPowerService CRs to use random passwords for gateway-peering is included as an optional step in the Upgrading subsystems on Kubernetes,
Upgrading on OpenShift in an online environment, and the OpenShift Air-gapped upgrade topics.

New annotation suppresses Zen behavior in Cloud Pak for Integration
In previous releases of API Connect, you could only deploy it as the API Management capability in Cloud Pak for Integration by using a single, top-level CR, and the
Cloud Pak for Integration Zen features were also installed.
Beginning with API Connect 10.0.5.3, you can install the API Management capability with a special annotation in the CR that suppresses the Zen features and
allows you to deploy by using either the top-level CR or a set of subsystem-level CRs, even when your deployment includes the Automation UIL. The new annotation
is supported for all fresh installations of API Connect 10.0.5.3 and later (Cloud Pak for Integration 2022.2.1 and 2022.4.1), and for upgrades from 10.0.1.7-eus
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(Cloud Pak for Integration 2020.4). For more information, see the sections on Deploying on OpenShift and Cloud Pak for Integration and Upgrading on OpenShift
and Cloud Pak for Integration.

Analytics ingestion resiliency
Analytics persistent queue feature updated for better resiliency when both internal storage and offload is configured. The offload processes are now separated from
the internal storage processes.

Direct upgrade from Version 2018 is no longer supported
Beginning with 10.0.5.5, a direct upgrade from version 2018 is no longer supported. To upgrade from 2018, upgrade to v10.0.5.4 (or another version of 10.0.5.x
prior to 10.0.5.5), and then upgrade to 10.0.5.5 or later versions.

Updates to analytics deployment profile storage and ingestion pods
The memory requests and limits of the storage pods is reduced for the following profiles:

® nlxc6.m48: Reduced from 38 Gito 37 Gi.
® n3xc6.m48: Reduced from 38 Gi to 37 Gi for shared storage, and from 36 Gi to 35 Gi for dedicated storage.
® n3xc8.m64: Reduced from 54 Gi to 53 Gi for shared storage, and from 50 Gi to 49 Gi for dedicated storage.

The default PVC size for the ingestion pod is increased from 5 Gi to 50 Gi in all profiles.

Upgrade improvements
Updates to the analytics microservices are redesigned, leading to reduced downtime during upgrades.

LDAP updates

e The UI for creating an LDAP registry now provides options for specifying the scope for "Search DN" (subtree, one level, and base) as you can in the CLI.
e You can now specify whether your LDAP is Microsoft Active Directory in the UI and with the CLI, to ensure that the directory is handled correctly in API
Connect.

API key now supports multiple uses
When defining the API key timeout in Cloud Manager, you can additionally choose whether to allow the an application to exchange the API key for an access token
multiple times. For more information, see Configuring API key timeouts.

e What's new in Version 10.0.5.4

This page details the enhancements in IBM API Connect Version 10.0.5.4 since the previous release.
e What's new in Version 10.0.5.3

This page details the enhancements in IBM API Connect Version 10.0.5.3 since the previous release.
e What's new in Version 10.0.5.2

This page details the enhancements in IBM API Connect Version 10.0.5.2 since the previous release.
e What's new in Version 10.0.5.1

This page details the enhancements in IBM API Connect Version 10.0.5.1 since the previous release.
e What's new in Version 10.0.5.0

This page details the enhancements in IBM API Connect Version 10.0.5.0.

What's new in Version 10.0.5.4

This page details the enhancements in IBM® API Connect Version 10.0.5.4 since the previous release.

What's new for Developer Portal site administrators

New Developer Portal CLI product commands
The new product commands allow you to update the images, attachments, tags and categories for products on your Developer Portal. The following product
commands are added:

® product:add-attachment
® product:set-icon
® product:add-tag

For more information about the product commands and how to use them, see Using the product commands.

New Developer Portal CLI api commands
The new api commands allow you to update the images, attachments, tags, and categories for products on your Developer Portal. The following api commands are
added:

® api:add-attachment
® api:set-icon

® api:add-tag

For more information about the api commands and how to use them, see Using the api commands.

New Developer Portal CLI site command
The new site:login-1link command is now available for use through the IBM API Connect toolkit CLI. By running this command, you receive a one-time login
link for the Developer Portal site admin account.
For more information about the site commands and how to use them, see Using the site commands.

New flag for the modules and themes commands in Developer Portal CLI
The new --custom flag added to your modules:1list and themes:list commands helps you find what modules and themes have been installed on your
Developer Portal site after an install.
For more information about the --custom flag, see Using the themes commands and Using the modules commands.
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New Developer Portal content commands
The new content commands allow you to list and expand your Developer Portal site content. The following content commands are added:

® content:list-types
Lists allowed content types on your site.

® content:list
Lists all the entities in your Developer Portal site for the given content type and bundle.

For more information about the content commands and how to use them, see Using the content commands .

New Developer Portal CLI service command
The new service:list command allow you to list the Developer Portal service currently installed.
For more information about the service command and how to use it, see Using the service commands.

What's new for DevOps

New analytics deployment profile
A new analytics profile is available: n3xc4.m32. Use this profile instead of the existing n3xc4.m16 profile if you have a high analytics load, since the 16 Mi of
memory in the n3c4.m16 profile can be insufficient.

JWT security between gateway and analytics
Network communication between the gateway and analytics subsystems can now be secured with JWT instead of mTLS. For more information, see Enable JWT
security instead of mTLS.

Cert-manager upgraded to version 1.9.1
API Connect 10.0.5.4 uses cert-manager 1.9.1. If your environment requires a manual installation or upgrade of cert-manager, the instructions are included as part
of the API Connect installation and upgrade procedures.

Updates in the API Connect Migration Utility (AMU)
The following updates are available in the AMU:

e Anew --drafts-only option is added to the archive: push command that enables you to push only draft APIs and Products, and skip all published APIs
and Products. For more information, see Migration steps with PDUR or Migration steps without PDUR.

e Anew --allow-old-node option is added to the archive: port-to-apigw command. This option allows you to use an older version of node 18 if
required, but it is at your own risk. For more information, see Migration troubleshooting.

e Anew --porting-suffix option is added to the archive:port-to-apigw command that allows the overriding of the -apigw suffix for renamed
artifacts. The porting suffix is now appended to the version of artifacts that have versions, such as APIs and Products. For more information, see Configuring
migration options for DataPower API Gateway.

What's new in Version 10.0.5.3

This page details the enhancements in IBM® API Connect Version 10.0.5.3 since the previous release.
Important: Note the following key changes in IBM API Connect Version 10.0.5.3:

e From API Connect 10.0.5.3, the Developer Portal, which is built on the open source Drupal content management system, will be upgraded from Drupal 9 to Drupal
10. This upgrade also requires PHP 8.1. The upgrade tooling will update your Developer Portal sites, however, if you have any custom modules or themes, it is your
responsibility to ensure their compatibility with Drupal 10 and PHP 8.1 before the upgrade. For more information about the Drupal 10 upgrade and how to prepare
for it, see Guidelines on upgrading your Developer Portal from Drupal 9 to Drupal 10.

e Sender details for email notifications for consumer : app-suspended and consumer: app-reinstated are updated to be consistent with the notifications in the
consumer space. See What's new for API product managers for more details.

What's new for Developers

Added APIs to manipulate attachments in a message object
The message object provides APIs and properties to manipulate message attachments. For more information, see Manipulating attachments in a message object.

Added the JSON custom scalar type for GraphQL APIs
You can use the JSON custom scalar type in GraphQL APIs to specify JSON payloads. For more information, see GraphQL custom schema directives and scalar
types.

Added the ability to specify strict UTF-8 encoding for JSON documents
When you configure a Parse policy, you can specify whether to enforce strict UTF-8 encoding throughout the entire JSON document. For more information, see
Parse.

Client credentials are shown in response to the apps: create command
If you're using the toolkit CLI to create consumer applications, the apic apps:create command now returns the client credentials for the application. For
example, running the following command:

apic apps:create -s my mgt endpoint -o my org -c my catalog --consumer-org my consumer-org
tests/fixtures/refs/testapp.json

with the following payload:
{"title":"Jessica's Store", "name":"store","redirect endpoints":[]}
returns the following response:

store [state: enabled] https://example.com/api/apps/e6a4d5f1-bec0-416b-blb7-738cc854c5b5/463d84ea-e70a-4338-beed-
£3c2fe2547c0/423e0d4d-ea7c-4512-a5£6-afbd60bc3920/dab4al6l-£fdcd-455a-b5e7-c8447¢cc52105
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client_id:'12340747£8bed76c4807988603bffalf’ client_secret: '£f123d1098ace3aa02d35d3f0da65a9£3"'

For more information about how to run toolkit CLI commands, see API development and management commands.

Updates to Automated API behavior testing OpenAPI 3.0 support
You can use OpenAPI 3.0 APIs in Automated API behavior testing. For more information, see Testing an API with Automated API behavior testing.

What's new for API product managers

Sender details for email notifications for consumer : app-suspended and consumer: app-reinstated are updated to be consistent with the notifications in the
consumer space
The sender address details for the following two email templates are now consistent with the other email notifications:

® consumer:app-suspended
® consumer:app-reinstated

Previously, app-suspended and app-reinstated notifications were always sent from the Cloud level sender name and address that's configured in the Cloud
Manager. However, this configuration does not follow the established pattern for notifications, as documented in Configuring sender details for email notifications.
These two templates are now sent from the sender address that's configured at the Catalog level, if provided, or the Provider Organization level, or, if neither of
those sender details are provided, the Cloud Manager level, consistent with existing behavior for other templates.

Specify the fields that are returned from analytics REST API and toolkit CLI event queries.
You can specify the API event record fields that you want returned from REST API and toolkit CLI event queries. Use the --fields argument with the toolkit CLI,
and the £ields query parameter with the REST API, for example:

/events?fields=bytes_received,bytes_sent

Analytics discover view in context filtering
While you're viewing the analytics API event data in the discover view, you can now quickly add and remove filters to update the event data displayed. For more
information about filtering analytics UI data, see Filtering displayed data.

Analytics dashboards enhanced with new charts
Three new charts are added to the analytics dashboards.

e Usage Dashboard: Top APIs by request size.
e Usage Dashboard: Top APIs by response size.
e Monitoring Latency Dashboard: Top APIs by response time.

New analytics dashboard: Gateway Operations
A new analytics dashboard is provided, which shows the API usage and latency per gateway. For more information about the analytics dashboards, see Analytics
dashboards.

Ability to save and share analytics queries
You can now save and share analytics queries created in the Cloud Manager and API Manager UIs. For more information about saving and sharing queries, see APL
Manager UI analytics view.

Geographic IP data included in analytics API event data
The API event data now includes geographic information of the client IP address that called the API, and of the gateway itself. The geolP feature is disabled by
default. To use this feature, see Including geolP fields in analytics data.

What's new for Developer Portal site administrators

Change to the behavior of the approval process for onboarding to the Developer Portal
The way that the approval process works for onboarding to the Developer Portal has changed. In earlier releases, if Self service onboarding approval is enabled, and
a user was approved to access a Developer Portal with a specific consumer organization, that user would not need to go through the approval process again if they
created more consumer organizations for the same Developer Portal.
Now, Self service onboarding approval is honored whenever a consumer organization is created. So, even if a user is approved to access a Developer Portal with one
consumer organization, if they then try to create another consumer organization in the same Developer Portal, their request will still go through the approval
process.

For more information, see Creating and configuring Catalogs.

Developer Portal upgrade to Drupal 10
From API Connect 10.0.5.3, the Developer Portal, which is built on the open source Drupal content management system, will be upgraded from Drupal 9 to Drupal
10. This upgrade also requires PHP 8.1. As a result, all existing Developer Portal sites will be upgraded to Drupal 10, and all new sites will be based on Drupal 10 as
well. Ensure that all modules and themes used on your Developer Portal site are compatible with Drupal 10 and PHP 8.1. While core modules and themes will be
automatically made compatible as part of the upgrade, any custom modules or themes, whether created in-house or contributed by the Drupal community, need to
be verified for compatibility before the upgrade.

For more information about the Drupal 10 upgrade, and how to ensure compatibility, see Guidelines on upgrading your Developer Portal from Drupal 9 to Drupal 10.

Dynamic translations for API Connect entities
The latest Developer Portal upgrade contains a dynamic translations feature for the API Connect entities, including Blocks, Nodes, and Menu Links. Now, when you
update the existing translations for your API Connect entities, the changes are automatically reflected across your sites without the need of re-translation. The
dynamic translations feature also includes adding new language codes and their accompanying translations.
Note that the translation changes may take 5-10 minutes to appear on the site as the cache recycles.

What's new for DevOps

(Red Hat OpenShift) Change from cloudctl to ibm-pak for installing and upgrading air-gapped deployments
Previous versions of API Connect used IBM Cloud Pak CLI (cloudctl) as the mirroring tool for installing and upgrading in air-gapped environments. API Connect
10.0.5.3 uses IBM Catalog Management Plug-in for IBM Cloud Paks (ibm-pak) instead. The ibm-pak plug-in extends the Red Hat OpenShift CLI (oc command)
capability and streamlines the process of delivering installation images to the IBM Cloud Pak in an air-gapped environment.
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For information on installing and upgrading API Connect on Red Hat OpenShift in an air-gapped environment, see the air-gap installation instructions and the air-
gap upgrade instructions.

Daily Management subsystem local backups are taken by default
The Management subsystem now takes local backups by default. On new installations or upgrades where the user does not specify backup settings, management
backups are taken daily at 01:00 UTC, and retained for 14 days. Local backups are set by default to prevent the situation where no backup settings cause
continuous accumulation of WAL archives to local PVC.
Local backups are stored on the management subsystem, and so cannot be used for disaster recovery. Configure remote S3 or SFTP backups for disaster recovery.

For more information about management backups, see:

e Configure local management backups on Kubernetes.
e Configure local management backups on OpenShift.
e Configure management backup settings on OVA.

(Kubernetes, Red Hat OpenShift) Improved platform health status monitoring using Kubernetes events
A new feature is enabled in the IBM APIConnect operator on Kubernetes and Red Hat OpenShift to generate CR events whenever there is a change in the top-level
CR (APIConnectCluster) or subsystem CRs (ManagementCluster, GatewayCluster, AnalyticsCluster,
PortalCluster) status conditions. Along with CR status conditions, you can monitor these events by using any third-party alerting system.
For more information, see Monitoring platform health using Kubernetes events or Monitoring platform health on Red Hat OpenShift using Kubernetes events.

Red Hat OpenShift-based deployments now manage foundational services through the API Connect operands
In previous releases of API Connect, a deployment on Red Hat OpenShift (including as a capability in Cloud Pak for Integration) managed the use of IBM Cloud Pak
foundational services through dependencies that are enforced by OLM at the operator level. Beginning with API Connect 10.0.5.3, the dependency on foundational
services is no longer managed at the operator level by OLM, but is instead handled at the operand level by the API Connect operator. This change provides more
flexibility going forward by allowing the APIC operator to enforce the dependency only on the operands that actually require it.
This change applies to new installations only. For more information, see the appropriate installation instructions for your Red Hat OpenShift environment.

Configure analytics retention and rollover settings in the Cloud Manager UI
In previous releases, the only way to modify the retention and rollover settings was by using the toolkit CLI. It is now possible to configure these settings in the
Cloud Manager UIL. For more information, see Configure data retention and index rollover time periods.

New message column in management and top-level get CR output
A new MESSAGE column is added to the output of kubetl get <cr
name> for the management CR. The MESSAGE column provides additional information on the state of the management subsystem. For example,

kubectl get mgmt -n <namespace>

NAME READY STATUS VERSION RECONCILED VERSION MESSAGE AGE
management 17/17 Running 10.0.5.3 10.0.5.3-0 Management is ready 2d22h

On Cloud Pak for Integration, and on Red Hat OpenShift, if you installed API Connect with the top-level CR, the new MESSAGE column is also shown for the top-level
CR. For example,

oc get apiconnectcluster -n <namespace>

NAME READY STATUS VERSION RECONCILED VERSION MESSAGE AGE
small 7/17 Ready 10.0.5.3 10.0.5.3-16 API Connect cluster is ready 2d5h

Automatic verification and reporting of two data center disaster recovery management database replication
In two data center disaster recovery deployments, the management subsystem automatically monitors the replication status of the management databases, and
reports any failures in the management CR status output. For example,

NAME READY STATUS VERSION RECONCILED VERSION MESSAGE
AGE
management 18/18 Warning 10.0.5.3-0 10.0.5.3-0 Management is ready. HA Status Warning - see HAStatus in

CR for details 8m59s

status:
hastatus
{sssssss
"lastTransitionTime": "2023-03-31T19:47:082",
"message": "Replication not working, install or upgrade in progress.",
"reason": "na",
"status": "True",

"type": "Pending"
}

Gateway CR property validateApimClient renamed tomtlsValidateClient
The validateApimClient property is renamed to mtlsValidateClient to match what is used in the other subsystems. validateApimClientis deprecated.
When you upgrade to 10.0.5.3, validateApimClient is automatically changed tomtlsvValidateClient in the gateway CR.

Use JWT instead of mTLS for some inter-subsystem communications
Most of the network interactions between API Connect subsystems use mTLS. The use of mTLS requires that any load-balancers that are located between
subsystems are configured for TLS pass-through. If you want to use TLS termination at your load-balancers instead of pass-through on certain routes, you can
disable mTLS and enable JWT security instead. For more information, see Enable JWT security instead of mTLS.
If you are upgrading from an earlier release, to enable this feature see the following topics:

1. Red Hat OpenShift: Additional post-upgrade steps for upgrading to 10.0.5.3 from earlier 10.0.5 release.
2. Kubernetes: Additional post-upgrade steps for upgrading to 10.0.5.3 from earlier 10.0.5 release.
3. OVA: Enable JWT security between subsystems.

Non-OVA only: Use service (in-cluster) communication between subsystems, instead of external ingress/route based communication
If your subsystems are installed in the same cluster, then Kubernetes services can be used for inter-subsystem communication, instead of the default ingress/route
based communication that requires external exposure of HTTPS endpoints. For more information, see In-cluster service communication between subsystems.

Non-OVA only: New analytics database deployment option: Dedicated storage
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Analytics now supports the OpenSearch dedicated storage type. Dedicated storage allows the management of the OpenSearch cluster, and the storage of analytics
data to be separated into different pods. Using dedicated storage provides greater stability and allows some configuration changes to be made without downtime.
Dedicated storage is available on three replica deployments only.

New analytics dashboard: Gateway Operations
A new analytics dashboard is provided, which shows the API usage and latency per gateway. For more information about the analytics dashboards, see Cloud
Manager UI analytics view.

New customPlatformApiHostname field available for Developer Portal restore
A new customPlatformApiHostname field is available to use when restoring the Developer Portal. The field allows you to provide a custom platform API
hostname override for the Developer Portal restore systemor restore all commands. If the API hostname of your management subsystem platform has
changed since taking the backup you are restoring, then update it to the new platform API hostname of the management subsystem by using this override. For more
information about restoring the Developer Portal, see:

e Backing up and restoring the Developer Portal in a Kubernetes environment
e Restoring Developer Portal on OpenShift and Cloud Pak for Integration
e Restoring the Developer Portal subsystem

New portalBackupRecordDays field available for Developer Portal backup settings
The portalBackupRecordDays setting denotes the number of days that backup records (backups that exist on the remote backup server) are shown when you
list your remote backups. It is defaulted to 30 days. For more information about Developer Portal, see Backing up and restoring the Developer Portal in a
Kubernetes environment.

What's new for security practitioners

The MD5 certificate fingerprint format is no longer displayed

API Connect no longer calculates and displays the certificate fingerprint format of MD5. However, the SHA1 and SHA256 certificate fingerprint formats are
displayed.

Two additional claims added to the JWKS URL endpoint on the management platform REST API
The following two claims are added to the JSON Web Key Set (JWKS) URL (/api/cloud/oauth2/certs) endpoint that is hosted on the REST API of the management
platform.

e iss: describes the issuer of the token, which is IBM API Connect.
e purpose: describes what kind of API Connect token the key can be used to verify.

What's new in Version 10.0.5.2

This page details the enhancements in IBM® API Connect Version 10.0.5.2 since the previous release.

What's new for Developers

Added the Date custom scalar type for GraphQL APIs
You can use the Date custom scalar type in GraphQL APIs to define custom scalars that specify dates. For more information, see Extensions to GraphQL.

Ability to set the API Designer locale
You can set a different locale than your current operating system for the API Designer application, by using the --1ang argument when you start the application.

For example, by using the --1ang=es argument when you start API Designer, the language is set to Spanish. For more information, see Setting the locale for APT
Designer.

Ability to switch directories in API Designer

You can switch to a different directory after logging in to the API Designer application UI, by clicking Switch directory on the menu bar in the header. For more
information, see Logging in from API Designer.

OpenAPI validation
You can now click Validate in the API Manager and API Designer API editors to validate your OpenAPI YAML source. If validation errors are found, you can click each
error to navigate directly to the section of the API form that contains the invalid YAML. For more information, see Validating the OpenAPI YAML source.

Support for multiple OAuth2 flows in OpenAPI 3.0 APIs

If you're creating or editing OpenAPI 3.0 APIs, you can now select multiple flows (grant types) for your OAuth2 security schemes. For more information about how
to create OAuth2 security schemes, see Defining OAuth2 security scheme components.

Create and manage API keys for platform APIs
Create API keys associated with your user account, and then use them to authenticate when you call the APIs provided by API Connect. For more information, see
Managing API keys.

What's new for API product managers

Analytics UI enhancements
The analytics UI now includes the following enhancements:

e Allanalytics views can be switched between local time and Coordinated Universal Time.

e Analytics charts can be switched between linear and logarithmic axes, selectable from the chart options menu.

e Analytics data can be shown going back to the start of your data retention period, not just the last 30 days.

e When you create and edit queries, the custom time range option now provides precision to the second, rather than the minute.
e Up to 200 events per page now viewable in the discover view tables.

e Updated columns in the discover view, providing clearer and more useful information.

e New query fields for gateway_ip, client_ip, immediate_client_ip. Queries can use CIDR notation to search by subnet.

e New refresh button on dashboards to update the data that is displayed, without the need to reload the browser.
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e Ability to save and load analytics queries. Saved queries are stored in the analytics backup.

Analytics CLI and REST API enhancements
New filter operators for use with the CLI and REST API: startswith, endswith, regex, notoneof. For more information, see Example toolkit CLI operations.

Additional variables for customizing the email notification templates
More variables are available to add to the email notification templates, so that you can define custom templates with more flexibility when addressing the user
that's receiving the email. The following user variables are now available:

® originator

® originatorFirstName
® originatorLastName
® originatorEmail

® username

* email

e firstName

® lastName

For more information, see Configuring notifications in the API Manager, and Customizing email notification templates in the Cloud Manager.

What's new for API consumers

Consumer analytics redesign
The analytics dashboards in the Developer Portal are redesigned and enhanced. As well as viewing the standard analytics metrics for APIs at the application and
organization level, API consumers can now view additional information, including response time, status codes, number of errors, and API call history.

What's new for Developer Portal administrators

Use the toolkit CLI to enable and disable maintenance mode on your Developer Portal site
You can now enable and disable maintenance mode on your Developer Portal site, by using the Portal commands in the toolkit CLI. For more information, see How
to enable and disable maintenance mode on your Developer Portal.

New drupal-state commands available in the Developer Portal command-line tool
The drupal-state commands enable you to store and retrieve information about the state of your Developer Portal system. For more information, see Using the
drupal-state commands.

What's new for DevOps

New requirement when installing or upgrading Developer Portal subsystem on VMware
If there are multiple Management subsystems in the same project, you must set the Developer Portal subsystem's platform-api and consumer-api certificates
to match those used by the appropriate Management subsystem to ensure that the Developer Portal subsystem is correctly associated with that Management
subsystem.
Instructions are included in the following topics:

e Installation on VMware: Configuring the Developer Portal subsystem
e Upgrade on VMware: Upgrading to the latest release on VMware

New dbClientPrimaryuser certificate
The Management component has a new certificate and secret called dbClientPrimaryuser, see: Internal certificates.

If your deployment is installed on Kubernetes, and you use customized internal certificates, see the additional upgrade step: Add db primary certificate.

If your deployment is installed on OpenShift, Cloud Pak for Integration, or OVA then no action is required.

Additional requirement for disaster recovery when Management subsystem uses S3 backups
If you installed API Connect on Red Hat OpenShift or Cloud Pak for Integration by using the top-level apiconnectcluster CR, you must annotate the CR as part
of the disaster recovery process. The instructions for recovering from a disaster include a new step to guide you through the annotation procedure.

New deployment profiles with new CPU licensing limits
New deployment profiles are available, and CPU licensing limits updated. The spec.license.metric now correctly maps to the productMetric annotation for
the containers that require license entitlement. See CPU limits, Memory limits, and licensing. Some existing profiles are deprecated, see API Connect deployment
profiles for OpenShift and Cloud Pak for Integration.

Portal CR status message field
A new message field has been added to the output of kubectl|oc get
PortalCluster. This new field provides portal status information, for example:

NAME READY STATUS VERSION RECONCILED VERSION MESSAGE AGE

portal 3/4 Pending 10 10.0.5.2-0 Mounted certificates are not valid 8d

portal 4/4 Running 10 10.0.5.2-0 1l site(s) are not in sync with API Manager 8d

portal 4/4 Running 10 10.0.5.2-0 Ready for service registration 8d

portal 3/3 Running 10 10.0.5.2-0 Ready to create sites 22h

portal 3/3 Running 10 10.0.5.2-0 1l site is installing 22h

portal 3/3 Running 10 10.0.5.2-0 Serving 2 sites 22h

portal 3/3 Warning 10 10.0.5.2-0 Preparing for site upgrade (s) 22h

portal 3/3 Warning 10 10.0.5.2-0 Site Upgrades Executing: (0) Queued(l) Failed(0) Success(0) 22h

Manual portal backup and restore supports multiple portal clusters
Kubernetes, Cloud Pak for Integration, and OpenShift only: The portal backup and restore CRs now have a portalCluster property that specifies which portal
cluster to apply the backup or restore to. For more information, see: Backing up and restoring .

New API consumption dashboard
Monitor total API calls in your cloud with the new consumption dashboard available in the Cloud Manager UI, see Cloud Manager UI analytics view.
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Compatibility matrix for Kubernetes and OpenShift versions included in documentation
Tables that show which versions of IBM API Connect are compatible with which Kubernetes and OpenShift releases are now provided as a quick reference in the
software product compatibility requirements page: IBM API Connect Version 10 software product compatibility requirements.

Managing Developer Portal backup resources
If you are using remote backups, and there are a large number of rows in your portalbackup list that have a CR TYPE of record, there might be a slow down in
system performance, including during Developer Portal upgrades. Although there is no upper limit to how many portal backups you can have, it is recommended
that you prune your remote backups so that the number of rows does not become excessively large. One portalbackup row of type record, corresponds to one
backup file on the configured remote backup server. For more information, see Overview of the Developer Portal backup resources.

What's new for security practitioners

Migrate token revocation information to DataPower® API Gateway
You can use the Token Migration Utility (TMU) to migrate token revocation information from a v5 quota enforcement server (QES) to a gateway-peering cache in v10
DataPower API Gateway. For more information, see Migrating token revocation information to DataPower API Gateway.

What's new in Version 10.0.5.1

This page details the enhancements in IBM® API Connect Version 10.0.5.1 since the previous release.

Version 10.0.5.1 product release

The following sections detail the changes and additions in version 10.0.5.1.
Attention:
API Connect 10.0.5.1 is now supported to run on VMware. For information about installing and upgrading on VMware, see the VMware section.

What's new for Developers

The API policy version must match the gateway policy version
The way that API Connect validates the API policy version has changed. In earlier releases, API Connect published the API if its policy version was considered to be
compatible with the gateway's version. If no version was specified, the policy version defaulted to 1.0.0. However, the published API might then fail at the gateway
if the API policy version didn't match the gateway policy version.
Now, API Connect mitigates the problem by validating the API policy version prior to publishing the API. This new behavior means that API Connect only publishes
an API to the gateway if the API policy version exactly matches the version that is present on the gateway. In addition, if a policy version isn't specified, it no longer
defaults to 1.0.0. If the version is incompatible with the gateway, a validation error is thrown that specifies the available versions.

Note that this change in behavior does not affect APIs that are already published.

For more information about adding policies to your assembly, see Adding OpenAPI 2.0 elements to your assembly or Adding OpenAPI 3.0 elements to your
assembly.

More flexibility when customizing the preflow policies
You can now use the mode property to control how the preflow policies are applied. For more information, see Customizing the preflow policies.

What's new for API product managers

Analytics latency charts now show percentile levels
To assist in the investigation of latency anomalies, the latency charts now include percentile lines.

Advanced options now available on analytics REST API and toolkit CLI
Advanced query filters are now available when querying analytics data. See Example toollkit CLI operations and Analytics REST API.

Configure the visibility of Products at a Catalog or Space level
You can now modify your Catalog settings to define a visibility property at a Catalog or Space level. This setting then becomes the maximum level of visibility that is
allowed for any Product that is published to that Catalog or Space. It can also be used as the default visibility setting for that Catalog or Space. For more
information, see Configuring Product visibility in a Catalog.
Note that this is an additional feature that is disabled by default, so current Product visibility behavior is not affected. The new feature also doesn't affect any
Products that are already published.

What's new for Developer Portal administrators

New commands are available in the Developer Portal command-line tool
The following commands for managing forums are now available in the Developer Portal command-Lline tool:

o forums:disable - Deletes any existing forums taxonomy terms, and then disables the Forum module for a given site.
¢ forums:enable - Enables the Forum module for a given site.

For more information, see Using the forums commands.

What's new for DevOps

Upgrade now available for API Connect version 2018.4.1.20 to version 10.0.5.1
You can upgrade directly to 10.0.5.1 from 2018 FP20 by following the appropriate instructions for your platform:

e Upgrading from v2018 on Kubernetes
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e Upgrading from v2018 on OpenShift
e Upgrading from v2018 on VMware

API Connect version 2018.4.1.20 to version 10.0.5.1 form factor migration
You can now migrate from version 2018.4.1.20 or later to a different form factor on version 10.0.5.1 or later. For more information, see: Migrating from v2018 to
v10 on a different form factor.

API Connect 10.0.5.1 uses a new version of cert-manager

e Kubernetes, VMware: cert-manager 1.7.1
There is an additional step to upgrade cert-manager Upgrading subsystems on native Kubernetes. When you refer to cert-manager in your CRs or commands,
the following values must be updated to reflect the newer version of cert-manager: In VMware, references to cert-manager in CRs are updated during the
upgrade.

© cert-manager-0.10.1.yaml becomes: cert-manager-1.7.1.yaml
0 ingress-issuer-vl-alphal.yaml becomes: ingress-issuer-vl.yaml
o certmanager.k8s.io becomes: cert-manager.io
e OpenShift, Cloud Pak for Integration: cert-manager 3.21 (provided by Foundational Services)
Upgrade of cert-manager is done automatically during the API Connect upgrade. However, when you refer to cert-manager in your CRs or commands, the
following values must be updated to reflect the newer version of cert-manager:
© cert-manager-0.10.1.yaml becomes: cert-manager-3.21.yaml
0 ingress-issuer-vl-alphal.yaml becomes: ingress-issuer-vl.yaml
o certmanager.k8s.io becomes: cert-manager.io

New apicup commands for the rotation of secrets on the Developer Portal subsystem
The following commands are now available for the rotation of secrets on the Developer Portal subsystem on VMware:

e list-rotate-secrets - to obtain a list of any Developer Portal secret rotations that were created by using the rotate-secrets command.
e delete-rotate-secret - to delete any Developer Portal secret rotations that were created by using the rotate-secrets command.

For more information, see Tips and tricks for using APICUP.

Two site High Availability (HA) feature renamed to two site DR (2DCDR)
This feature has been renamed to avoid confusion with production HA deployment profiles, and to recognize the manual intervention required to failover to the
passive data center. The passive data center in a 2DCDR configuration has also been renamed to the warm-standby datacenter. See Two data center deployment
strategy.
Note: The terms passive and multiSiteHA are still used in the CR YAML files. This is a documentation change only, and there is no change in the behavior of 2DCDR.

New installation instructions for 2DCDR on Cloud Pak for Integration
The steps for installing API Connect on Cloud Pak for Integration in a 2DCDR configuration are now documented. See Installing a two data center deployment on
Cloud Pak for Integration.

New installation instructions for 2DCDR on OpenShift
2DCDR installation on OpenShift is now documented in a dedicated topic, instead of sharing the topic with Kubernetes 2DCDR install. See Installing a two data
center deployment on OpenShift.

Reorganization of Kubernetes, OpenShift, and Cloud Pak for Integration installation documentation
The installation documents for these platforms have been reorganized to provide a more sequential flow for the reader, and reduce the amount of non-applicable
information presented to them; see Deploying on Kubernetes and Deploying on OpenShift and Cloud Pak for Integration.

Mutual TLS support for Management to Gateway communication
For individual subsystem installations on OpenShift and Kuberenetes, mutual TLS can be enabled with a new validateApimClient setting. See Installing
Gateway on Kubernetes, Installing Gateway on OpenShift in a dedicated namespace, or Installing Gateway on OpenShift in a shared namespace depending on your
deployment platform and topology.

What's new in Version 10.0.5.0

This page details the enhancements in IBM® API Connect Version 10.0.5.0.

If you are moving to Version 10 from Version 5, also see the What's new in Version 2018 page for the additional new features since Version 5.

Note: You can access the latest files from IBM Fix Central. Full installation files for IBM API Connect can be downloaded from Passport Advantage.

Version 10.0.5.0 product release

The following sections detail the changes and additions in version 10.0.5.0.

Attention:

IBM API Connect Version 10.0.5.0 requires IBM DataPower® Gateway Version 10.5. However, the DataPower firmware for the 10.5 LTS stream is supported on only the
8496 appliance, and the IBM DataPower Gateway for Docker. Consequently, the DataPower container for API Connect 10.0.5.0 is supported to run on only Kubernetes,
OpenShift, and IBM Cloud Pak for Integration.

Although API Connect 10.0.5.0 is not supported to run on VMware, support for VMware is available from API Connect 10.0.5.1 and later.

What's new for Developers

OpenAPI 3 APIs with a response wildcard can be published but are disabled on the Gateway.
If an OpenAPI 3 API contains a response wildcard (which is not supported), publishing is disabled for that API. You must correct the problem before you can
publish the APL.
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Increased OpenAPI 3.0 support
The following updates have been made to the Open API 3.0 support for APIs that are enforced by the DataPower API Gateway:

e Allassembly policies are now supported, including the validate and map policies.
e The OAuth2 with multiple flows security scheme is now supported.

For more information, see OpenAPI 3.0 support in IBM API Connect.

Added the Extract policy to transform content from the API context
The Extract policy transforms content from fields in the API context. You use JSONata expressions to specify the fields and how to transform the content. For more
information, see Extract.

What's new for API product managers

New publish validation option when publishing your products
You can now select from the following publish validation options when configuring Catalogs in the API Manager UI:

e Publishing APIs with empty paths is not allowed

e Validate custom policy schema in an assembly

e Validate the references inside the API and perform additional OpenAPI validations
e Publishing APIs with duplicate base paths is not allowed

about configuring Catalogs, see Creating and configuring Catalogs.

Override the timeouts set by consumer organization invitations
You can now override the consumer organization timeout with the timeout that is set in the Catalog. For more information, see Creating and configuring Catalogs.

New analytics dashboards and REST API
New analytics dashboards are implemented in the API Manager UI, replacing the use of Kibana. There's also a new analytics REST API for accessing your analytics
data. For more information, see Accessing analytics in the API Manager UI.

Mixed-case resource names now supported
You can now create resource hames with mixed-case text, including names for users, APIs, Products, Catalogs, organizations, and so on. However, you cannot have
duplicate names of resources where the only difference is the case. For example, while MyAPI and myapi are both supported names, they cannot both exist in the
same namespace. Also, note that Developer Portal endpoints must be only lower-case.

What's new for DevOps

Redesigned Analytics subsystem

e The Analytics subsystem now uses Opensearch instead of Elasticsearch, resulting in a different set of microservices; for detailed installation information, see
Installing the Analytics subsystem.
Attention:
The upgrade to v10.0.5.0 or later will result in the deletion of all existing analytics data. If you want to retain your analytics data then you must export it
before upgrade. For instructions on exporting, see Additional considerations for upgrade to v10.0.5. It is not possible to import analytics data from earlier
releases to v10.0.5.0 or later.

e Logstash persistent queues replace the message queue feature.

e New analytics toolkit CLI commands and REST API operations, covering many administration operations including those previously done by running curl_es
commands inside storage containers. Curl_es operations are no longer supported.

e Minor changes to the backup and restore process, which requires the recreation of the S3 backup secret after upgrade.

e A new analytics dashboard has been added to the Cloud Manager UI, allowing the administrator to view analytics API events for each analytics service that is
configured.

Pre-upgrade health-check script improved
The apicops pre-upgrade script has been expanded to include additional checks of your deployment's health. Before upgrading to this release of API Connect, you
should run the script and check the results as explained in the upgrade instructions for each platform.

Support for migrating billing data from v5 to v10
The API Connect Migration Utility (AMU) now supports migrating your billing data from v5 to v10:

e All Stripe billing integrations in v5 are migrated to v10 and applied automatically to all Catalogs.
e All products that use paid plans will have the plans migrated.
e Consumer payment methods that exist in the v5 Portal will be automatically created in v10.

After the migration is complete, you must configure the Stripe integrations in the Developer Portal sites; see Configuring Stripe in the Developer Portal for detailed
instructions. For more information about migrating, see Migrating a Version 5 deployment.

Ability to disable the Portal web endpoint check
When you create or register a Developer Portal service, the Portal subsystem checks that the Portal web endpoint is accessible. However sometimes, for example
due to the complexity of public and private networks, the endpoint cannot be reached. In this instance, you can disable the Portal web endpoint check so that the
Developer Portal service can be created successfully.
To disable the endpoint check, complete one of the following updates depending on your platform:

On Kubernetes, OpenShift, and IBM Cloud Pak for Integration
Add the following section to the Portal custom resource (CR) template:

spec:
template:
- containers:
- env:
- name: PORTAL_SKIP_WEB_ENDPOINT_VALIDATION
value: "true"
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name: admin
name: www

On VMware
In your apicup project, create a file called ptl-extra-values.yaml (or edit the file if one already exists), and add the following section:

spec:
template:
- containers:
- env:
- name: PORTAL_SKIP WEB ENDPOINT VALIDATION
value: "true"
name: admin
name: wWww

For more information, see Registering a Portal service.

What's new for security practitioners

Configure Base64 encoding for temporary tokens
You can now enable or disable Base64 encoding for the temporary tokens that are created for invitations, and password reset tokens. For more information, see
Configuring Base64 encoding for temporary tokens.

Language versions offered by API Connect

API Connect is offered in several languages, as enabled by the operating platform on which the product is installed.
Note: When API Connect is deployed as a Cloud Pak for Integration capability, it is translated to the same set of languages as the Cloud Pak for Integration product.

e Brazilian Portuguese
e Chinese (Simplified )
e Chinese (Traditional)
e Czech

e Dutch

e English

e French

e German

e Ttalian

e Japanese

e Korean

e Polish

e Spanish

e Turkish

Known limitations

This page describes the known limitations for API Connect 10.0.5.x.

Note: The limitations that are documented on this page will be removed as they are addressed in the IBM® API Connect product. For the most up-to-date list of product
limitations, visit the English version of this page.
Attention: API Connect 10.0.5.0 is not supported to run on VMware. However, support for VMware is available in API Connect 10.0.5.1 and later.

Possible upgrade failure on VMware
During an upgrade to API Connect 10.0.5.3 or later on VMware, it is possible to encounter an issue where stanza create pods will fail, which causes other
management services to be in CrashLoopBackO£f state because postgres is still not up. It is also possible that the postgres pod is up but is stuckina 0/1
Running state. When this failure occurs, you cannot exec into the postgres pod and its logs display a message ending like the following example:

2023-04-28 11:11:49,258 INFO: Reaped pid=435,
You can confirm the issue by completing the following steps:
1. Determine which node the postgres pod is running on:
kubectl get pods -owide
2. On the node hosting the postgres pod, run the following command:
ctr -n k8s.io tasks 1ls | grep UNKNOWN

The issue is confirmed when the command returns more than one match, with one of the results being matched to the postgres container.
If you encounter this issue, contact IBM Support for assistance.

New ibm-apiconnect-operator pod fails to start due existing terminating ibm-apiconnect-operator pod holding lock
The IBM APIConnect operator uses leader election (leader-for-life) to ensure that only one operator/controller pod is running/active at a time. This relies on
Kubernetes garbage collection to clean up the lock when the old operator pod is deleted. The new ibm-apiconnect operator pod fails to start if an existing
terminating ibm-apiconnect operator pod is still holding the lock.
If you suspect you are encountering this issue, verify it by running the following command:

kubectl -n <namespace> logs <new-ibm-apiconnect-pod-name> | grep "LockOwner"
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If the lock is the problem, the log contains a message similar to the following example:

existing lock", "LockOwner":"ibm-apiconnect-xxxxxx held by
terminating pod

Resolve the issue by completing one of the following options:

e Force delete the terminating pod by running the following command:

kubectl -n <namespace> delete pod <terminating-ibm-apiconnect-pod-name> --force --grace-period=0
Kubernetes deletes the lock when the pod is deleted.

e Remove the lock manually by running the following command:

kubectl delete cm ibm-apiconnect-lock

API Designer might hang while activating a large imported API
When you import a large API using API Designer and attempt to activate the API in the import wizard, the process might hang. If you encounter this issue, you can
work around the problem by completing the following steps:

1. On your local file system, locate the autoproduct file called API-NAME-auto-product_API-VERSION.yaml.
2. Delete the file.
3. In API Designer, edit the newly imported API and activate it by clicking the Online toggle.

In general, it is best practice to activate an API using the Online toggle or by publishing the API with the Publish option.

API Designer on Windows: APIs that use WSDL might encounter errors, or fail to activate, publish, or update.
If you activate, publish, or update a REST or SOAP API that uses a WSDL file, the operation might fail and never complete. Work around the issue by using the
autopublish API feature in the API editor.

Permission restrictions in the API Designer UL
The API Designer UI currently has the following permission restrictions:

e Developers that have been given only View permissions cannot see the Test tab in the API editor. For developers to be able to see the Test tab, they must be
given a different permission level. For information about the default permission levels available, see API Connect user roles.

e Users with API-Drafts permissions, but who don't have any Sandbox Catalog permissions, cannot see the Test preferences in the Sandbox Catalog. For these
users to be able to see the Test preferences, they must be given the Developer or Administrator role on the Sandbox Catalog.

Deleted security requirements might remain in the API source
Security requirements that are deleted from APIs in the API Designer and API Manager Uls, might still remain in the source. To work around this issue, click the
Source icon </* in the API editor, and manually remove the security requirements.

Sometimes the completion of an SFTP restore on the Management subsystem does not restore the actual data.
There is a known issue where sometimes a restore from the Management subsystem's SFTP backup succeeds but the data is not restored. If this happens, run the
restore again.

Customized application view is reset to the default after upgrade if forums are also disabled
When upgrading API Connect version 10.0.5.0 or earlier to version 10.0.5.1 or later, if you have disabled forums on your Developer Portal site, and you have
customized the application view, the customized application view will be reset to the default after the upgrade. To work around this issue, you can save the
customized application view before running the upgrade, and then import the view into the upgraded Developer Portal.
To save the customized application view, run the following commands:

mkdir /tmp/tmp_config <site-alias>
drush @<site-alias> config-get views.view.applications > /tmp/tmp config <site-alias>/views.view.applications.yaml

Where <site-alias>is the alias of your Developer Portal site.
To import the saved view after the upgrade, put the views.view.applications.yaml file inside a directory where it's the only file, and then run the following command:

drush @<site-alias> config-import --partial --source=/tmp/tmp config_ <site-alias>/

Cannot add comments to APIs by using the Source view in the API Designer and API Manager UIs
Comments cannot be added to APIs in the API Designer and API Manager UIs by clicking the Source icon /%, and using the hashtag symbol.

Changing Product visibility from Custom to Public doesn't automatically remove the Consumer organizations and groups
In the API Designer and API Manager UIs, changing Product visibility from Custom to Public doesn't automatically remove the consumer organizations and groups,
so the Product publish will fail. To work around this issue, manually remove all of the consumer organizations and groups.

Stale cache can result in unexpected behavior in the Cloud Manager and API Manager UI
Having a stale cache in your browser can result in unexpected behavior in the Cloud Manager and API Manager UI, such as fetch errors, incorrect data being
displayed, and blank pages. To work around this issue, particularly if you have just upgraded your deployment, complete the following actions:

e Reload the browser window.

e If thereis still an issue, clear the browser cache and then log back in to the UI.
e Try using a private browser window.

e If possible, try a different browser type.

If issues persist, contact IBM Support.

The "Select compatible gateway services" option in Test Preferences causes a "404 POST undefined" error while testing the API

undefined" error when you test the API in the API Explorer or the Test tab.
Workaround: To avoid this problem, select the Use all compatible gateway services target gateway option instead.

Analytics command restrictions
The following --mode analytics commands work only when the flag --return_ format is set to either json or yaml:

® clustermgmt:catAllocation
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® clustermgmt:catIndices
® clustermgmt:catNodes

® clustermgmt:catRecovery
® clustermgmt:catShards

® clustermgmt:catAliases

The following commands don't currently work on the Toolkit CLI, as they return only text/plain:

® clustermgmt:getNodesHotThreads
® clustermgmt:getNodesHotThreadsById

Scale limits are used by default for the plan, collection, and operation rate and burst limits
Scale limits are used by default for the plan, collection, and operation rate and burst limits. Therefore, the following burst limit response headers are not used for
the converted burst limits:

e "X-BurstLimit-Limit"
e "X-BurstLimit-Remaining"

Instead, the former burst limits are reported as the following rate limits in the headers:

e "X-RateLimit-Limit"
¢ "X-RateLimit-Remaining"

Note that this limitation does not apply to assembly burst limits.

Options menus in the Catalog might be hidden

In a Catalog, in any of the different tabs such as Consumers, or Subscriptions, when clicking on the options icon ! the menu items might be hidden. To work around
the issue, reload the page and the menu items will appear.

Override plan rate limits are not displayed in the Endpoint tab
Any override plan rate limits that have been added to your API for individual operations are not displayed in the API Endpoint tab in the UL Only the plan rate limit is
displayed.

You cannot install a "standalone" API Connect deployment on an OpenShift cluster where Cloud Pak for Integration is present
If an OpenShift cluster has Cloud Pak for Integration installed, then all API Connect deployments on that cluster are considered to be part of the Cloud Pak for
Integration deployment, which will attempt to integrate with the standalone API Connect deployments.

Consumer rate limit notifications are not available in Version 10
The ability to configure notifications for applications so that API consumers are alerted when the usage of an API is nearing its rate limit is not available.

Cannot log in to API Manager using a Twitter OIDC if email is required

unable to log in. The workaround is to leave this optional setting unselected.

Configuration update mistakes cause admission webhook errors in OpenShift and Cloud Pak for Integration
In OpenShift and Cloud Pak for Integration, configuration update errors can cause the APIConnectCluster instance to go into the Pending state with an
underlying component throwing an admission webhook error.

oc get apiconnectcluster -n APIC namespace

NAME READY STATUS VERSION RECONCILED VERSION AGE

ml admission webhook "vmanagementcluster.kb.io" denied the request:
ManagementCluster.management.apiconnect.example.com "ml-mgmt" is invalid: [spec.databaseBackup.restartDB.accept: Invalid
value: false: databaseBackup protocol has changed (from '' to 'objstore') and requires database restart. accept restartDB

to restart database, spec.databaseBackup.restartDB.accept: Invalid value: false: databaseBackup configuration has changed
and requires database restart. accept restartDB to restart database] Pending 10.0.1.5-3388-eus 10.0.1.5-3388-eus
2dé6h

The 'strict' SameSite cookie causes incorrect invitations to consumer organizations
Using the 'strict' SameSite cookie might cause invitation links from emails to send users to a registration page where they are asked to create a new consumer
organization instead of joining the organization they were invited to.
The workaround is to using the 'Lax' SameSite Cookie attribute.

Performance impact when publishing products from API Designer
When you publish a product from API Designer and have 10 or more catalogs available, you might experience a performance degradation.

Limitations to the OpenAPI 3.0 support
IBM API Connect supports the OpenAPI 3.0 specification, with some limitations. For information about what is supported, see OpenAPI 3.0 support.

A GraphQL API that contains a graphql-input-type-cost rate limit fails to publish
A GraphQL API created in releases earlier than IBM API Connect Version 10.0.3.0 might contain a graphgl-input-type-cost rate limit, which is no longer
supported. If you attempt to use the automatic activation mechanism to publish the API, or manually add the API to a Product and attempt to publish that Product,
the publish operation will fail. You can resolve this problem in either of the following ways:

e Remove the rate limit definition from the OpenAPI source for the APL. For example, if the source is in YAML format, remove the following lines:

- name: graphqgl-input-type-cost
operation: consume

e Edit the source for the Product and define a graphql-input-type-cost rate limit in all of the Plans that include the API.
Note: You can edit only a manually created Product, not a Product that is generated by the automatic activation mechanism.

Analytics restore on OpenShift with enableOverride: false gets stuck in pending state
If you set enableOverride: false to avoid overwriting indices during a restore, the restore operation should fail when existing indices are encountered.
However, the operation does not fail, it instead gets stuck in the pending state.
When you configure the restore operation, set enableOverride: true but be aware that existing indices will be overwritten.
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If you attempted a restore using enableOverride: false and the operation is stuck, then remove that job and start a new restore operation.

Options menu is missing from items on the Product list pages
If, in the API Manager user interface, you open the Product list page in either a Catalog or a Space, the options menu icon : might be missing from alongside all of
the listed Products. To resolve this problem. reload the page.

Testing an API with the Policies editor doesn't work in the API Designer UL
The API Designer UI doesn't support testing an API with the Policies editor in the Gateway tab. Instead, you can test your API by using the Test tab or the Explorer
tab.

Update WSDL option is not supported in the API Designer UI
The Update WSDL option to update the configuration of an existing SOAP API from a WSDL file or a .zip archive, is supported only in the API Manager U, or by using
the developer toolkit. This option is not supported in the API Designer UL.

Upgrading a 3 node profile to IBM API Connect 10.0.3.0 might result in some portal-db/www pods being stuck in the Pending state
IBM API Connect 10.0.3.0 introduces the pod anti-affinity required rule, meaning that in a 3 node profile deployment, all 3 db and www pods can run only if there are
at least 3 running worker nodes. This rule can cause some upgrades to version 10.0.3.0 to become stuck in the Pending state. To resolve this issue, see one of the
following workarounds:

e OnaKubernetes deployment: Troubleshooting upgrades on Kubernetes
e On an OpenShift deployment: Troubleshooting installation and upgrade on OpenShift
e OnaVMware deployment: Troubleshooting upgrades on VMware

A unique email address is required for all Developer Portal accounts
Remember that every account in the Developer Portal, including across different user registries for the same site, must have a unique email address, including the
site Admin account. The default email address for the Admin account is the email address of the Catalog owner. It is not possible to create a Developer Portal user
account (and associated consumer organization) with the same email address as the Admin account (or that of the Catalog owner if their email address is different).
Any attempts to create an account with the same email address results in the new account not functioning correctly, and returning the following error message
when trying to log in to the Developer Portal: A user already exists with this email address.
For example, if you configure three different user registries for a particular Developer Portal site, the email address alice@acme.com can be used to log in to the site
from only one of the user registries.

Configured user registries incorrectly allow the unsupported external group_mapping_enabled: true option
API Connect does not support a configured user registry that is based on a registry where external_group mapping_enabled is set to true. Under certain
conditions you can create a configured user registry based on a user registry with the unsupported option; if this happens you will encounter errors while
onboarding users.
You can create and update user registries with the apic user-registries:create and apic user-registries:update commands. Both commands
accept the external group_mapping_enabled option. If you then create a configured user registry with the
configured catalog user_ registries:create command, the results depend on how you set the external group_mapping_enabled option in the user
registry.

Suppose you create a user registry (for example, call it UR) and you want to create a configured user registry (call it CUR) based on UR. Consider the following
scenarios:

1. You create UR with the external group_mapping_enabled: false. In this case, you can create your CUR based on that registry.

2. You create UR with external group mapping_enabled: true.In this case, you cannot base a configured user registry on it, so the creation of CUR
fails.

3. You create UR with external group mapping_enabled: false and create CUR based onit, as in scenario 1. However, you then update UR and set

external group_mapping_ enabled:
true. In this case, you have a problem.
The operation described in scenario 3 is not currently blocked, so you will successfully create an unsupported CUR and then run into errors when you
attempt to onboard users. To resolve the issue, complete one of the following workarounds:

e Update UR (the base user registry) and set external_group_mapping_enabled:

false.
e Leave UR with external group mapping_enabled: true butdelete the configured registry (CUR) that is based on it.

A Product republish, with the Preserve Subscriptions option, fails after a consumer organization group has been removed from the visibility settings
If you remove a consumer organization group from the custom visibility settings for a Product, and that group contains a consumer organization with an application
that is subscribed to the Product, an attempt to republish the Product with the Preserve Subscriptions option will fail even if that consumer organization is then
added to the custom visibility settings individually.

For a secured GraphQL API, GraphQL subscriptions cannot be tested by using the Test tab in the user interfaces
For a GraphQL API that is secured by client ID, GraphQL subscriptions cannot be tested by using the Test tab in the API Designer or API Manager user interfaces.
The API can still be published and used in production.
You can test GraphQL subscriptions in either of the following alternative ways:

e Remove client ID security from the API, for testing purposes, then use the Test tab.
e Use an external test tool.

A published API whose assembly contains a catch block with an invalid policy will now correctly fail to republish
Previously, policies in an assembly catch block were not validated, so if an incorrect policy configuration was coded in the OpenAPI source for an API, within an
assembly catch block, the API would still publish successfully. Now, policies in an assembly catch block are validated, so such an API will fail to republish and will
first need to be corrected.

An existing user cannot be added to a Space
If you attempt to add an existing user to a Space, the operation cannot be completed because the Create button is not enabled. Instead, use the invitation
mechanism. For details, see Managing Space membership.
Note: The invited user must use the Sign in option on the activation form, rather than completing the registration details and using Sign up.

Adding an operation-switch policy to an API assembly produces an incorrect warning message
If you add a Version 2.0.0 operation-switch policy to an API whose gateway type is DataPower® API Gateway, the API Setup page on the Design tab displays an
incorrect warning stating that the policy is not valid for the gateway type. This warning message can be ignored.
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Simultaneous editing of the same API by multiple users might result in changes being overwritten
If one user saves changes to an OpenAPI 3.0 API, another user who has the same API open in the API editor might have their changes overwritten.

An API developed for IBM API Connect Version 2018.4.1 that uses an apim.getvariable ('message.body') function call fails in IBM API Connect Version 10
With the DataPower API Gateway in IBM API Connect Version 2018.4.1, the type of object returned, for XML payloads, by an
apim.getvariable (' context name.body') function call in a GatewayScript policy in an API assembly depends on how the variable is stored in the gateway
context, as follows:

e Ifthe variable is stored as a Buffer (because the variable data was written as an XML string), an XML Nodelist is returned provided that
contextname.headers.content-type is an XML type.

e Ifthe variable is stored as a parsed XML Document (because the variable data was written as parsed XML, either as an XML document or an XML Nodelist),
an XML document is returned.

With the DataPower API Gateway in IBM API Connect Version 10 however, the same function call always returns an XML Nodelist provided that
contextname.headers.content-type is an XML type. Therefore, such an API developed for Version 2018.4.1 will fail in Version 10 if it is configured to expect
an XML document, and will need to be reconfigured appropriately.

The problem does not occur with such an API migrated from IBM API Connect Version 5 because, with that release,
apim.getvariable ('context name.body') also returns an XML Nodelist for XML payloads, nor does it occur if you are using the DataPower Gateway (v5
compatible).

context_name could be message, request, or the name of the output from an invoke policy.

Validate policy limitations when GraphQL response contains a GraphQL server error
When a GraphQL response contains a GraphQL server error and no data, the assembly Validate policy generates an error on the missing data and overwrites the
payload. When the response contains partial data and an error, the assembly Validate action validates the data and overwrites the payload. To work around this
limitation, use the condition $not ($exists (message.body.errors)) in an assembly switch condition to skip the assembly Validate policy when the response
contains errors.

S3 backup type must be specified when configuring S3 backups on CP4I Platform Navigator or OpenShift Form UL
When you configure S3 backups for the Management subsystem, you must specify an S3 backup type of ibm or aws. The graphical user interfaces for CloudPack for
Integration and for OpenShift incorrectly state the specification of S3 backup type is optional. In the CP4I Platform Navigator, or the OpenShift Form UI, when you
configure Management System > Database Backup, be sure to select the S3 provider type menu and specify a supported value. For more information see
Configuring backup settings for fresh install of the Management subsystem and the Database Backup table in the Management subsystem section of IBM Cloud Pak
for Integration.

A management backup remains in a Pending state
A management backup might remain in a Pending state for a long period of time, particularly after having upgraded the management subsystem. To resolve this
problem, you must remove the pending backup and operation lock, and then re-run the backup CR. To remove the pending backup and operation lock, complete the
following steps:

1. Verify the names of the pending backup and operation lock by running the following commands:
kubectl -n get mgmtb | grep Pending
kubectl -n get cm | grep oplock
2. Delete the pending backup by running the following command:
kubectl -n <namespace> delete mgmtb <name-of-backup>
3. Delete the operation lock by running the following command:
kubectl -n <namespace> delete cm <name-of-lock>

GraphQL API test fails when the generated example query contains variable definitions
If, when testing a GraphQL API in the Test tab, you use the Example dropdown menu to generate a Small, Medium, or Large query, and the generated query contains
variable definitions, those variables are not added to the HTTP request, which then fails with the following error:

Parser failed with error: syntax error, variables type is neither a JSON object nor null.
To resolve this problem, modify the query to remove the variable definitions before re-sending the HTTP request.

Changes to parameters in an API definition aren't reflected on the Test tab
If you add or remove parameters in an API definition on the Design tab and then open the Test tab, the changes might not be reflected immediately. If you are using
the API Manager user interface, either restart the browser or clear the browser cache and cookies, if you are using the API Designer user interface, restart the
application. Then reopen the Test tab in the API definition.

An OpenAPI definition that contains regular expression syntax fails validation
IBM API Connect supports the GO regular expression syntax. When you import an OpenAPI definition into the API Designer or API Manager user interfaces, or
validate one with the apic validate, the validation will fail if the OpenAPI source contains unsupported regular expression syntax, with errors that include Does
not match
format 'regex';for example:

- Must validate at least one schema (anyOf) (context:

(root) .paths./example/types.post.parameters.0.schema.properties.items, line: 0, col: 0)

- Must validate one and only one schema (oneOf) (context: (root).paths./example/types.post.parameters.0, line: 46164, col:
21)

- paths./example/types.post.parameters.0.schema.properties.items.properties.pattern Does not match format 'regex'
(context: (root).paths./example/types.post.parameters.0.schema.properties.items.properties.pattern, line: 0, col: 0)

During migration, the archive : unpack fails to find an OAuth provider
When migrating API Connect to Version 10, the archive : unpack command might generate a warning like the following:

WARN[2020-06-04T09:29:54-04:00] Leaving a placeholder OAuth Provider which must be replaced in draft API <api name>:

Unable to find an OAuth Provider to extract from Token URL or Authorization URL <api token/authorization URL> with
basePath /<base path> and scopes <scope list>.
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A possible cause is that an OAuth provider matches the API path but is missing the necessary scopes. To resolve this problem, complete the following steps:

1. Update the API definition in the cloud/provider-orgs/<provider_ organization name>/drafts folder to replace the x-ibm-oauth-provider
value 'placeholder’ with name://. ./<oauth_provider>.

2. Update the API definition in the cloud/provider-orgs/<provider_ organization name>/catalogs/<catalog_name>/products folder to

replace the x-ibm-oauth-provider value 'placeholder' with name://../../../<ocauth_provider>.

Update the OAuth Provider definition in the cloud/provider-orgs/<provider_ organization name>/oauth-providers folder to add the extra

scopes from the API definition.

w

In addition, if the OAuth Provider references a user-registry in a user-security section, and this user-registry is not specified in the cloud/provider-
orgs/<provider_ organization name>/catalogs/<catalog_name>/configured-api-user-registries folder, then add an entry of the following
form to ensure that the user-registry is pushed to the Catalog:

api_version: 2.0.0

name: name://../../../user-registries/<user_ registry name>/user-registry.yml

type: configured api_user_ registry

user_registry url: file://../../../user-registries/<user_registry name>/user-registry.yml

The migration of a user registry fails
When migrating API Connect to Version 10, a user registry might fail to be pushed to the API Manager with errors like the following:

ErrorLog2020-06-02T08:35:37-04:00.10g:ERRO[2020-06-02T08:36:07-04:00] unable to create User registry <user registry name>
ErrorLog2020-06-02T08:35:37-04:00.10g:ERRO[2020-06-02T08:36:07-04:00] orgldap: An error occurred communicating with the
ldap server at

'ldaps://<ldap-address>' (error: 'Error: self signed certificate in certificate chain').

To workaround this problem, for any artifacts, such as APIs or OAuth providers, that reference this user registry in their User Security section, replace the user
registry with one that has been successfully migrated.

The migration of an OAuth provider push fails due to a missing TLS client profile ID
When migrating API Connect to Version 10, an OAuth Provider might fail to be pushed to the API Manager with an error like the following:

unable to create Oauth provider <provider name>
<provider name>: The expected path parameter 'tls-client-profile-id' is missing from the request URL.

and subsequently an error like the following:
unable to create Configured oauth provider <provider name>

<provider name>: The 'oauth_provider_url' property value '/api/orgs/<org>/ocauth-providers/<provider name>' does not refer
to a known Oauth Provider.

This is caused by an OAuth provider containing a custom HTML form in one or more User Security sections that specifies an ei-custom-form-tls-client-
profile oran az-custom-form-tls-client-profile.

To resolve this problem, use the default TLS client profile by specifying a value of ' '.

When scaling down a Kubernetes cluster of DataPower gateways, the cluster might enter an unrecoverable state if the peering primary instance is lost
If you are scaling down a Kubernetes cluster of DataPower gateways, you must first complete the following steps to ensure that the peering primary instance is not
lost:

1. List the pods in the cluster; for example:

$ kubectl get pods -n apiconnect --selector
app . kubernetes.io/component=datapower,crd.apiconnect.ibm.com/instance=gwvé

NAME READY STATUS RESTARTS AGE

gwvé-0 1/1 Running 0 3h31m
gwvé-1 1/1 Running 0 3h32m
gwvé-2 1/1 Running 0 3h34m

2. Enter the DataPower admin CLI for gateway 0, by entering the following command and logging in at the prompt; for example:

$ kubectl attach -n apiconnect -it gwvé6-0

w

Switch to the API Connect domain and enter config mode:
idg# switch apiconnect

idg[apiconnect]# config
Global mode

4. Show the gateway peering status; for example:

idg[apiconnect] (config)# show gateway-peering-status

Address Configuration name Pending updates Replication offset Link status Primary
1.2.3.1 gwd 0 18331896 ok no
1.2.3.1 rate-limit 0 3091219 ok no
1.2.3.1 subs 0 3150127 ok no
1.2.3.1 tms 0 3063575 ok no
1.2.3.2 gwd 0 18330948 ok no
1.2.3.2 rate-limit 0 3091067 ok no
1.2.3.2 subs 0 3149975 ok no
1.2.3.2 tms 0 3063257 ok no
1.2.3.3 gwd 0 18330948 ok yes
1.2.3.3 rate-limit 0 3091067 ok yes
1.2.3.3 subs 0 3149975 ok yes
1.2.3.3 tms 0 3063257 ok yes

5. For each of the configuration names, set gateway 0 to be the peering primary instance:

idg[apiconnect] (config)# gateway-peering-switch-primary gwd
The instance is now the primary in the peer group.
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idg[apiconnect] (config) # gateway-peering-switch-primary rate-limit
The instance is now the primary in the peer group.

idg[apiconnect] (config)# gateway-peering-switch-primary subs

The instance is now the primary in the peer group.

idg[apiconnect] (config) # gateway-peering-switch-primary tms

The instance is now the primary in the peer group.

6. Show the gateway peering status to confirm the changes; for example:

idg[apiconnect] (config)# show gateway-peering-status

Address Configuration name Pending updates Replication offset Link status Primary
1.2.3.1 gwd 0 19067953 ok yes
1.2.3.1 rate-limit 0 3218172 ok yes
1.2.3.1 subs 0 3277032 ok yes
1.2.3.1 tms 0 3189160 ok yes
1.2.3.2 gwd 0 19067953 ok no
Lo20802 rate-limit 0 3218172 ok no
1.2.3.2 subs 0 3277200 ok no
1.2.3.2 tms 0 3189160 ok no
1.2.3.3 gwd 0 19069241 ok no
1020808 rate-limit 0 3218172 ok no
1.2.3.3 subs 0 3277508 ok no
1.2.3.3 tms 0 3189312 ok no

Incorrect UI behavior if API changes are not saved before creating a new API version
If you make changes to an API definition and then attempt to create a new API version without first saving your changes, you are not prompted to save your
changes until after you have completed the new version creation operation. If you click OK in the prompt, your new version is created but your original changes are
lost; to create your new version and retain your original changes, you should click Cancel in the prompt, then click Save to save your original changes.

Truststore and keystore settings in a shared TLS client profile are not reflected in API Manager
If you create a shared TLS client profile in the Cloud Manager user interface and assign a truststore and a keystore, these truststore and keystore settings are not
reflected in that TLS client profile in the API Manager user interface and cannot be set there. Furthermore, the TLS client profile list views display the value shared
for the truststore and keystore rather than the correct values. To workaround this problem, create the truststore, keystore, and TLS client profile separately for each
provider organization in the API Manager user interface, then enable the TLS client profile in your Catalogs as required.

Login to the Cloud Manager or API Manager user interfaces might fail with error 431 if the browser has a large number of cookies
Attempts to login to the Cloud Manager or API Manager user interfaces might fail if the HTTP header or cookie size is larger than 16 KB, a limitation that is imposed
for security reasons. To resolve this problem, either clear the browser cache and cookies, or open a private window, then retry.

The apic cloud-settings:topology command doesn't return a topology object
If you use the apic
cloud-settings: topology command without a --format parameter, it returns only the string CloudTopology rather than the cloud topology. To retrieve the
topology object, include the --format parameter, with a value of either yaml or json as required.

The apic cloud-settings:mail-server-configured command response is incorrect
If you use the apic
cloud-settings:mail-server-configured without a --format parameter, it returns only the string MailServerConfigured rather than a boolean value
to indicate whether an email server has been configured in the cloud settings. To retrieve the correct response, include the --format parameter, with a value of
either yaml or json as required.

API Designer user interface might not open correctly if there are badly formed OpenAPI YAML files in the startup directory
If, when launching the API Designer user interface, the startup directory that you select contains one or more badly formed OpenAPI YAML files, the interface might
fail to load correctly, with an error such as the following:

Cannot read property 'type' of null
To resolve this problem, remove any invalid OpenAPI YAML files from the startup directory, then restart the API Designer user interface.

Pagination setting is global across the API Connect user interfaces
If you set the Items per page value on any page in the Cloud Manager or API Manager user interface, that setting is then applied to all pages in both user interfaces
in the same browser session. If you want to set the value separately for a specific page, open it in a private browser window. Such a setting in a private browser
window is specific to that window and is lost when the window is closed.

Refresh tokens are not supported in the API Manager or API Designer user interfaces with an OIDC registry
The use of refresh tokens is supported in API Manager, API Designer, the Developer Portal, and the toolkit CLI, provided that the user logs in with a non-OIDC
Provider user registry. If the registry type used for user login is OIDC, then refresh tokens are not supported in API Manager or API Designer. For more information,
see Specifying cloud settings for refresh tokens.

Setting resource limits in Kubernetes can cause containers to behave oddly at run time
In Kubernetes, you can set resource limits for each container. However, limiting CPU means that the container processes might slow down if they try to use too
much. Limiting memory means that the Kubernetes code kills processes that try to allocate memory that would take the container over its limit. These limits can
result in odd behavior such as the containers continually trying to start a daemon process, such as nginx or node, and exiting with success immediately.

Field validation for the Client security policy is incorrect
When configuring a Client Security policy in an API assembly in the API Designer or API Manager user interfaces, there is the following incorrect validation behavior:

e The ID Name field is required, but the API definition can be saved without entering a value in the field.

e The Secret Name field is required only when the Secret Required option is selected, but the user interface indicates that the Secret Name field is required
regardless. Furthermore, when the field is required, the API definition can be save without entering a value.

o If the Authenticate Client Method is set to Third party, the User Registry Name field is required, but the API definition can be saved without entering a value
in this field.

Requests that take longer than the value of the nginx timeout cause a 409 error
Requests that take longer than the value of the nginx timeout can cause a 409 error, such as:
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Another request is operating on portal-subsystem-03729230-4df7-4419-94c9-e7691b616382 with the same name,
please try again.

The error occurs because the ingress controller is sending a repeat request when the previous one timed out. Your request will still continue processing in the
background.

Adding members to a provider organization might fail
When adding members to a provider organization, the Cloud Manager user interface lists the current owner and members as well. If existing members are selected,
the add action will fail.

Upgrading with new certificates breaks analytics ingestion
If the analytics subsystem certificates are modified after installation (by using the apicup certs set command , followed by the apicup install command to deploy
the change to the cluster), the analytics ingestion ingress will no longer be recognized by the Gateway. The analytics service must be re-registered in the Cloud
Manager interface so that the new certificates are recognized.

Users are not logged out of the user interfaces after tokens expire
If an API Manager or Cloud Manager user interface session times out, the user does not get redirected to the login page and might see an error. To redirect to the
login page, refresh the browser window.

User interfaces are not supported in Microsoft Edge
The API Manager and Cloud Manager user interfaces are not supported in the Microsoft Edge web browser. To work in the user interfaces, use a different browser.

New gateways cannot connect to existing gateways after the gateway peering certificates are changed
Changing the gateway peering SSL certificates after gateway installation causes new gateways to be unable to connect to existing gateways, resulting in an outage.
A full restart of the gateway StatefulSet (by deleting all the StatefulSet pods) is required for the gateways to come back online.

Changes to an OAuth provider are not reflected in the consuming APIs
If you modify the endpoints, scopes, or grants for an OAuth provider, the APIs that consume that OAuth provider will be affected. You might need to update the
consuming APIs accordingly.

No option to bulk delete APIs or Products
In the API Designer and API Manager user interfaces, there is currently no option to delete multiple APIs or Products in a single operation; in the user interfaces,
APIs and Products must be deleted individually. However, you can bulk delete APIs and Products by using the REST API or CLI interfaces.

Cannot publish an imported API that was generated with IBM API Connect Version 5.0 LoopBack®
If you import an API YAML file that was generated with IBM API Connect Version 5.0 LoopBack, attempts to publish the API fail. Before publishing, remove the
catalogs section, and the invoke policy named t1s-invoke-profile, from the YAML source of the API definition; for example:

catalogs:
apic-dev:
properties:
runtime-url: $(TARGET_ URL)
sb:
properties:
runtime-url: 'http://localhost:4001

Cannot publish an API that has duplicate security definition entries
The API Designer and API Manager user interfaces allow you to add duplicate security definitions to an APL. However, attempts to publish the API will fail with
OpenAPI validation errors. Ensure that the security definitions in an API are unique.

Kubernetes might excessively evict pods
In Kubernetes, if insufficient memory, CPU, or storage resources are provided then pods are evicted randomly. To avoid this problem, allocate sufficient resources
to the pods. In addition, there are known issues with log rotation in Kubernetes that are documented here:
https://github.com/kubernetes/kubernetes/issues/59902. The lack of log rotation can cause logs to grow, limited only by the amount of storage on the node,
eventually causing pods to restart. Therefore ensure that appropriate log levels are configured for all API Connect components.
You may also follow the instructions described here https://success.docker.com/article/how-to-setup-log-rotation-post-installation to set the maximum size of the
log before it is rolled (max-size) and the maximum number of log files that can be present (max-files). More information about the Docker JSON File logging driver is
available here: https://docs.docker.com/config/containers/logging/json-file/.

Logging in to the API Connect user interfaces fails when using the Safari web browser
If you are using the Safari web browser and a Basic Authorization header exists for the same DNS domain in which API Connect is running, attempts to log in to the
API Connect user interfaces, or to sign up by using an activation link, fail. To avoid this problem, use an alternative web browser.

Endpoints cannot be changed by using APICUP after they have been configured in Cloud Manager
The changing of endpoints with APICUP after they have been configured in Cloud Manager is not supported. Any such endpoint changes will not be propagated to a
running deployment.

An OAuth provider fails if the resources that it references aren't enabled in the Catalog
If you enable an OAuth provider in a Catalog then any resources that it references, such as API user registries or TLS client profiles, must be enabled in the same
Catalog; if not, then although the OAuth provider might publish successfully it will fail at run time. For information on enabling resources in a Catalog, see Creating
and configuring Catalogs.

Redact conditions within switch, operation-switch, or if policies might not execute after converting to DataPower API Gateway
If an API Connect v5-compatible redact policy is found within a switch, operation-switch, or if policy, the migration utility does not move the redact policy
to the beginning or end of the assembly. The difference in the response between API Connect v5 and DataPower API Gateway may prevent data from being
redacted in the DataPower API Gateway.
For example, if an assembly includes a switch policy containing four redact conditions followed by an invoke policy, each redact condition redacts the response
data. After porting to the API Gateway, the redact conditions remain inside the switch policy and target the message . body property for redaction. These
redactions fail to execute because the message .body property has not yet been retrieved by the invoke policy. To correct this problem, you must move the
invoke policy before the switch policy in the assembly.

Redact on invalid XPath fails after converting to DataPower API Gateway
A redact policy containing an XPath with a trailing slash is converted by the migration utility apicm archive:port-to-apigw command without removing the
slash. This path is invalid. When the API containing this policy is called, an assembly redact error is generated.

"Test" tab's Trace feature displays blank policies list in Firefox
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When you create an AP, you can invoke it and debug its execution using the Test tab. The Test tab shows the API's response and includes a subtab where you can
run a trace on the API's translation flow. In Firefox, the Trace tab's list of policies is empty. Use Chrome to debug your API so you can see the policies list in the
trace.

Analytics REST API support for multiple query parameters
It is not possible to use multiple query parameters for the same nested API event record field when making calls to the analytics REST API. For example:

/cloud/events?response http headers[X-Client-IP]=not:10.51.11.183&response_http headers[X-Client-IP]=not:10.51.11.184

Not possible to switch analytics from a three replica deployment to a one replica deployment

An error is logged in the storage pods when this is attempted. For a workaround, see: https:/www.ibm.com/support/pages/node/6845818.
Limitations to support for JISONata

The DataPower API Gateway support for JISONata notation has the following limitations and restrictions.

e You cannot extract or redact content from the same source that is defined in the root. For example, if the root is defined as message .body . a, the action
fails if the content to extract or redact is defined as the entire input.

As a workaround, remove the last element of the root and define that element as the content to extract or redact. For the previous example, define root as
message .body and the content as a.

e New JSON objects cannot be constructed from the capture field that is specified in an Extract policy. As a workaround, use the transform expression
$merge ([1) to construct the empty object. You can then specify more extracts as needed for key-value pairs.

o If soft linked copies of a field exist in different locations, an Extract or Redaction policy can cause content from all of the linked fields to be extracted or
redacted. As a workaround for the Extract policy, use the $merge ($spread ($)) object function to construct new, unlinked objects and arrays. For example,
the following transform expressions construct unlinked copies of the field c.

\"a\": $merge ($spread($.c)
\"b\": $merge ($spread($.c)

API Connect concepts

To help you get started, read about the API Connect concepts and obtain a high level understanding of the API management solution.

¢ Who does what in API Connect?

Review the different functions that users can perform in API Connect, the typical set of tasks that is performed by each type of user, and the documentation most
often used for each task.

API Connect uses a proprietary packaging strategy for creating and publishing collections of APIs.

e API Connect components
The API Connect components provide a unified user experience across the API lifecycle. Changes in one stage of the API lifecycle are automatically reflected in the
other components of API Connect.

e API Connect support
If you experience a problem with IBM API Connect that you cannot resolve, you can check the IBM Support website for the most recent technical bulletins and
fixes. Otherwise, you can contact IBM Support.

Who does what in API Connect?

Review the different functions that users can perform in API Connect, the typical set of tasks that is performed by each type of user, and the documentation most often
used for each task.

Systems administrators

If you deploy API Connect on premises, then your company manages the systems. Because API Connect comprises multiple servers even in an on-premises deployment,
the collection of servers and services is referred to as a (local) cloud. This is unrelated to any servers and systems that are deployed in IBM® Cloud.

In an on-premises deployment, there are two roles for managing your deployment:

e Cloud owner: There is one cloud owner for a deployment, and that person adds other people to the server management team.
e Cloud administrator: Your deployment needs at least one cloud administrator; your company will probably assign multiple people to perform this role. Cloud
administrators manage the deployment and configuration of API Connect servers and software.

In the API Connect documentation, cloud owners and administrators are primarily interested in the following sections, which introduce concepts and explain how to
deploy, maintain, and configure the components of an on-premises deployment.

Users

At the highest level, API Connect users belong to organizations, which are groups of people. A provider organization (often shortened as p-org) is a group of people who
create, publish, and maintain APIs that are then used by people in a consumer organization. Consumers develop their own applications that call the APIs created by
providers. A single customer can create multiple provider organizations and consumer organizations. For example, different divisions within a large company might work
with different technologies and create entirely different sets of APIs, so it makes sense to group them into different p-orgs. Each provider organization publishes their APIs
to a Developer Portal that uses consumer organizations to manage the customers who use those APIs.

At a minimum, you need one provider organization if you want to publish and manage APIs with API Connect, and one consumer organization for each customer.

Provider organization
A provider organization performs many tasks during the lifecycle of an API, from developing, publishing, and maintaining APIs to managing the membership of the
organization itself. Each p-org can be as large or as small as needed. A large company might create a p-org for each product team, or for each department but a
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small company might use a single p-org.
A person can be a member of multiple provider organizations and receive a different set of permissions for each. When the user logs in to API Connect, they select
the organization whose resources they will use, and receive the appropriate permissions for that organization for the duration of the session.

The following roles are commonly associated with a provider organization but are not necessarily represented by different people. In a small company, one person
might perform all of the API maintenance tasks while in a larger company, several people might take on separate roles.

e Organization Owner: Every provider organization requires one owner to ensure that a user account is associated with the organization. The organization
owner has full access to all of the p-org’s resources (APIs, Products, Catalogs, and so on) and role cannot be deleted. The organization owner can add people
to the organization manager role.

e Organization Manager: Maintaining the organization account is the job of the organization manager. In a large company, several people might share this role.
Organization managers add members to provider organizations and assign them the permissions needed to perform their jobs. Organization owners and
managers typically use the docs on administering provider orgs and administering members and roles.

e API Developer: In API Connect, an API developer creates new APIs and updates existing APLs as needed. The API developer can configure policies that
define security restrictions, logging rules, and quotas that control access to your company’s resources. The API developer might be assigned to work with a
specific Catalog that manages a subset of APIs, or they might receive access to all of the p-org’s Catalogs and the Spaces within each. API developers are

e API Administrator: After an API developer creates a set of APIs, the API administrator manages the distribution. The API administrator defines Plans that
determine access to the APIs, collects related APIs into Products, and publishes them to the consumer Developer Portals. To complete these tasks, the API
administrator uses documentation focused on managing API syndication and working with Products.

e Product Manager: A product manager controls access to the Developer Portal where customers subscribe to APIs and then tracks API usage and
performance. For each customer, the product manager creates a consumer organization, assigns a customer representative as the owner, and manages the
relationship between the provider organization and each consumer organization. The product manager can customize the appearance of Developer Portal for
their p-org as well as provide forums and blogs for their consumers. The product manager uses the API Connect Analytics service to track API usage and
performance so that the p-org knows when APIs should be updated or retired. The product manager typically uses documentation on administering
consumer organizations, using the Developer Portal, and reviewing API analytics.

Consumer organization
A consumer organization creates applications that use the APIs that are developed by provider organizations. Each provider’s APIs are made available to each
consumer organization in the API Connect Developer Portal. Members of a consumer organization typically perform two functions:

e Consumer Organization Owner: The consumer organization owner also manages the organization by inviting other members and assigning permissions to
each. This role additionally has permissions to customize the Developer Portal where members access APIs that the organization is subscribed to.
e Application Developer: Create applications that invoke APIs shared through the Developer Portal.

The only API Connect feature that API consumers use is the Developer Portal, which is managed by the API provider. There is no need for consumers to read the

API Connect documentation.

¢ API Connect user roles
The IBM API Connect solution provides an infrastructure, tools, and facilities that allows users to create, manage, and stage APIs. The ability to perform tasks in the
API Connect user interfaces is controlled through user roles, and the permissions that are assigned to those roles.

API Connect user roles

The IBM® API Connect solution provides an infrastructure, tools, and facilities that allows users to create, manage, and stage APIs. The ability to perform tasks in the API
Connect user interfaces is controlled through user roles, and the permissions that are assigned to those roles.

The roles described here are the default API Connect roles. In the API Manager user interface, you can create custom roles; for more information, see: Creating custom
roles. You can also create custom roles in the Developer Portal user interface.

The following sections describe the roles and permissions for each of the API Connect user interfaces:

e User roles in the Cloud Manager UL
e Userroles in the API Manager UI.
e Userroles in the Developer Portal UL

User roles and permissions in the Cloud Manager Ul

The following table describes the Cloud Manager UI user permissions as configured in the base product. Certain roles can edited as indicated In Table 2, and custom roles
can be created. For instructions on how to create custom roles for the Admin organization (Cloud Manager users), see Creating roles in the admin organization.

Table 1. Cloud Manager UI permissions

Permission Action Meaning
Cloud Settings | View View all items on the Cloud Manager > Settings menu (except Roles)
Manage Add, update, and delete all items on the Cloud Manager > Settings menu (except Roles)
Member View View members on the members list located at Cloud Manager > Members
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Permission Action Meaning

Manage Add and invite members from Cloud Manager > Members

Note: By default, a user with Member > Manage permission can assign, to themselves or to another user, any role with any
permission regardless of the permissions that they themselves have. However, you can apply a restriction such that, for a user to
assign a role, they must themselves have at least all of the permissions that are applied to that role. To apply that restriction,
complete the following steps:

1. Log in to your management server from the toolkit CLI as a member of the cloud administration organization; for details, see
Logging in to management server.

2. Enter the following command (the terminating hyphen character means that the command takes input from the command
line):

apic cloud-settings:update --server mgmt endpoint url -

where mgmt_endpoint_urlis the platform API endpoint URL.
Enter the following data, followed by a new line:

w

restrict member manage permission: true

4. Press CTRL D to terminate the input.

Org View Org:View is a permission assigned to all Roles in Cloud Manager. It does not provide access to any functionality. It allows a user to
activate their membership. It is the only permission in the Member role.
Provider-Org View View the list of provider organizations at Cloud Manager > Provider Organizations
Manage Add, edit, and delete provider organizations and invite owners from Cloud Manager > Provider Organizations
Settings View View the items on the Cloud Manager > Resources menu plus Roles located at Cloud Manager > Settings > Roles
Manage Add, edit, and delete the items on the Cloud Manager > Resources menu plus Roles located at Cloud Manager > Settings > Roles
Topology View View the items on the Cloud Manager > Topology menu
Manage Add, edit, and delete the items on the Cloud Manager > Topology menu
Analytics View View items on Cloud Manager > Analytics, and also create, update, duplicate, delete, share, and unshare saved queries.

The following table lists the various Cloud Manager UI roles and the permissions assigned to them.
Table 2. Cloud Manager UI roles

Default role

Role Permissions Actions provides access Notes
to
Owner All permissions | All actions All menus Cannot be modified or deleted.
Administrator All permissions | All actions All menus Includes analytics:view on new v10.0.5 installations, this permission must be manually added
on installations upgraded from earlier releases.
Member Org View Membership Cannot be modified or deleted. Member role is automatically assigned to all users when they

activation only | activate their membership from the invitation. It allows them to activate but does not provide
access to any menus.

Organization Org View N/A Can be modified and deleted.
Manager
Provider-Org View, Manage Provider
Organizations
menu
Topology Org View N/A Can be modified and deleted.
Administrator
Topology View, Manage Topology Menu
Settings View, Manage Resources menu
plus Settings >
Roles
Viewer All permissions | View All menus, view | Cannot be modified or deleted.
only

User roles and permissions in the API Manager Ul

The following tables describe the API Manager UI user permissions.

A user with Roles permission can change the permission assignments, and can create custom roles; for more information, see Creating custom roles in the section,
Managing your APIs.

Note: In API Manager, the Owner role has full access and cannot be edited or deleted. All other roles, including custom roles, can be deleted. If you delete a role, users
lose that role. If a user loses that role, their account remains in API Manager, enabling you to add a role to the user at a future date.
Table 3. Organization permissions

Permissions Action Permits the member to

Member View View organization's members
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Permissions Action Permits the member to

Manage Manage organization's members
Note: By default, a user with Member > Manage permission can assign, to themselves or to another user, any role with any
permission regardless of the permissions that they themselves have. However, you can apply a restriction such that, for a user to
assign a role, they must themselves have at least all of the permissions that are applied to that role. To apply that restriction,
complete the following steps:

1. Log in to your management server from the toolkit CLI as a member of the cloud administration organization; for details, see
Logging in to management server.
2. Enter the following command (the terminating hyphen character means that the command takes input from the command
line):
apic cloud-settings:update --server mgmt endpoint url -
where mgmt_endpoint_urlis the platform API endpoint URL.
3. Enter the following data, followed by a new line:
restrict member manage_permission: true
4. Press CTRL D to terminate the input.
Settings View View an organization's configuration settings, including roles, TLS profiles, and user registries.
View configuration settings for a Catalog or Space, including policies and OpenAPI extensions.
Manage Manage an organization's configuration settings, including roles, TLS profiles, and user registries.
Manage configuration settings for a Catalog or Space, including policies and OpenAPI extensions.

Topology View Same permissions as Settings: View.

Manage Same permissions as Settings: Manage.
Org View View an organization
Product-Drafts | View View draft APIs and Products

Edit View draft APIs and edit draft Products
Api-Drafts View View draft APIs

Edit Edit draft APIs and view draft Products
Product View View Products

Stage Stage Product

Manage Manage Product
Product- View View Product lifecycle changes
Approval

Stage Approve the staging of a Product

Publish Approve the publishing of a Product

Supersede Approve the superseding of a Product

Replace Approve the replacement a Product

Deprecate Approve the deprecation of a Product

Retire Approve the retiring of a Product

Consumer-Org | View View consumer organization and developers
Manage Manage consumer organization and developers
App View View both production and development applications.

Manage Manage both production and development applications. A member with this permission can also request the promotion of a
development app to a production app. This request triggers a task that needs approval by a member with the App-approval Manage
permission.

App-Dev Manage Same permissions as Settings: Manage.
App-Approval View View application approvals, for requests to promote a development app to a production app.

Manage Manage (Approve or Decline) requests for approval to promote a development app to a production app.
Subscription View View application Plan subscriptions that have been created by application developers in the Developer Portal.

Manage Manage the application Plan subscriptions that have been created by application developers in the Developer Portal. The Manage

permission includes ability to migrate a subscription to another plan.
Subscription- View View application Plan subscription approvals.
Approval
Manage Manage (approve or decline) application Plan subscriptions.
Consumer- View View consumer onboard approvals.
Onboard-
Approval
Manage Manage (approve or decline) consumer onboard approvals.
Api-Analytics View View analytics data, as well as access and apply saved analytics queries.
Manage In addition to the view permissions, the user can create, update, duplicate, delete, share, and unshare saved analytics queries.
Child View At the provider organization level, view Catalogs in the provider organization. At the Catalog level, view Spaces in the Catalog.
Create At the provider organization level, create Catalogs in the provider organization. At the Catalog level, create Spaces in the Catalog.
Manage At the provider organization level, manage Catalogs in the provider organization. At the catalog level, manage Spaces in the Catalog.

Management tasks including deleting a Catalog or Space, or transferring ownership of a Catalog or Space.

A user with Settings > Manage permission can change the permission assignments, and can create custom roles; for more information, see Creating custom roles in the
section, Managing your APIs.

Table 4. Default API Manager UI roles and the default permissions assigned to those roles.

Role

Role description | Permissions | Actions
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Role Role description Permissions Actions
Organization A provider organization owner has the full set of access permissions to API Connect functions, and also All permissions | All actions.
Owner commission APIs and tracks their business adoption.

Administrator A provider organization administrator has, by default, the full set of access permissions to API Connect functions, [ All permissions |All actions.
and also commission APIs and tracks their business adoption.
APIL API administrators manage the lifecycle of APIs and publish APIs for discovery and use. All permissions | All actions
Administrator except cannot
manage the
following
permissions:
Member,
Settings,
Topology, and
Child.
Community A community manager manages the relationship between the provider organization and application developers, |Member View
Manager provides information about API usage, and provides support to application developers.
Settings View
Topology View gateway
services or portal
services at the
provider
organization.
Org View
Drafts View, Edit
Product View
Product- View
approval
Consumer-org | View, Manage
App View, Manage
App-dev Manage
App-approval View, Manage
Subscription View, Manage
Subscription- View, Manage
approval
Consumer- View, Manage
onboard-
approval
Api-analytics View, Manage
Child View
Developer API developers design and develop APIs and applications for the provider organizations to which they belong. Member View
Note: The Developer role allows the creation of Products and APIs, and the staging and publishing of Products to
a Catalog or Space, when assigned to a user at the provider organization level--but not when assigned to a user
who is a member only of a Catalog or Space within a provider organization. A Developer in a Catalog or Space can
manage Products that are staged or published to the Catalog or Space.
Settings View
Topology View gateway
services or portal
services at the
provider
organization.
Org View
Drafts View, Edit
Product View, Stage,
Manage
Product- View, Stage,
approval Publish,
Supersede,
Replace,
Deprecate,
Retire
Consumer-org | View
App View, Manage
App-dev Manage
App-approval View, Manage
Subscription View, Manage
Subscription- View, Manage
approval
Api-analytics View, Manage
Child View, Create
Member Member of a provider organization Org View
Viewer Viewer of a provider organization Member View
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Role Role description Permissions Actions

Topology View gateway
services or portal
services at the
provider
organization.

Org View

Drafts View

Product- View

approval

Consumer-org | View

App View

App-approval View

Subscription View

Subscription- View

approval

Api-analytics View

Child View

Note: In API Manager, the Organization Owner role has full access and cannot be edited or deleted. All other roles, including custom roles, can be deleted. If you delete a
role, users lose that role. If a user loses that role, their account remains in API Manager, enabling you to add a role to the user at a future date.

User roles in the Developer Portal UI

The following table describes the various Developer Portal UI roles that relate to working with APIs and applications. In addition, you can create custom roles for the
Developer Portal site itself.

Table 5. Developer Portal UI roles

Role Role Description Permission Actions
Owner Owns and administers the | Organization View, Manage
app developer organization | member

Organization

View, Manage

settings

Organization View
view

Consumer View
product

Consumer app

View or Manage production or development applications

Consumer app-
dev

Manage development applications

Consumer
subscription

View or Manage the application Plan subscriptions that have been created by application developers in
the Developer Portal. The Manage permission includes ability to migrate a subscription to another
plan.

Consumer app-

View application analytics

analytics

Administrator Administers the app Organization View, Manage

developer organization member

Organization View, Manage
settings
Organization View
Consumer View
product

Consumer app

View, Manage production or development applications

Consumer app-
dev

Manage development applications

Consumer
subscription

View or Manage the application Plan subscriptions that have been created by application developers in
the Developer Portal. The Manage permission includes ability to migrate a subscription to another
plan.

Consumer app-

View application analytics

analytics
Developer Builds and manages apps | Organization View

in the developer member

organization
Organization View
settings
Organization View
Consumer View
product

Consumer app

View, Manage production or development applications

Consumer app-
dev

Manage development applications

Consumer
subscription

View or Manage the application Plan subscriptions that have been created by application developers in
the Developer Portal. The Manage permission includes ability to migrate a subscription to another
plan.
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Role Role Description Permission Actions
Consumer app- | View
analytics
Member Member of the app Organization View
developer organization
Viewer Viewer of the app Organization View
developer organization member
Organization View
settings
Organization View
Consumer View
product
Consumer app | View applications
Consumer View production applications
production-app
Consumer app- | View application analytics
analytics

Note: A user called admin is created automatically, with full administrator access to the Developer Portal site. The admin user can view Products and APIs but has no
access to use APIs. The admin user assumes the email address of the owner of the provider organization associated with the Developer Portal.

Packaging strategy and terminology in API Connect

API Connect uses a proprietary packaging strategy for creating and publishing collections of APIs.

The packaging strategy supports API providers in meeting the requirements of the API consumers. An understanding of the concepts and terminology behind the
packaging strategy is required before developing and deploying APIs using IBM® API Connect.

The following sections describe the concepts and terminology behind the packaging strategy for IBM API Connect:

* APIs

e Plans and Products

e Catalog and Spaces

e Organizations and users

¢ LoopBack® applications

e Sample provider organization with two Catalogs

APIs

An Application Programming Interface (API) is an industry-standard software technology. An API is a set of routines, protocols, and tools for building software
applications. An API specifies how software components interact and provides quick access to common assets and processes. APIs can be public (such as offered on
GitHub), can require client credentials, or can be kept private within an application. Thus, APIs are classified as external (public), partner (protected), or internal (private),
based on how they are consumed.

An API is composed of operations, called methods, which are offered in one of the following styles in API Connect:

e AREST API is structured according to the principles of Representational State Transfer. REST APIs use HTTP or HTTPS requests to PUT, GET, POST, and DELETE
data (also referred to as CRUD operations). REST identifies resources using URIs. Data can be described in a variety formats (XML, HTML, JSON, TXT, etc.), with
JSON being the popular choice. REST APIs specify MIME (Multipurpose Internet Mail Extensions) types. REST is platform- and language-independent and works
across firewalls using HTTPS. REST APIs leverage HTTP standards for security, caching, and status codes. HTTP clients and servers are available for all major
programming languages and operating system/hardware platforms. REST implementations are easily scaled due to use of HTTP and browsers as a uniform
interface.

e A SOAP (Simple Object Access Protocol) API is a web service that is exposed as an API. SOAP interfaces are described in WSDL (Web Services Description
Language) format. The WSDL is an XML document describing the structure for headers, messages, URL endpoints, and datatypes used to access a web service.
SOAP is considered more secure than REST as it supports WS-Security as well as SSL. SOAP also contains WS-Reliable Messaging for reliability, rather than relying
on retrying the operation (as does REST). SOAP requires a client application and is better suited for enterprise applications that require secure transactions.

APIs can be versioned and packaged into multiple Products for distribution to API consumers on the Developer Portal. For information about creating and managing APIs,
see Developing your APIs and applications and Managing your APIs.

Plans and Products

Plans and Products are proprietary packaging constructs that are unique to API Connect. API providers use Products to offer one or more APIs to the application
developers who will consume the APIs (API consumers). The providers use Plans to control access to APIs and to manage API usage. Products are packages that contain
both the APIs and the accompanying Plans. See Working with Products.

To make an API available to an application developer, it must be included in at least one Product and at least one Plan.
Plans perform the following functions:

e Control which APIs an application developer can use

e Make available a collection of operations from one or more APIs

e Apply rate limits to APIs to differentiate between offerings

e Implement different rate limits to specify how many requests a consuming application is allowed to make during a specified time interval

A rate limit can be implemented as a default rate that is shared across all operations in a Plan, or can be set for specific operations of an API. Plans can use differing rate
limits to provide different levels of service to API consumers. For example, a "Demo Plan" might enforce a rate limit of ten calls per minute, while a "Full Plan" might
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permit up to 1000 calls per second.

A Product in API Connect bundles a set of APIs and Plans into one offering that is intended for a particular use. You can create Plans only within Products, and these
Products are then published in a Catalog. The following rules apply for the relationship between Products and Plans:

e APlan can belong to only one Product.
e A Product can have multiple Plans that each contain a different set of APIs.
e APlanin one Product can share APIs with Plans from any other Product.

Multiple Plans within a single Product provide different levels of performance for the same offering. For example, a Product can include a "Demo Plan" that makes a single
API available, and a "Full Plan" that makes several APIs available.

The following diagram illustrates how Plans can be used to make operations from one or more APIs available, and to set rate limits on both Plans and individual
operations:

Product A

Plan A1

[z P11 (3] api2

j Operation 1a m Operation Za Operation 2a

Operation 1b Operation 2b Operation 2b

Operation 2¢ Operation 2c
Rate limit: 100 callz/day

Rate limit: 100 calls per minute Rate limit: 50 calls per second

The diagram illustrates the following concepts:

e Product A contains two APIs and two Plans.

e Both APIs are included in Plan A1.

e Plan A2 includes only API 2, which is also included in Plan Al. Operation 2a for API 2 is excluded from Plan AL. All operations in API 2 are included in Plan A2.

o Different rate limits are set for the two Plans at the Plan level. For API 2 in Plan A2, a rate limit is also set specifically for Operation 2c to override the rate limit set at
the Plan level.

Products are used to manage the lifecycle of the APIs they contain. The states in the Product lifecycle include draft, staged, published, deprecated, and retired. A Product
in draft state is moved to the staged state when it is staged to a Catalog. A Product moves to the published state when the Product is published. The APIs in a Product
become accessible to API consumers when the Product is in the published state and they then become visible on a Developer Portal. After a Product is published,
application developers can use the Developer Portal to gain access to its APIs by registering applications to one or more Plans in the Product.

The following diagram illustrates the hierarchy of Products, Plans, and APIs.

Product 1

Plan 1A Plan 2A Plan 2B
. . ae— T
AP API 2 AP 3

For more information about managing the lifecycle of Products, see Working with Products in the API Manager.

Catalogs and Spaces

A Catalog contains a collection of Products. Catalogs are staging targets through which Products (together with the accompanying Plans and APIs) are published on a
Developer Portal. Catalogs are used to separate Products and APIs for testing before publishing them on a Developer Portal. In a typical workflow, an API provider uses a
development Catalog when developing and testing APIs, and uses a production Catalog for publishing APIs that are ready for external use. Each Catalog has an associated
Developer Portal for exposing the published Products. A Catalog includes runtime capability through an associated gateway service that handles any API requests for the
APIs in that Catalog.

API Connect includes a syndication feature that enables API providers to partition a Catalog into multiple staging targets (or Spaces) for API development purposes. Each
API provider development team can use its own dedicated Space to manage its Products independently of other teams. A Space has its own set of capabilities relating
specifically to the Products and APIs that are created and published to that Space. Products and APIs in all Spaces in a given Catalog are published to the same Developer
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Portal. Spaces are not visible on the Developer Portal. Application developers who consume the APIs on the Developer Portal are unaware of the Space configuration used
by the API Developers. On the Developer Portal, the APIs are seen as a coordinated offering within a Catalog.

For more information about Catalogs and Spaces, see Working with Catalogs and Using syndication to partition Catalogs into Spaces.

Organizations and users

In the context of API Connect, there are two types of organizations: provider and consumer. An organization can encompass a project team, department, or division.

A provider organization owns APIs, and associated Plans and Products, and can additionally own provider applications that are called by APIs. To complete the various
functions in the API lifecycle, a provider organization assigns responsibilities for certain tasks. Some standard responsibilities within a provider organization include:

e A provider organization owner who has the full set of access permissions to API Connect functions, and can also commission APIs and track their business
adoption.

e API developers who design and develop APIs and applications for the provider organizations to which they belong.

e An administrator who manages the lifecycles of APIs and publishes APIs for discovery and use.

e A'"community" manager who manages the relationship between the provider organization and application developers, provides information about API usage, and
provides support to application developers.

A consumer organization owns only developer applications, and consumes the APIs and applications produced by the provider organization. Standard responsibilities
within a consumer organization include:

e A consumer organization owner who adds application developers to the consumer organization, views the Products and APIs that the provider organization has
made available on the Developer Portal, and subscribes to APIs to use them in applications.

e Application developers who view the Products and APIs that the provider organization has made available on the Developer Portal, and subscribe to use these APIs
in applications.

The provider and consumer organization responsibilities map to roles within API Connect. Some roles are independent of an organization; for example, an administrator

who manages the cloud infrastructure and keeps the system running. For information about the full set of defined roles and access permissions, see API Connect user
roles.

Users have an existence in the API Connect ecosystem that is independent of an organization. A user can be a member of more than one provider or consumer
organization.

There can be multiple provider organizations in one API Connect cloud, to provide an API development environment for each line of business of an enterprise. The API
Connect cloud is a collection of servers that comprise an API Connect installation, including the configuration information and metadata that they contain. The cloud
infrastructure is shared by all organizations, and managed independently of them (by a cloud or system administrator). The following diagram shows the relationship
between the provider organizations, consumer organizations, and users. The clusters shown are logical groupings of servers with the same capability.

Anatomy of the IBM API Connect cloud

Cloud
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For more information about organizations, see Administering provider organizations and Administering consumer organizations.

LoopBack applications

In addition to APIs, provider organizations can also create applications (with associated APIs), which are built using Node.js and Java technology. When published, these
APIs and applications are called by developer applications. The developer applications contain client code that accesses APIs to interact with a service, system, or
content. The developer applications are typically mobile or web applications that use the HTTP protocol.

For information about creating LoopBack applications, see Creating APIs and applications.

Sample provider organization with two Catalogs

The following diagram shows an example for how APIs, Plans, Products, Catalogs, and Spaces fit within provider and consumer organizations. In this example, two
Catalogs are created in the provider organization to act as staging targets for different sets of requirements.

e Catalog 1 does not require separation of the Products for use by individual provider development teams, and so does not have Spaces enabled. API developers with
access to this Catalog create draft APIs, and stage and publish them as Products to the Catalog. Several consumer organizations are granted permission to explore,
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discover, and use the published Products and APIs. In each of the consumer organizations, the published Products and APIs from Catalog 1 are exposed on a single
Developer Portal.

e Catalog 2 is partitioned into two Spaces (X and Y) so that two provider development teams can manage their Products independently. These teams stage and
publish their APIs (as Products) separately to the individual Spaces, to make them accessible to application developers in multiple consumer organizations. In each
of the developer organizations, the published Products and APIs from both Spaces are exposed in the same Developer Portal, and application developers who
access this portal will see the APIs from both Spaces as a coordinated offering.
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¢ Understanding rate limits for APIs and Plans
In API Connect, you can configure rate limiting on APIs and Plans to manage network traffic and API usage.

Understanding rate limits for APIs and Plans

In API Connect, you can configure rate limiting on APIs and Plans to manage network traffic and API usage.

What are rate limits and burst limits?

A rate limit is the maximum number of calls you want to allow in a particular time interval. Setting rate limits enables you to manage the network traffic for your APIs and
for specific operations within your APIs. API Connect supports two types of rate limiting:

Rate limit
A specified number of calls to be accepted within a defined time period; for example, 100 calls per minute. In API Connect, rate limits can be defined as unlimited,
or with a specified number of calls per second, minute, hour, day, or week.

Rate limits can be "hard" (enforced) or "soft". If the rate limit is hard and a call exceeds the limit, then the call is aborted and an error is returned. A soft rate limit
allows the call to complete but logs a warning message. When a hard rate limit is reached, no more calls are accepted from that customer until the beginning of the
next time period. For example, you might want to permit a total of 2000 calls per hour (rate limit). If a customer makes 1000 calls in the first 10 minutes, they
cannot complete any more calls until the hour has expired.

Burst limit
A rate limit that is applied to a very small time period. In API Connect, burst limits are defined for multiples of seconds or minutes. Burst limits are always hard.
When a burst limit is reached, calls are not accepted until the time period has expired. Once that pause is over, calls continue to be accepted until a hard rate limit is
reached. Configuring a burst limit prevents usage spikes and ensures that the rate limit is evenly spread across its overall time period. For example, you might want
to permit a total of 1000 calls per hour (rate limit) and a maximum spike of 50 calls per second (burst limit).

Where can you apply rate limits?

You can configure rate limiting at several levels of an API and the Plan containing it. Each of the rate limits is tracked separately and when a hard limit is exceeded, calls at
that point are no longer accepted until the start of the next time period.
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The following list explains where you can configure rate limits:

Plan: all APIs
You can define a general rate limit at the Plan level, and it affects all of the consumer orgs that use that Plan. When a rate limit is enforced for a Plan, the limit is
checked before every call that involves any API contained in that Plan. If the rate limit is exceeded, APIs are not even called. For information on setting a rate limit
for a Plan, see Editing a draft Product.
Note: If the subscriber changes to a different Plan, only the Plan-level rates limit are reset. If there is a hard rate limit specified in the API's definition or assembly,
that rate limit is still enforced under the new Plan.

Plan: API path and operation
You can define a rate limit for a specific path and operation of an API within a Plan; for example, you might allow unlimited calls to a GET operation but enforce a
limit on PUT operations for the same APL. You can even define multiple rate limits on the same path and operation. If the rate limit is enforced, then the limit is
checked before every call that involves the API's path and operation. For more information on configuring rate limits on API paths and operations within a plan, see
the following topics:

e Defining rate limits for an API operation
e Describing Plans in your Product

API definition
You can define a rate limit on an API in the API definition (the Design page in the user interface). This rate limit applies to all calls involving the API, from all
consumer orgs. If the containing Plan allows the call but the API definition has a hard limit set, the call is aborted. For more information on setting a rate limit on an
API definition, see Changing an API rate limit.

API assembly
When you apply a rate limit to an API assembly, the limit only affects calls at that point in the assembly. This allows you to define a more granular rate limit than if
you set it on the API definition. If the Plan and the API definition allow a call to proceed but a hard limit that is set on the assembly is exceeded, the call is aborted
at the point in the process flow where the rate limit is set. Any actions that appear in the assembly's process flow before the rate limit policy are executed. Only the
actions that appear in the flow after the rate limit policy are aborted. For more information on configuring assembly-level rate limits, see the following topics:

e Rate Limit policy,
e GatewayScript policy

e Using context variables in a GatewayScript policy,

How can you test rate limits?

When you're ready to test rate limits on an API or Plan, execute a larger number of calls than specified by your rate limit, within a shorter period of time. If you set soft rate
limits, check for warning messages that indicate when each limit is exceeded. If you set hard limits, you can tell it was enforced when the API call fails. You can also check
the error messages to verify which calls exceeded the limits.

For more information on creating and configuring Catalogs, see Working with Catalogs.

API Connect components

The API Connect components provide a unified user experience across the API lifecycle. Changes in one stage of the API lifecycle are automatically reflected in the other
components of API Connect.

e Cloud Manager

e The developer toolkit

e API Manager

e API Gateways

e Runtime

e Developer Portal

e API Analytics

e Typical tasks per interface component
e API Connect server requirements

Cloud Manager

The API Connect Cloud Manager component is used to manage the API Connect on-premises cloud. The Cloud Administrator uses this UI to:

e Define the cluster of Management servers, Gateway servers, and containers that are required in the cloud, and configure the topology. For information about
Management servers and Gateway servers, see API Connect server requirements. For information about containers, see Runtime.

¢ Manage (modify, move, remove, restart, reboot) the servers in the cloud.

e Monitor the health of the cloud.

¢ Define and manage the provider organizations that develop APIs. (Assigned managers or owners of provider organizations can also complete this task.)

¢ Define additional cloud administrators, or set up users with roles that enable access to specific capabilities.

e Add user registries for authenticating users and securing APIs, and configure the secure transmission of data (for example, through websites).

For more information about the Cloud Manager, see Managing your cloud.

The developer toolkit

The developer toolkit provides the tools for modeling, developing, and testing APIs and LoopBack® applications. The developer toolkit includes a command-line interface
(CLI). It also incorporates LoopBack, an open source Node.js framework.

API developers use the API management functions in the API Designer or the CLI to create draft API definitions for REST and SOAP APIs, or for OAuth provider endpoints
that are used for OAuth 2.0 authentication. The API definitions can be configured to add the API to a Product, add a policy assembly flow (to manipulate
requests/responses), and to define security options and other settings. APIs can then be tested locally prior to publishing, to ensure they are defined and implemented
correctly.
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Using LoopBack, an API developer can create a Node.js application, connect to a data source such as a back-end database or a REST API to be consumed, and then
expose the application as a REST API by creating a model definition. A LoopBack model defines the application data, validation rules, data access capabilities, and
business logic for an API, and provides a REST API by default. This REST API can then be used by a REST API definition that was created using the API Designer or CLI and
exposed to your users. The API and its associated application, which are implemented as a LoopBack project, must both be published to enable the project to be run.
LoopBack projects can also be tested locally by creating a local runtime environment. The following diagram illustrates the LoopBack project architecture:
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Draft APIs (in their containing Products) that are created by using the API Designer, CLI, or LoopBack are published to Catalogs. Applications created using LoopBack are
published to containers, from where they run when called. (For information about containers, see Runtime.)

The developer toolkit is installed locally, for offline API and application development. For more information about the developer toolkit, see Developing your APIs and
applications. For more information about LoopBack, see LoopBack: The Node.js API Framework.

API Manager

The API Manager provides a user interface that facilitates promotion and tracking of APIs that are packaged within Products and Plans. API providers can move the
Products through their lifecycle, and manage the availability and visibility of APIs and Plans.

Catalogs and Spaces are created in the API Manager to act as staging targets through which APIs, Plans, and Products are published to consumer organizations. API
providers can stage their Products to Catalogs or Spaces, and then publish them to make the APIs in those Products visible on a Developer Portal for external discovery.

To control access to the available API management functions, users in the provider organization can be set up in the API Manager UI with assigned roles and permissions.
API providers can also use the UI to manage the consumer organizations that sign up to access their APIs and Plans. Developer communities can additionally be created
as a way of grouping together a collection of consumer organizations to whom a particular set of Products and Plans can be made available.

The API Manager UI also includes functions to manage the security of the API environment, and provides access to analytics information about API invocation metrics
within customizable dashboard views.

For more information about the API Manager, see Managing your APIs.

API Gateways

Gateways enforce runtime policies to secure and control API traffic, provide the endpoints that expose APIs to the calling applications, and provide assembly functions
that enable APIs to integrate with various endpoints. They also log and report all API interactions to the API Connect analytics engine, for real-time and historical analytics
and reporting. API Connect supports the following types of API gateways:

e DataPower Gateway (v5-compatible)

The DataPower® Gateway is an enterprise API Gateway that is built for departments and cross-enterprise usage. In V10 API Connect, the DataPower Gateway is
compatible with the V5 DataPower Gateway, so it is referred to in documentation as the "v5-compatible" (or "v5c") gateway. The v5-compatible gateway provides a
comprehensive set of API policies for security, traffic management, mediation, acceleration, and non-HTTP protocol support.

e DataPower API Gateway

The DataPower API Gateway was designed with the same security focus as the DataPower Gateway (v5-compatible). Where DataPower Gateway (v5 compatible) is
built for flexibility, DataPower API Gateway is built specifically for the API use case, with resulting performance benefits. DataPower API Gateway is optimized for
the cloud. Use this gateway if you are running applications in a public or private cloud and want to expose them as APIs.

Your API Connect deployment can include a virtual DataPower Gateway. Support for a physical DataPower Gateway is also available, subject to certain conditions.

For more information about the gateways, and a comparison of their features, see Gateway types.

Runtime

You can run applications and API implementations in API Connect in a containerized runtime.

Containerized runtime
A containerized runtime environment provides a lightweight deployment location for APIs and applications. A container wraps an application in a complete file
system that includes everything it needs to run, such as code, runtime, system tools, and system libraries. You can use Docker Swarm or Kubernetes containers to
run your APIs and applications being managed by API Connect.

Developer Portal

The Developer Portal provides a customizable self-service web-based portal to application developers to explore, discover, and subscribe to APIs.

When API providers publish APIs in the API Manager, those APIs are exposed in the Developer Portal for discovery and usage by application developers in consumer
organizations. Application developers can access the Developer Portal UI to register their applications, discover APIs, use the required APIs in their applications (with
access approval where necessary), and subsequently deploy those applications.
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The Developer Portal provides additional features, such as forums, blogs, comments, and ratings, for socialization and collaboration. API consumers can also view
analytics information about the APIs that are used by an application, or used within a consumer organization. For more information, see Developer Portal: Socialize your
APIs.

API Analytics

API Connect provides the capability to filter, sort, and aggregate your API event data. This data is then presented within correlated charts, tables, and maps, to help you
manage service levels, set quotas, establish controls, set up security policies, manage communities, and analyze trends. API analytics is built on the OpenSearch open
source real-time distributed search and analytics engine.

API Connect server requirements

From an on-premises cloud, you can create, promote, use, and track APIs. An on-premises cloud is composed of various appliances, where each appliance is a server of a
specific type. The collection of servers defines your cloud and determines how to distribute the work of managing, analyzing, routing, and storing data.

Your on-premises cloud can be a combination of new and existing physical appliances and virtual appliances, or can be entirely composed of virtual appliances. The type
and quantity of servers in an API Connect environment are determined by the individual needs of each enterprise, but the minimum requirement is one Management
server, one Analytics server, one Gateway server, and one server to host the Developer Portal.

The API Connect on-premises cloud includes the following server types:

e Management server. Stores all of the cloud configuration, and controls communication between the other servers within API Connect. Manages the operations of
the various servers in the API Connect cloud and provides the tools to interface with the various servers. The Cloud Manager and API Manager user interfaces run
on the Management server.

e Analytics server. Provides analytic functions that collect and store information about APIs and API users.

e Gateway server. Processes and manages security protocols and stores relevant user and appliance authentication data. The Gateway server also provides assembly
functions that enable APIs to integrate with various endpoints, such as databases or HTTP-based endpoints.

¢ Developer Portal server. Provides a customizable social developer portal with a full-featured content management system, and includes clustering capability.
Enables API providers to build portals for their application developers, and provides the interface for application developers to discover APIs and subscribe to
usage Plans contained in the published Products for use in their applications.

Note: All Management appliances in an API Connect cloud must run at the same firmware level as each other. Gateway appliances can run on different firmware levels to
each other, but it is recommended that all of the Gateway appliances run on the same level as each other.

Typical tasks per interface component

API Connect offers both command line and graphical user interfaces. Provider and consumer organizations use different interfaces for completing typical tasks. Refer to
the following table to locate the interface that corresponds to a specific task.

Table 1. API Connect Tasks per interface component

Organization Type Interface Component Tasks
API Provider Command Line Interface (CLI) | Create APIs, Plans, and Products
API Designer UI Create APIs, Plans, and Products
API Manager UI Create Catalogs and Spaces; Create Consumer Organizations
Cloud Manager UI Create Provider Organizations
API Consumer (application developer) | Developer Portal Access APIs to create and run applications; Create Consumer Organizations

If self-service onboarding is enabled for a Catalog, a consumer organization is automatically created when an application developer signs up or is invited by the API
provider to a Developer Portal, and the application developer then becomes the owner of that consumer organization.

e Gateway types
IBM API Connect provides the different types of gateways for use with your deployment.

Related concepts

e Packaging strategy and terminology in API Connect

Gateway types

IBM® API Connect provides the different types of gateways for use with your deployment.

Event Gateway Service

Event Endpoint Management in Cloud Pak for Integration provides an Event Gateway Service to control access from clients that consume AsyncAPI events from a Kafka
cluster. For more information about event endpoints and the Event Gateway Service, see the Cloud Pak for Integration documentation.

DataPower API Gateway

The DataPower® API Gateway has been designed with APIs in mind, and with the same security focus as DataPower Gateway (v5 compatible). Where DataPower Gateway
(v5 compatible) was built for flexibility, DataPower API Gateway is built specifically for the API use case, with resulting performance benefits.

DataPower API Gateway was built and optimized for the cloud. Use this gateway if you are running applications in a public or private cloud and want to expose them as
APIs.
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DataPower Gateway (v5 compatible)

DataPower Gateway (v5 compatible) provides compatibility with the IBM DataPower Gateway that was provided with IBM API Connect Version 5 and earlier releases.

Consider using DataPower Gateway (v5 compatible) if you are an existing DataPower user and want to utilize your DataPower resources and knowledge.

Gateway comparison

The following table compares support for features between the gateway types. For v5-compatible features and policies that are not supported in DataPower API Gateway,
you can use the API Connect Migration Utility (AMU) to migrate them to an API Gateway-compatible format. For more information, see Migrating a Version 5 deployment .

Table 1. Comparison of the DataPower Gateway (v5 compatible) and DataPower API Gateway

Feature DataPower Gateway (v5 compatible) DataPower API Gateway
Native policies No Yes
OAuth provider Full OAuth 2.0 Support Full OAuth 2.0 Support
OAuth policy No Yes
OpenID Connect Supported through a template Supported natively
Invoke policy Yes Yes
Custom policies Yes Yes
Conditional policies if, operation-switch, switch switch
Activity logging Implicitly executed at the end of API assembly | Configured in the API design, outside of the API assembly.
Parse policy (threat detection) |No Yes
Gateway extensions Yes Yes
Support for mutual TLS (mTLS) | Yes Yes

Attention: Version 5-compatible gateways and DataPower API Gateways have different mechanisms for interacting with the API context for GatewayScript and XSLT
policies, or if you are authoring user-defined policies. Ensure that you are using the correct mechanisms for your gateway type:

e For v5-compatible gateways and v5 compatibility for APIs created for the API Gateway, see GatewayScript code examples and XSLT policy examples.
e For DataPower API Gateway, see Using context variables in GatewayScript and XSLT policies with the DataPower API Gateway.

API Connect support

If you experience a problem with IBM® API Connect that you cannot resolve, you can check the IBM Support website for the most recent technical bulletins and fixes.
Otherwise, you can contact IBM Support.

For the most recent API Connect technical information, see the IBM Support Community.

If you cannot find a resolution, before you contact IBM Support, you must gather information about the problem. For details of the information you must gather before
contacting IBM Support, see MustGather - Collecting data: API Connect problem determination.

Providing IBM Support with a good description of the problem together with the details of your API Connect configuration, helps to expedite the problem resolution.

API Connect glossary

The IBM® API Connect and Cloud Manager glossary of terms and definitions.

API Administrator (role)
Manages the API product lifecycle for the Provider Organizations for which they are a member.
API Event
An event captured for use by API Connect Analytics or third-party analytics, such as response time, HTTP response code, payload of the request and response
body, and so on. An API event is logged each time an API operation is invoked via the Gateway server.
API Gateway
Service that acts as a single entry point or “front door” for provider APIs and back-end services. An API Gateway accepts and processes concurrent API calls, and
performs traffic management, authorization and access control, monitoring, and API version management. See also IBM DataPower Gateway.
API Manager
Graphical tool in API Connect that enables you to manage Catalogs, Spaces, and APIs, users and roles in the Provider organization, consumer organizations and
communities, publish Products to the Developer Portal, and analyze API usage.
API Designer
Graphical tool that runs locally on a laptop or desktop system that enables you to create and modify APIs and LoopBack® apps, and publish them to IBM Cloud or
container runtimes.
API operation
REST API call consisting of an HTTP verb and a URL path (endpoint). For example, GET http://myserver.com/api/users that returns a list of users.
Application
Software that consumes (calls) an API. One or more Applications are registered by a consumer organization to subscribe to APIs. The application is allocated client
ID and client secret credentials that it supplies when invoking API calls.
assembly
Makes side calls to external services and then transforms and aggregates the response before a response is relayed to the calling application.
Availability zones
In API Connect these are logical groupings of API Connect services that will typically reflect the deployment environment. For example, you could have availability
zones named internal and external to reflect the APIs published in each. Or they could be defined by the geographic location the services are running in.
Catalog
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A staging target that behaves as a logical partition of the gateway and the Developer Portal. The URLs for API calls and for the Developer Portal are specific to a
particular Catalog.

client ID
A piece of information that identifies an individual application. An application can invoke an API only if it passes an application key that is recognized by the IBM API
Connect system and is granted access to the API. The application key is passed by the client by using an HTTP query parameter.

client secret
A piece of information used together with the application key to verify the identity of an application. An API can be configured to require that client applications
supply their client secret with their client ID. The client secret functions effectively as a password known only to the application. The client secret is passed by the
client by using an HTTP query parameter.

Cloud Manager (tool)
Graphical tool in API Connect on-premises installation that enables you to define servers, administer and scale system resources, monitor runtime health and
create Provider organizations. The Cloud Administrator is the primary user of the Cloud Manager.

Cloud Administrator (role)
Manages the configuration of resources, regions, and availability zones for the Admin Organization of an on-premises installation.

cluster
A collection of one or more servers that provide a specific function.

Cold standby
A deployment configuration in which failover servers are in a stopped state until a failover is required, resulting in a longer time window to restore the normal
operation of the solution.

community
A collection of consumer organizations. It is used as a grouping construct when publishing APIs. Communities are used to restrict the visibility and accessibility of
APIs. An API can be published to selected communities, which means that only application developers within those organizations can see the API.

Community Manager (role)
Manages application developer communities for the Provider Organizations for which they are a member.

Consumer organization
Within a catalog, representation of a business entity that wishes to consume APIs exposed by the Catalog. For example, a third-party application development
company would register themselves as a consumer organization (via the Developer Portal). Each developer in their company can then be registered as a user inside
that consumer organization.

IBM DataPower® Gateway
API Gateway service component of API Connect that helps provide security, control, integration and optimized access to APIs. Due to its security and hardening, it
is well-suited for a deployment in the demilitarized zone (DMZ) for externally-facing production scenarios. Available in physical, virtual, cloud, Linux and Docker
form factors. There are two gateway types, DataPower Gateway (v5 compatible) and DataPower API Gateway; for details, see Gateway types.

Developer (role)
Creates and configures APIs, Products, and policies for the Provider Organizations for which they are a member. An API Developer can be a member of one or more
Provider Organizations. The API Developer focuses on the technical implementation of APIs more than they do on the business relationship with application
developers.

Development Catalog
Catalog used for testing APIs that are under development and in which approvals are bypassed for publishing and lifecycle actions. Pending approvals are canceled
when a non-Development Catalog is converted to a Development Catalog.

Developer Portal
Component of API Connect that provides a customizable graphical web portal for developers to discover APIs, register applications that consume APIs, subscribe
to usage plans, and test and use APIs.

Developer Toolkit
Locally-installed package that includes API Designer and the apic command-line tool that enables you to create, edit, manage, and publish APIs and apps.

Gateway
See API Gateway.

Gateway service
API Connect service that provides API gateway functionality, such as microgateway or IBM DataPower.

Hot standby
A deployment configuration in which a set of servers are actively running ready to instantaneously take over in the event of a failure, but not actively serving traffic
until that failover.

Identity provider
Provides identifiers for users looking to interact with a system, assert to such a system that such an identifier presented by a user is known to the provider, and
possibly provide other information about the user that is known to the provider. API Connect supports LDAP, AuthURL, and Local User Registries.

Integrations
Third-party tools to build on and improve your API Connect workflow; for example, Slack, Auth0, etc.

Integration profile
Standard API that you can use to integrate with management services for things like identity, notifications, API analytics, and so on.

Keystore
A repository of security certificates, either authorization certificates or public key certificates, and corresponding private keys, used in SSL encryption. The Keystore
file has a . jks extension.

LoopBack model
A JavaScript object that represents application data and includes validation rules, data access capabilities, and business logic. LoopBack models provide a REST
API by default, and connect to data sources for access to back-end data

LoopBack data source
A JavaScript object that represents a back-end service such as a database, REST API (to be consumed), or SOAP web service. Data sources are backed by
connectors that communicate directly with the database or other back-end service.

Management server
Stores all of the cloud configuration, and controls communication between the other servers within API Connect.

Management service
Consists of one or more Management servers.

Member (role)
The default role for all users in both the Admin and Provider Organization. All users are assigned the Member role in addition to other roles they may require.

microservice
Modular, independently-deployable application service that communicates with other microservices through a REST API. Microservices are typically organized
around capabilities, for example, recommendation, inventory, shipping, or billing.

Mutual authentication
Process in which both entities on a network authenticate each other. In a network environment, the client authenticates the server and vice-versa. It is optional for
TLS. Also called two-way authentication.

Notification settings
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How you configure notifications for API Connect users (API providers and consumers).

Notification services
Integrations that provide notification capabilities, such as email.

Notification templates
The configuration of the message format and wording for a notification service.

OAuth provider
The OAuth provider supplies the OAuth authentication for logins. API Connect supports both Native and Third Party OAuth providers. Some common third-party
OAuth providers are Google and Facebook.

OpenAPI Components
Part of API specification that contains a set of reusable objects for aspects of an API specification, such as schemas, responses, reqeustBodies, and headers. For
more information, see [OpenAPI v3 specification]( https://github.com/OAI/OpenAPI-Specification/blob/OpenAPI.next/versions/3.0.md#components-object).

organization
The entity that owns APIs or applications that use APIs. A provider organization owns APIs and associated Plans, and can additionally own applications. A
consumer organization owns only applications. An organization has at least one owner. An organization can be a project team, department, or division.

Organization Manager (role)
The Organization Manager manages Provider Organizations for the Admin Organization.

Path
Defines the route through which users access REST APIs. A path consists of one or more HTTP operations such as GET or POST.

Plan
The packaging construct by which APIs are made available to developers. A Plan makes a collection of operations from one or more APIs available, and is published
to communities of application developers. Application developers gain access to APIs by registering applications to access Plans. A Plan carries with it a collection
of policy settings. In the simplest form, a Plan defines a single quota policy that applies to all the API operations that are accessed through the Plan. In more
advanced cases, additional policies can be associated with a Plan.

policy
A configuration that controls a specific aspect of processing in the Gateway server during the handling of an API invocation at run time. Policies are the building
blocks of assembly flows. Policies provide the means to configure capability, such as security, logging, routing of requests to target services, and transformation of
data from one format to another. Policies can be configured in the context of an API or in the context of a Plan.

Product
Provide a method by which you can group APIs into a package that is intended for a particular use. Additionally, they contain Plans, which can be used to
differentiate between different offerings. You can create Plans only within Products, and these Products are then published in a Catalog.

Provider Organization Owner
Owns and administers API provider organizations, manages application developer communities, authors APIs and defines products, manages the API product
lifecycle. Owners are invited by the Cloud Administrator to join API Connect as an owner of a provider organization.

proxy
Application programming interface that forwards requests to a user-defined back-end resource and relays responses back to the calling application.

Region
A physical location (site or data center) hosting infrastructure isolated from other locations, with independent power and networking connectivity. A region may or
may not have further sub-isolation characteristics such as semi-independent pods or availability zones.

Resources (User registries, TLS Profiles, Notifications)
Resources supply necessary functions for the API Connect cloud, such as user authentication, SSL security, and sending system-generated emails.

role
Defines permissions that can enable functionality for users. Each role has a different set of permissions.

security definition
Specifies all the settings for a particular aspect of API security; for example, the user registry that you use to authenticate access to the API.

server
A single appliance, such as an IBM WebSphere IBM DataPower appliance.

service
A user-configurable element implemented through one or more server processes in the API Connect runtime, such as microgateway, Analytics, IBM DataPower, and
Developer Portal.

SNMP
Simple Network Management Protocol (SNMP) is a popular protocol for network management. It is used for collecting information from, and configuring, network
devices, such as servers, printers, hubs, switches, and routers on an Internet Protocol (IP) network. The SNMP hosts are configured in the API Connect Cloud
Manager.

Space
A subdivision of a Catalog. Each Space is used by a different API provider development team and has its own set of management capabilities relating specifically to
the APIs that the associated team publishes to that Space, enabling each team to manage their APIs independently.

SSL (TLS) Profile
An SSL/TLS profile is used to secure the transmission of data through web sites. SSL certificates guarantee that information you submit to web sites will not be
stolen or tampered with.

subscription
The means by which an application developer gains access to the resources provided by an API. An application developer uses the Developer Portal to subscribe to
the plan in which the API is published.

TLS
Transport Layer Security - a cryptographic protocol that provides secure communication over a network to prevent eavesdropping and tampering. It is a successor
to SSL and runs over TCP.

TLS Profiles
The Cloud Manager and API Manager use TLS profiles to secure transmission of data through web sites. TLS certificates guarantee that information you submit to
web sites will not be stolen or tampered with. A TLS Profile consists of Server name, Protocol used (SSL or TLS), and whether Mutual Authentication is required.

Toolkit
See Developer Toolkit.

Topology administrator (role)
Configures gateway services for the Admin Organization.

Truststore
Stores certificates from trusted Certificate authorities(CA) which are used to verify certificate presented by Server in SSL/TSL Connection. While a keystore stores a
server's credentials, the truststore stores certificates from a third-party CA.

User registry
A database or other collection containing credentials for users such as provider organization members, consumer organization members, and API Connect
administrators. The users are authenticated by an identity provider such as LDAP. User registries authenticate users at login time when accessing the Cloud
Manager or API Manager applications. User registries are also be used to protect APIs so that user credentials must be supplied when an APT is called.

vendor extension
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An extension to OpenAPI (Swagger) specification required by a particular use case.
Visibility
Setting visibility determines whether a Provider Organization has access to an Availability Zone, or other service.

Accessibility features for IBM API Connect

Accessibility features help users who have a physical disability, such as restricted mobility or limited vision, to use information technology products successfully.

Accessibility features

The following list includes the major accessibility features in IBM® App Connect Enterprise. You can use screen-reader software to hear what is displayed on the screen.

e Supports keyboard-only operation.
e Supports interfaces commonly used by screen readers.

Tip: This product documentation, and its related publications, are accessibility-enabled for the IBM Home Page Reader. You can operate all features by using the keyboard
instead of the mouse.

If you are reading a PDF file with a screen reader, the default reading option typically returns the best results. In some cases, how the PDF file is generated might require
you to select one of the other reading options. For example, Use reading order in raw print stream.

Keyboard navigation

This product uses standard Linux® and Microsoft Windows navigation keys.

For more information about the commitments that IBM makes towards accessibility, see the IBM Accessibility Center.

Legal information

Notices, and terms and conditions for information centers.

e Tracking API volume for auditing and compliance

For client security reasons, IBM entrusts its clients with monitoring their own API volume and ensuring that it is within the limits of the contract.
¢ Notices

This information was developed for products and services offered in the U.S.A.
e Terms and conditions for information centers

Permissions for the use of these publications are granted subject to the following terms and conditions.

Tracking API volume for auditing and compliance

For client security reasons, IBM entrusts its clients with monitoring their own API volume and ensuring that it is within the limits of the contract.

If you purchased IBM API Connect with a license metric of "API Calls", the count of total API Calls must be collected and archived by the client for audit and compliance.
This includes, but is not limited to, licensed programs: "IBM API Connect Hybrid Entitlement" and "IBM Cloud Pak for Integration - API Calls".

Usage archiving

You are required to regularly record the number of your API calls from the Analytics system to maintain a record of monthly usage. To ensure the most accurate results,
capture the counts of API Calls daily. For information about viewing API call counts and creating a query that counts API calls for all response status codes and for a
specified time range, see Counting total API calls for your Analytics service.

Overage charging

If you exceed your allotted usage, it is your responsibility to report this to IBM in the form of a CSV file so that the correct overage charge can be applied. IBM has the right
to audit customer usage data at any time. If unreported overages are found, there are severe penalties.

Overage is based on the measurement period. For example, overage for a contract might be measured by the year. If your API volume exceeds the entitlement after 6
months, you must either pay overages for the remaining period or purchase additional volume.

Notices

This information was developed for products and services offered in the U.S.A.

IBM® may not offer the products, services, or features discussed in this document in other countries. Consult your local IBM representative for information on the products
and services currently available in your area. Any reference to an IBM product, program, or service is not intended to state or imply that only that IBM product, program, or
service may be used. Any functionally equivalent product, program, or service that does not infringe any IBM intellectual property right may be used instead. However, it is
the user's responsibility to evaluate and verify the operation of any non-IBM product, program, or service.
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IBM may have patents or pending patent applications covering subject matter described in this document. The furnishing of this document does not grant you any license
to these patents. You can send license inquiries, in writing, to:

IBM Director of Licensing
IBM Corporation

North Castle Drive
Armonk, NY 10504-1785
US.A.

For license inquiries regarding double-byte character set (DBCS) information, contact the IBM Intellectual Property Department in your country or send inquiries, in
writing, to:

Intellectual Property Licensing
Legal and Intellectual Property Law
IBM Japan Ltd.

1623-14,

Shimotsuruma,

Yamato-shi

Kanagawa

242-8502 Japan

The following paragraph does not apply to the United Kingdom or any other country where such provisions are inconsistent with local law: INTERNATIONAL
BUSINESS MACHINES CORPORATION PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR IMPLIED, INCLUDING, BUT NOT
LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some states do not allow disclaimer
of express or implied warranties in certain transactions, therefore, this statement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made to the information herein; these changes will be incorporated
in new editions of the publication. IBM may make improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time without
notice.

Any references in this information to non-IBM Web sites are provided for convenience only and do not in any manner serve as an endorsement of those Web sites. The
materials at those Web sites are not part of the materials for this IBM product and use of those Web sites is at your own risk.

IBM may use or distribute any of the information you supply in any way it believes appropriate without incurring any obligation to you.

Licensees of this program who wish to have information about it for the purpose of enabling: (i) the exchange of information between independently created programs and
other programs (including this one) and (ii) the mutual use of the information which has been exchanged, should contact:

IBM United Kingdom Laboratories,
Mail Point 151,

Hursley Park,

Winchester,

Hampshire,

England

S021 23N

Such information may be available, subject to appropriate terms and conditions, including in some cases, payment of a fee.

The licensed program described in this information and all licensed material available for it are provided by IBM under terms of the IBM Customer Agreement, IBM
International Program License Agreement, or any equivalent agreement between us.

Any performance data contained herein was determined in a controlled environment. Therefore, the results obtained in other operating environments may vary
significantly. Some measurements may have been made on development-level systems and there is no guarantee that these measurements will be the same on generally
available systems. Furthermore, some measurements may have been estimated through extrapolation. Actual results may vary. Users of this document should verify the
applicable data for their specific environment.

Information concerning non-IBM products was obtained from the suppliers of those products, their published announcements or other publicly available sources. IBM has
not tested those products and cannot confirm the accuracy of performance, compatibility or any other claims related to non-IBM products. Questions on the capabilities of
non-IBM products should be addressed to the suppliers of those products.

All statements regarding IBM's future direction or intent are subject to change or withdrawal without notice, and represent goals and objectives only.

This information contains examples of data and reports used in daily business operations. To illustrate them as completely as possible, the examples include the names of
individuals, companies, brands, and products. All of these names are fictitious and any similarity to the names and addresses used by an actual business enterprise is
entirely coincidental.

COPYRIGHT LICENSE:

This information contains sample application programs in source language, which illustrate programming techniques on various operating platforms. You may copy,
modify, and distribute these sample programs in any form without payment to IBM, for the purposes of developing, using, marketing or distributing application programs
conforming to the application programming interface for the operating platform for which the sample programs are written. These examples have not been thoroughly
tested under all conditions. IBM, therefore, cannot guarantee or imply reliability, serviceability, or function of these programs.

Each copy or any portion of these sample programs or any derivative work, must include a copyright notice as follows:

© (your company name) (year). Portions of this code are derived from IBM Corp. Sample Programs. © Copyright IBM Corp. _enter the year or years_. All rights reserved.

Trademarks

IBM, the IBM logo, and ibm.com® are trademarks or registered trademarks of International Business Machines Corp., registered in many jurisdictions worldwide. Other
product and service names might be trademarks of IBM or other companies. A current list of IBM trademarks is available on the Copyright and trademark information page

at https://www.ibm.com/legal/copytrade.shtml.

Java™ and all Java-based trademarks and logos are trademarks or registered trademarks of Oracle and/or its affiliates.
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Linux® is a registered trademark of Linus Torvalds in the United States, other countries, or both.

Kubernetes is a trademark of the Linux Foundation in the United States, other countries, or both.

Microsoft and Windows are trademarks of Microsoft Corporation in the United States, other countries, or both.
OpenShift® is a trademark of Red Hat®, Inc. in the United States, other countries, or both.

VMware is a registered trademark or trademark of VMware, Inc. in the United States and other jurisdictions.

Other company, product, and service names might be trademarks of IBM or other companies.

Privacy Policy Considerations

IBM Software products, including software as a service solutions, (Software Offerings) may use cookies or other technologies to collect product usage information, to help
improve the user experience, to tailor interactions with the user or for other purposes. In many cases no personally identifiable information is collected by the Software
Offerings. Some of our Software Offerings can help enable you to collect personally identifiable information. If this Software Offering uses cookies to collect personally
identifiable information, specific information about this offering's use of cookies is set forth in the following paragraphs.

Depending upon the configurations deployed, this Software Offering may use session and persistent cookies that collect each user’s session ID for purposes of session
management, or functional purposes. These cookies can be disabled, but disabling them will also eliminate the functionality they enable.

If the configurations deployed for this Software Offering provide you as customer the ability to collect personally identifiable information from users via cookies and other
technologies, you should seek your own legal advice about any laws applicable to such data collection, including any requirements for notice and consent.

For more information about the use of various technologies, including cookies, for these purposes, See IBM's Privacy Policy at https:/www.ibm.com/privacy and IBM's
Online Privacy Statement at https://www.ibm.com/privacy/details the section entitled Cookies, Web Beacons and Other Technologies and the IBM Software Products and
Software-as-a-Service Privacy Statement at https:/www.ibm.com/software/info/product-privacy.

Terms and conditions for information centers

Permissions for the use of these publications are granted subject to the following terms and conditions.

Applicability

These terms and conditions are in addition to any terms of use for the IBM® website.

Personal use

You may reproduce these publications for your personal, noncommercial use provided that all proprietary notices are preserved. You may not distribute, display or make
derivative work of these publications, or any portion thereof, without the express consent of IBM.

Commercial use

You may reproduce, distribute and display these publications solely within your enterprise provided that all proprietary notices are preserved. You may not make
derivative works of these publications, or reproduce, distribute or display these publications or any portion thereof outside your enterprise, without the express consent of
IBM.

Rights

Except as expressly granted in this permission, no other permissions, licenses or rights are granted, either express or implied, to the publications or any information, data,
software or other intellectual property contained therein.

IBM reserves the right to withdraw the permissions granted herein whenever, in its discretion, the use of the publications is detrimental to its interest or, as determined by
IBM, the aforementioned instructions are not being properly followed.

You may not download, export or re-export this information except in full compliance with all applicable laws and regulations, including all United States export laws and
regulations.

IBM MAKES NO GUARANTEE ABOUT THE CONTENT OF THESE PUBLICATIONS. THE PUBLICATIONS ARE PROVIDED "AS-IS" AND WITHOUT WARRANTY OF ANY KIND,
EITHER EXPRESSED OR IMPLIED, INCLUDING BUT NOT LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY, NON-INFRINGEMENT, AND FITNESS FOR A
PARTICULAR PURPOSE.

IBM API Connect Considerations for GDPR Readiness

Information about features of IBM® API Connect that you can configure, and aspects of the product’s use, that you should consider to help your organization with GDPR
readiness.

For PID(s): 5725-Z222 5725-Z63

Notice:
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This document is intended to help you in your preparations for GDPR readiness. It provides information about features of API Connect that you can configure, and aspects
of the product's use, that you should consider to help your organization with GDPR readiness. This information is not an exhaustive list, due to the many ways that clients
can choose and configure features, and the large variety of ways that the product can be used in itself and with third-party applications and systems.

Clients are responsible for ensuring their own compliance with various laws and regulations, including the European Union General Data Protection Regulation.
Clients are solely responsible for obtaining advice of competent legal counsel as to the identification and interpretation of any relevant laws and regulations that
may affect the clients' business and any actions the clients may need to take to comply with such laws and regulations.

The products, services, and other capabilities described herein are not suitable for all client situations and may have restricted availability. IBM does not provide
legal, accounting, or auditing advice or represent or warrant that its services or products will ensure that clients are in compliance with any law or regulation.
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GDPR

General Data Protection Regulation (GDPR) has been adopted by the European Union ("EU") and applies from May 25, 2018.

Why is GDPR important?
GDPR establishes a stronger data protection regulatory framework for processing of personal data of individuals. GDPR brings:

e New and enhanced rights for individuals

e Widened definition of personal data

e New obligations for processors

e Potential for significant financial penalties for non-compliance
e Compulsory data breach notification

Read more about GDPR

e Complete guide to GDPR compliance
e IBM GDPR website

Product Configuration - considerations for GDPR Readiness

The following sections provide considerations for configuring API Connect to help your organization with GDPR readiness.

Configuration to support data handling requirements
The GDPR legislation requires that personal data is strictly controlled and that the integrity of the data is maintained. This requires the data to be secured against
loss through system failure and also through unauthorized access or via theft of computer equipment or storage media.
IBM API Connect stores identity data in a local database. This encompasses both clients' employee identity data and end users' identity data. Direct access to this
database is not available. Identity information collected is protected in transit; refer to Creating a TLS Server Profile for details on configuring TLS profiles.

API Connect supports a variety of user registry types for authenticating users. Refer to Authenticating by using your enterprise user directory for details. When using
a local user registry, passwords are stored in encrypted form in the local API Connect database. If you want alternative password management, leverage a non-user
registry option to manage passwords.

Administrators, that you define, can view identity information. Administrators can take backups that include identity information. It is your responsibility to protect
these backups.

A core component for an API Connect deployment is the gateway. Refer to the section on API Gateways (in the API Connect components topic) for details about
gateways. DataPower® Gateways are commonly leveraged; refer to the DataPower Gateway documentation for details. Refer to the DataPower Gateway
deployment guidelines document for considerations for configuring DataPower Gateways to help your organization with GDPR readiness.

Configuration to support Data Privacy
For Developer Portal, you can customize the privacy policy statement. Refer to Customizing the privacy policy statement for details.

Configuration to support Data Security
To learn about securing your solution, use this API Connect product documentation and search for "security".

Data Life Cycle

GDPR requires that personal data is:

e Processed lawfully, fairly and in a transparent manner in relation to individuals.

¢ Collected for specified, explicit and legitimate purposes.

e Adequate, relevant and limited to what is necessary.

e Accurate and, where necessary, kept up to date. Every reasonable step must be taken to ensure that inaccurate personal data are erased or rectified without delay.
e Keptin a form which permits identification of the data subject for no longer than necessary.

API Connect manages the life cycle of user-related data in the following ways:
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User account information
API Connect collects and stores identity information, including first and last name, and email address, for the purposes of user registration. Cloud Manager and API
Manager accounts are for your employees (or designated actors). Developer Portal accounts are for your consumers of your APIs. Identity information can be
collected directly from users or can be copied from LDAP registries. In situations where non-local user registries are used, only the email address is copied from the
LDAP registry. Developer Portal user accounts can be deleted; refer to Deleting your Developer account for details. Cloud Manager and API Manager user accounts'
identity information can be anonymized by users.
Users of the API Manager UI can publish Products and APIs to the Developer Portal for Application Developers to access and use. Refer to Developer Portal:
socialize your APIs to learn about Developer Portal. Developer Portal accounts are for consumers of your APIs. You can define and customize a terms and
conditions statement that your users must accept before they can register to use your Developer Portal; refer to Customizing the terms of use statement for details.

API analytics
API Connect optionally logs information related to API invocations. This capability in API Connect is known as API Analytics. Refer to API Analytics for details.
The API Analytics log information can optionally include unknown / unclassified information such as query headers and request and response information related to
API calls -- you control defining the APIs and data associated with API invocations.

The retention period for storing Analytics data in API Connect is configurable; refer to Configuring data retention and index rollover time periods for details. Backup
capability for this information is not available.

To disable API Analytics, disassociate it from the gateway that collects event data. For information, refer to Associating an analytics service with a gateway service.

System logs
Event-logging preferences can be configured at the API level, refer to Activity Log for details.

API Connect logs collect technical information related to service use including tracing of service execution and sequences of operation use. Other technical data
related to service use includes data values that define the mechanisms used to connect to the service, for example, IP address. This data is collected for debugging
and service improvement. Service diagnostics are collected during unexpected or error situations to allow the offering team to correct the situation and hopefully
prevent it from occurring in the future. There is no direct access available to these logs.You can configure log settings and download the logs as explained in
Logging.

API Connect can generate audit events. An audit event is logged from each management node when there are changes to the API lifecycle or to the organization; for
example, publishing a product or creating an organization triggers this event. Refer to Configuring audit logging to monitor user operations for details.

Data Collection

Developer Portal accounts are for consumers of your APIs. You can define and customize a terms and conditions statement that your users must accept before they can
register to use your Developer Portal; refer to Customizing the terms of use statement for details. You can also customize the privacy policy statement for Developer
Portal; refer to Customizing the privacy policy statement for details.

Types of Data Collected
API Connect collects and stores identity information (including first name, last name, and email address) for the purposes of user registration. Cloud Manager and
API Manager accounts are for your employees (or designated actors). Developer Portal accounts are for your consumers of your APIs. Identity information can be
collected directly from users or can be copied from LDAP registries. In situations where non-local user registries are used, only the email address is copied from
LDAP registry. Developer Portal user accounts can be deleted; refer to Deleting your Developer account for details. Cloud Manager and API Manager user accounts'
identity information can be anonymized by users.

Data Storage

Identity data is stored in API Connect local data store. There is no direct access available to this data store.
API Analytics leverages the OpenSearch real-time distributed search and analytics engine for storage of logged data. There is no direct access available to this data store.

Identity data is included in backups; refer to Backing up and restoring for details on taking backups. It is your responsibility to protect and discard backups.

Data Access

Identity information can be viewed by administrators that you define.

Analytics information can be accessed through a variety of means. Refer to Exporting API event data and Analytics in the Developer Portal for details.

data.

API Connect can generate audit events. An audit event is logged from each management node when there are changes to the API lifecycle or to the organization; for
example, publishing a product or creating an organization triggers this event. Refer to Configuring audit logging to monitor user operations for details.

API Connect logs collect technical information related to service use including tracing of service execution and sequences of operation use. Other technical data related to
service use includes data values that define the mechanisms used to connect to the service, for example, IP address. This data is collected for debugging and service
improvement. Service diagnostics are collected during unexpected or error situations to allow the offering team to correct the situation and hopefully prevent it from
occurring in the future. There is no direct access available to these logs.You can configure log settings and download the logs as explained in Logging.

Data Processing

Data collected by API Connect or to gateways via API invocations is protected by TLS in transit. Refer to Creating a TLS Server Profile for details.

Data is stored in API Connect local database on the API Connect appliances. There is no direct access available to this data.

Cloud Manager and API Manager administrators (defined by you) have read access to identity data.

Data Deletion
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Right to Erasure
Article 17 of the GDPR states that data subjects have the right to have their personal data removed from the systems of controllers and processors -- without undue
delay -- under a set of circumstances.

Data Deletion characteristics
Users can delete their own Developer Portal user accounts -- refer to Deleting your Developer account for details. Cloud Manager and API Manager user account
identity data can be anonymized by the users to remove association with the account data.
Technical information related to service use collected in logs is rolled over based on size and time criteria.

To disable API Analytics, disassociate it from the gateway that collects event data. For information, refer to Associating an analytics service with a gateway service.

The retention period for storing Analytics data in API Connect is configurable; refer to Configuring data retention and index rollover time periods for details. Backup
capability for this information is not available.

Analytics information can be offloaded to third-party systems. Refer to Offloading analytics to third-party systems for details. You are responsible for the security of
off-loaded data.

Identity information for accounts is included in system backups. You manage the deletion of system backups.

Data Monitoring

Customers should regularly test, assess, and evaluate the effectiveness of their technical and organizational measures to comply with GDPR. These measures should
include ongoing privacy assessments, threat modeling, centralized security logging, and monitoring

API Connect can generate audit events. An audit event is logged from each management node when there are changes to the API lifecycle or to the organization; for
example, publishing a product or creating an organization triggers this event. Refer to Configuring audit logging to monitor user operations for details.

Capability for Restricting Use of Personal Data

Users of the API Manager UI can publish Products and APIs to the Developer Portal for Application Developers to access and use. Refer to Developer Portal: socialize your
APIs to learn about Developer Portal. Developer Portal accounts are for consumers of your APIs.

You can define and customize a terms and conditions statement that your users must accept before they can register to use your Developer Portal; refer to Customizing
the terms of use statement for details. You can also customize the privacy policy statement for Developer Portal; refer to Customizing the privacy policy statement for
details.

Developer Portal users can modify their own account information, and can delete their account.

Essential reading

These articles by IBM® API Connect product specialists provide a wealth of supporting information on APIs and the API economy.

Why Become a Digijtal Business?
Executing a Digital Transformation to become a Digital Business is among the hottest initiatives now — crossing both business and IT. But, is this just the latest
buzzword or is there something to this that is different? Do you know why you should become a “Digital Business”?

Creating A Digital Ecosystem — Past, Present, and Future
The ability to create a digital ecosystem is critical to digital transformation success. Your success is your network reach.

Agile integration
Your business needs a modern, agile approach to integration. It should empower extended teams to create integrations, leverages a complete set of integration
styles and capabilities, and increases overall productivity.

What is an API? and What is the API Economy?
Businesses start to consider APIs and the API Economy at various times. Many are long down their API journeys, while others are still considering whether to start.
This article looks at some of the basics that companies considering APIs might want to know.

What is API Management?
APIs are not new. Software and hardware have had APIs (Application Programming Interfaces) for decades. However, having an API and managing an API are not
the same thing.

A discussion of the potential for confusion between APIs that are provided and APIs that are managed.

Recommendations for an API Economy Center of Excellence
What roles are required to drive a successful API initiative, how should this fit in the current organization, and how do these roles relate to existing roles in the
company?

Focus on the API Developer
A productive developer is a happy developer. One of the most frequently discussed topics in the API economy is focusing on the needs of the Application developer
—the consumer target for your APIs.

Agile API development
Agile API Development Customer expectations and behavior are continuously changing. To deliver exceptional customer experience, a business must be nimble to
adapt to these changing needs.

API Products — Who, What, Where, When, Why and How”
An API Product is an API offering made available for consumer use that is offered to a target market to satisfy a customer’s needs.

Changing Culture — How Committed Are You?
How do we change the culture in our organization to create an API culture?

Plan Ahead! Don’t Build an API Superhighway into a Cul-de-sac
Without proper planning, a business can start their API initiatives, build incredible excitement quickly, but find that the path they have taken leads them into a cul-
de-sac (or dead end) that cannot handle the demand they have created.

IBM API Connect v10.x Deployment WhitePaper
A technical deep dive on the deployment options for IBM API Connect.

Principles for API Security - White Paper
API security is of paramount importance in gaining the promised benefits without exposure to negative consequences.

Can you trust your APIs?
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As enterprises are continuously expanding their digital footprint, they must ensure the API behavior is intact, as it has a far-reaching effect on an application's
execution and end-user experience.

Istio Service Mesh and APIConnect/DataPower Gateway integration
What is Istio, and how can DataPower API Gateway integrate in an Istio Service Mesh.

Best Practice — Monetizing API Products
Ultimately the goal for almost all API initiatives is Monetization in the broad sense that crosses multiple modes from Free - to Indirect - to Direct. Most businesses
using APIs successfully are monetizing APIs by speeding offerings to market, reaching new markets and new customers, innovating, and sharing assets better
inside their enterprise.

Tutorials

These tutorials guide you through the steps typically required to set up, configure and run an API Connect cloud.

Introduction

These tutorials are arranged according to the desired goal, such as creating and publishing an API, or managing catalogs of products, or consuming published API
products. These goals can be grouped into categories as follows.

Table 1. Tutorial Categories

Category Description
Cloud Administration Setting up and configuring the API Connect cloud, including the creation of Provider Organizations.
API Provider Administration Setting up and managing catalogs, inviting organization members (such as developers), creating Developer Portals, managing
resources.
API Product Promotion and Managing the Developer Portal presentation and user administration, as well as consuming published API products as an external
Usage developer.

Time required

Each tutorial should take approximately 20 - 30 minutes to finish. If you explore other concepts that are related to this tutorial, it might take longer.

Use the links in the following sections to access the tutorials that fit your goals.

Cloud Administration

Table 2. Cloud Administration Tasks. Setting up and
configuring the API Connect cloud, including the
creation of Provider Organizations.

Category Tutorials
Initial Configuration e [Initial Cloud Configuration
Provider Organization e Creating a Provider Organization

API Provider Administration

Table 3. API Provider Tasks. Setting up and managing
catalogs, inviting organization members (such as
developers), creating Developer Portals, managing
resources.

Category Tutorials
Developer Portal Set Up e Creating the Portal
® Register a Consumer Application

API Product Promotion and Usage through the Developer Portal

There are many tutorials available for the Developer Portal from getting started to advanced customization. For more information, see Developer Portal tutorials.

Prerequisites

e You must have a web browser available, whether you are working online or offline.
e When publishing Products in any of the tutorials you must have the permissions of an Organization Manager or Administrator. However, you can complete several of
the tutorials with fewer permissions. For more information about user roles, see Administering user access.

Installing and maintaining IBM API Connect

To ensure that your IBM® API Connect cloud functions, your cloud must have the necessary system requirements to support the installation. During the installation
process, the components of IBM API Connect can be configured to satisfy your requirements.
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Note: For a comprehensive technical guide to best practices, considerations, and deployment options for API Connect, see the IBM API Connect v10.x Deployment
WhitePaper .

¢ Kubernetes, OpenShift, and Cloud Pak for Integration
Use the instructions in this section to install, upgrade, and maintain API Connect on Kubernetes, OpenShift, and IBM Cloud Pak for Integration.
¢ VMware
Use the instructions in this section to install, upgrade, and maintain API Connect on VMware.
¢ Migrating from API Connect v5 Public Cloud
Prepare to move to API Connect v10 by migrating your existing data from API Connect v5 Public Cloud.
e Migrating a Version 5 deployment
Use the Migration Utility to automate the migration of a v5 deployment to a v10 deployment.
¢ Migrating v5-compatible APIs to API Gateway
Use the migration utility to automate the migration of v5-compatible APIs to DataPower API Gateway APIs.
e Migrating from v10 to v10 on a different form factor
Migrate an API Connect v10 deployment from one form factor to a different form factor.
¢ Migrating from v2018 to v10 on a different form factor
Migrate an API Connect v2018 deployment to a different form factor on v10. For example, migrate v2018 on Kubernetes to v10 on OpenShift.

Ensure the security of your API Connect deployment by replacing compromised passwords, keys, and certificates.
¢ The API Connect operations tool: apicops
Use the apicops operations tool to check the health, troubleshoot, and run maintenance operations on your API Connect installation.

Kubernetes, OpenShift, and Cloud Pak for Integration

Use the instructions in this section to install, upgrade, and maintain API Connect on Kubernetes, OpenShift, and IBM Cloud Pak for Integration.

¢ Planning your deployment
Review the following topics to plan your API Connect deployment.
e Installing API Connect
Use these instructions to install a deployment of API Connect on Kubernetes, OpenShift, and IBM Cloud Pak for Integration.
¢ Upgrading API Connect
You can upgrade a v10 deployment of API Connect to a newer version.
e Maintaining API Connect
You can use utilities to complete maintenance tasks such as backup, restore, and certificate management on Kubernetes.
e Uninstalling API Connect
You can uninstall a Kubernetes deployment of API Connect.

Planning your deployment

Review the following topics to plan your API Connect deployment.

e Key concepts: Custom Resources, Operators, and Operands
API Connect uses Custom Resources (CRs) and the Kubernetes Operator pattern.
e Kubernetes ingress controller prerequisites
Describes the prerequisite settings for the ingress controller for a Kubernetes runtime environment.
¢ Persistent Volume (PV)_requirements
Review the persistent volumes (PVs) required by your API Connect installation.
¢ Load balancer configuration in a Kubernetes deployment
When deploying API Connect for High Availability, it is recommended that you configure a cluster with at least three nodes and a load balancer. A sample
configuration is provided for placing a load balancer in front of your API Connect Kubernetes deployment.
¢ Firewall requirements on Kubernetes
Diagram for port configuration, and list of active ports, for an IBM® API Connect deployment on Kubernetes.

By default API Connect uses an open source product that is called cert-manager to handle the issuing and renewal of the certificates that are used by API Connect.
The cert-manager has its own Kubernetes pods and runs in its own namespace. The cert-manager adds some additional resources to the Kubernetes environment.
The API Connect administrator needs to be familiar with these additional resources:

o Certificates in a Kubernetes environment
Use of cert-manager is recommended for managing certificates in a Kubernetes environment.

The API Connect Operator deploys and manages various Kubernetes API webhooks in the cluster to assist in management of its custom resources.

Key concepts: Custom Resources, Operators, and Operands

API Connect uses Custom Resources (CRs) and the Kubernetes Operator pattern.

e Kubernetes: https://kubernetes.io/docs/concepts/extend-kubernetes/operator/
e OpenShift: https://developers.redhat.com/articles/2021/06/11/kubernetes-operators-101-part-1-overview-and-key-features.

Below are some key points to understand about how API Connect implements this pattern:
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e An API Connect instance is composed of two main operators and the API Connect subsystems that they manage, which in Kubernetes terminology are known as
the Operands.

e The operator is responsible for monitoring the API Connect operands, ensuring that they are running as expected.
e API Connect operands can continue running without their operator, in an unmanaged state. However, this is not a supported configuration.

e The API Connect operator manages the Management Server, Portal, and Analytics subsystems. On Kubernetes each of these subsystems has its own Custom
Resource, so each of these is an Operand. On Openshift and Cloud Pak for Integration there is also the option of having a top-level Custom Resource which
manages all subsystems as a single Operand.

e The DataPower operator manages the Gateway operand.

¢ Asingle API Connect operator can manage multiple API Connect instances if the operator is installed globally and the API Connect operands are in individual
namespaces. This is the recommended configuration where multiple API Connect instances are required, as opposed to a separate operator in each namespace.

e There can be only one instance of the API Connect operator in your Kubernetes or OpenShift environment. You cannot have multiple namespaces each with their
own API Connect operator.

¢ Inasingle OpenShift/K8S environment all API Connect instances, operands, and operators, in all namespaces must be at the same version. The only exception is
during upgrade where the operators are upgraded first.

Planning your deployment topology

On Kubernetes, OpenShift, and Cloud Pak for Integration, API Connect provides a choice of deployment options for capacity, High Availability (HA), and Disaster Recovery
(DR).

High availability versus disaster recovery

High availability focuses on minimizing the loss of service that is experienced by users during a hardware or software failure. Disaster recovery (DR) focuses on the
procedures for recovering a system after a catastrophic hardware, software, or operator failure. Consider the following two metrics:

Recovery Time Objective (RTO)
The RTO is the time that it is acceptable for a system to be unavailable after a disaster.

Recovery Point Objective (RPO)
DR solutions are usually based on restoring from a backup. This means that the system can only be recovered to the state it was in when the last backup was taken,
and not to the state it was in at the instant the disaster occurred. The RPO measures how far back in time the recovery point is, and therefore how much new data is
lost. An RPO of zero would assert that no data is lost, but such a solution is often a compromise against the cost and performance of the system.

To achieve high availability in your API Connect deployment, the three replica deployment profiles should be used, where each API Connect component consists of
clusters of three replicas that are distributed across three worker nodes. However, this topology requires that all cluster members are running in the same Kubernetes
environment, which requires a low network latency between worker nodes that is often unachievable between geographically separated data centers. To overcome this
limitation, API Connect provides a two data center deployment solution that has both a low Recovery Time Objective (RTO), and a low Recovery Point Objective (RPO).

Deployment options

API Connect is composed of three components: Management, Portal, and Analytics, and a supporting program: the DataPower Gateway, see API Connect components.
Note: Throughout this document, the DataPower Gateway supporting program is also referred to as a "component" or a "subsystem". The Management, Portal, and
Analytics components are also referred to as "subsystems".

The Management, Portal, Analytics, and Gateway each have a set of capacity and HA profiles, called component profiles. OpenShift and Cloud Pak for Integration also
have API Connect deployment profiles that define the component profiles that are used by each component of a complete API Connect deployment.

The naming convention of the profiles is nAxcB.mC where:

e nAindicates the number (A) of replicas of each pod, where each replica must run on a different worker node.
e cBindicates the minimum number of virtual cores (B) required on the worker node to deploy the profile.
e mC indicates the minimum amount of memory (C) in GB required by the profile on the worker node.

Component profiles

Each API Connect component has a defined set of profiles that it can be deployed with. For information on the resource settings defined for each component profile, see
Component profiles, CPU limits, memory limits, and licensing.

Key points of component profiles:

e One replica profiles are denoted by n1, and provide a single replica of each pod. The one replica profiles can be deployed on a single worker node.

e Three replica profiles are denoted by n3, and provide three replicas of each pod. At least three worker nodes must be available to deploy a three replica profile. If
one replica pod fails, then the other two replicas continue serving requests, providing high availability.

e Component profiles do not have to be the same for each component. For example, you can have a three replica deployment of the Management component that is
configured with a one replica deployment of the Portal component.

e Itis possible to change component profile after installation see Advanced configuration.

e Multiple Portal, Analytics, and Gateway component instances can be added with either configuration. For example, you can have a three replica Management
component that is configured with two Portal services: a one replica Portal component, and a three replica Portal component.

OpenShift and Cloud Pak for Integration API Connect deployment profiles

API Connect deployment profiles define a complete API Connect deployment, specifying the component profiles for the Management, Portal, Analytics, and Gateway
components to be used in that deployment.
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Key points of API Connect deployment profiles:

e The API Connect deployment profile is selected by the user in the installation steps on OpenShift and Cloud Pak for Integration.
e API Connect deployment profiles provide one instance of the Portal, Analytics, and Gateway components.
e For details of each API Connect deployment profile, see: API Connect deployment profiles for OpenShift and Cloud Pak for Integration

Two data center disaster recovery

API Connect deployments can operate across two data centers in an active/warm-standby configuration. Each data center has a complete API Connect installation. The
active data center processes all user operations. The warm-standby data center does not process user operations but maintains its management and portal databases in
synchronization with the active data center. If a failure occurs at the active data center, the warm-standby data center can become active with a manual failover operation.

API Connect deployment profiles for OpenShift and Cloud Pak for Integration

Details of the API Connect deployment profiles that are provided for OpenShift and Cloud Pak for Integration.

API Connect provides various profiles to suit your capacity and availability requirements.

The API Connect deployment profiles provide one Management component instance, and one instance of the Portal, Analytics, and Gateway components.
On Cloud Pak for Integration:

e The available deployment profiles are presented as tiles in the Platform UL
e The Portal, Analytics, and Gateway components are automatically registered with the Management component during installation.

nixc7.m48: Small - Single replica

Best suited for light, noncritical workloads such as small team development and testing. Deploys 1 replica of the Management, Developer Portal, Analytics, and Gateway
components with a minimal footprint.
Table 1. n1xc7.m48

Component name | Component profile
Management nlxc2.m16

Portal nlxc2.m8
Analytics nlxc2.m16
Gateway nixcl.m8

nixc16.m72: Medium - Single replica

Ideal for medium workloads such as organizational development, testing, and production when in alignment with business availability requirements. Deploys 1 replica of
the Management, Developer Portal, Analytics, and Gateway components.
Table 2. n1xc16.m72

Component name

Component profile

APIM nixc4.m16
Portal nlxc4.m16
Analytics nixc4.m32
Gateway nixc4.m8

n3xcl16.m48: Large - Three replicas

Ideal for heavy workloads when business requires redundancy for greater availability & capacity. Deploys 3 replicas of the Management, Developer Portal, Analytics, and
Gateway components.
Table 3. n3xc16.m48

Component name | Component profile
APIM n3xc4.m16

Portal n3xc4.m8
Analytics n3xc4.m16
Gateway n3xc4.m8

nixc12.m64: Medium - Single replica - Remote Gateway

Ideal for medium workloads such as organizational development, testing, and production when in alignment with business availability requirements. Must be configured
for use with existing or independently deployed Gateways. Deploys 1 replica of the Management, Developer Portal, and Analytics components.
Table 4. n1xc12.m64

Component name | Component profile
APIM nixc4.m16
Portal nlxc4.m16
Analytics nlxc4.m32

IBM API Connect 10.0.5.x LTS 47



n3xc12.m40: Large - Three replicas - Remote Gateway

Ideal for heavy workloads when business requires redundancy for greater availability & capacity. Must be configured for use with existing or independently deployed
Gateways. Deploys 3 replicas the Management, Developer Portal, and Analytics components.
Table 5. n3xc12.m40

Component name

Component profile

APIM n3xc4.m16
Portal n3xc4.m8
Analytics n3xc4.m16

Deprecated profiles

The API Connect deployment profiles presented here existed in previous releases, but are now in a deprecated state and should not be used for new installations.
Table 6. n3xc11.m48

Component name

Component profile

APIM n3xc2.m16
Portal n3xc4.m8
Analytics n3xc4.m16
Gateway n3xcl.m8

Table 7. n3xc14.m48

Component name

Component profile

APIM n3xc2.m16
Portal n3xc4.m8
Analytics n3xc4.m16
Gateway n3xc4.m8

Table 8. n1xc10.m48

Component name

Component profile

APIM nlxc2.m16
Portal nlxc2.m8
Analytics nlxc2.m16
Gateway nlxc4.m8

Available component profiles, their CPU and memory limits, and how the CPU-based licensing works.

Component profiles, CPU limits, memory limits, and licensing

API Connect is licensed based on the CPU usage of your deployment. Each component profile sets specific CPU and memory limits on each of the containers that
comprise API Connect.

API Connect operator

The API Connect operator container uses the same CPU and memory requests and limits for all profiles, and is not a container that requires license entitlement.
Table 1. Operator container CPU and memory requirements

Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numlfer of License en.tltlement
Name Requests replicas required
ibm-apiconnect |ibm-apiconnect |75 1000 128 1Gi No

The CPU and memory usage tables for each API Connect component profile are shown in the following pages.

e Management component deployment profile limits

The CPU, memory limits, and PVC space that are required for each Management profile.
¢ Portal component deployment profile limits

The CPU and memory limits that are defined for each Portal deployment profile.

The CPU and memory limits that are defined for each Gateway deployment profile.

The CPU, memory limits, and PVC space that are required for each Management profile.

Management component deployment profile limits

The tables in this topic also show which containers require license entitlement. The sum of the CPU limits of the licensed containers, multiplied by the number of replicas
determine what you are charged. The formula is: <total licensed CPU limit> =
<total CPU limits of all licensed containers> * <number of replicas>.Forexample, for the n3xc2.m16 profile:

e The three licensed containers are apim, postgres, and taskmanager.
e These three containers have CPU limits of 625, 750, and 625.

e This profile is a three replica (n3) profile.

48 IBM API Connect 10.0.5.x LTS




The total CPU limit of the licensed containers then is: (625 + 750 + 625) * 3 = 6000

All Management component deployment profiles have job pods that complete tasks during startup, upgrade, backup, and restore operations. The job pods do not have any
licensed containers, and their CPU/memory requests and limits are the same for all profiles.
Table 1. Management job pods CPU and memory requirements

Job Name Pod Name Container CPU Requests CPU limits Memory Memory Limits
Name Requests
management-up-apim-schema | management-up-apim-schema-0-to- apim-schema 50m 500m 128Mi 256Mi
<NNN>-<XX>-<Yy>
management-up-apim-data- management-up-apim-data-populate-0- |apim-data- 50m 600m 256Mi 4096Mi
populate to-<NNN>-<XX>-<yy> populate
management-up-lur-schema management-up-lur-schema-0-to-<nnn>- | lur-schema 50m 500m 128Mi 256Mi
<XX>-<Yy>
management-up-lur-data- management-up-lur-data-populate-0-to- | lur-data- 50m 500m 128Mi 256Mi
populate <NNN>-<XX>-<Yy> populate
backrest-backup-management- |backrest-backup-management-<xx>- backrest not set not set not set not set
<XX>-postgres postgres-<yy>
management-apim-restore- management-apim-restore-<xxx>-<yyy> |apim-restore 50m 500m 128Mi 256Mi
<XXX>
management-<xxx>-postgres- | management-<xxx>-postgres-rmdata- rmdata not set not set not set not set
rmdata <yyy>
management-<xxx>-postgres- | management-<xxx>-postgres-bootstrap- |database 600m 750m 512Mi 8192Mi
bootstrap <yyy>
management-<xxx>-postgres- | management-<xxx>-postgres-stanza- backrest 50m 500m 128Mi 256Mi
stanza-create create-<yyy>

The following tables show the pod resource and license requirement for each Management component deployment profile. A separate table shows the requirements for
optional features.

Important: The tables for the three replica profiles show the usage for a single replica in the three replica deployment. Except for containers that are indicated to be single
replica, multiply by three to get the total usage.

nilxc2.m16

Table 2. n1xc2.m16 profile resource and licensing requirements

Container . Memory . . Number of License
Pod Name CPU Requests CPU limits Memory Limits PVC Size . entitlement
Name Requests replicas .
required
analytics-proxy analytics-proxy |40m 800m 128Mi 256Mi 1
apim apim 200m 625m 128Mi 10Gi 1 Yes
client-downloads- client- 20m 100m 8Mi 100Mi 1
server downloads
juhu juhu 30m 800m 192Mi 512Mi 1
ldap ldap 20m 300m 64Mi 128Mi 1
lur lur 20m 500m 128Mi 256Mi 1
natscluster natscluster 40m 300m 16Mi 64Mi 1
portal-proxy portal-proxy 8m 100m 128Mi 256Mi 1
postgres-backrest- pgbackrest 80m 200m 48Mi 128Mi 120Gi 1
shared-repo
postgres postgres 600m 750m 512Mi 8Gi 150Gi 1 Yes
pgbouncer pgbouncer 80m 400m 24Mi 128Mi 1
taskmanager taskmanager 120m 625m 512Mi 10Gi 1 Yes
ui ui-authenticaton [ 50m 50m 64Mi 64Mi 1
ui 20m 500m 64Mi 256Mi 1
websocket-proxy websocket- 20m 100m 128Mi 256Mi 1
proxy
postgres-operator apiserver 40m 100m 128Mi 512Mi 1
operator 40m 100m 256Mi 256Mi 1
scheduler 20m 50m 128Mi 128Mi 1
event 20m 50m 128Mi 128Mi 1
Table 3. n1xc2.m16 Containers for optional features, resource and licensing requirements
':zf Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of enl;li(t:lzr::nt
e Name Requests replicas required
AT | hub hub 200m 750m 512Mi 1Gi 1 Yes
M |turnstile turnstile 7m 50m 32Mi 64Mi 1 Yes
Al |[openapi- openapi- 500m 500m 2Gi 2Gi 1 Yes
Tes | analyzer analyzer
t api-testgen-data | api-testgen-data | 300m 300m 384Mi 384Mi 1
Ge api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
n coordinator coordinator
E;Cip api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
discovery discovery
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#eh Container Memory Number of License
ur Pod Name CPU Requests CPU limits Memory Limits PVC Size . entitlement
< Name Requests replicas required
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
generator generator
Aut | autotest-service |autotest-service |200m 200m 256Mi 256Mi 1 Yes
o
test
ass
ist
(cp
4i
onl
y)
Billi | billing billing 20m 300m 64Mi 256Mi 1 Yes
ng
2D |postgres-remote | tunnel 30m 150m 512Mi 512Mi 1
ED tunnel server 40m 500m 128Mi 256Mi 1
nixc3.m16
Table 4. n1xc3.m16 profile resource and licensing requirements
. License
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
Name Requests replicas .
required
analytics-proxy analytics-proxy |40m 800m 128Mi 256Mi 1
apim apim 200m 900m 128Mi 10Gi 1 Yes
client-downloads- client- 20m 100m 8Mi 100Mi 1
server downloads
juhu juhu 30m 800m 192Mi 512Mi 1
ldap ldap 20m 300m 64Mi 128Mi 1
lur lur 20m 500m 128Mi 256Mi 1
natscluster natscluster 40m 300m 16Mi 64Mi 1
portal-proxy portal-proxy 8m 100m 128Mi 256Mi 1
postgres-backrest- pgbackrest 80m 200m 48Mi 128Mi 120Gi 1
shared-repo
postgres postgres 600m 1200m 512Mi 8Gi 150Gi 1 Yes
pgbouncer pgbouncer 80m 400m 24Mi 128Mi 1
taskmanager taskmanager 120m 900m 512Mi 10Gi 1 Yes
ui ui-authenticaton [ 50m 50m 64Mi 64Mi 1
ui 20m 500m 64Mi 256Mi 1
websocket-proxy websocket- 20m 100m 128Mi 256Mi 1
proxy
postgres-operator apiserver 40m 100m 128Mi 512Mi 1
operator 40m 100m 256Mi 256Mi 1
scheduler 20m 50m 128Mi 128Mi 1
event 20m 50m 128Mi 128Mi 1
Table 5. n1xc3.m16 Containers for optional features, resource and licensing requirements
Fe i
at . .. Memory e . Number of Ll.cense
ur Pod Name Container Name | CPU Requests CPU limits Requests Memory Limits PVC Size replicas entltle.ment
e required
AT | hub hub 200m 750m 512Mi 1Gi 1 Yes
M |turnstile turnstile 7m 50m 32Mi 64Mi 1 Yes
Al |openapi- openapi- 500m 500m 2Gi 2Gi 1 Yes
Te |analyzer analyzer
st |api-testgen-data | api-testgen-data | 300m 300m 384Mi 384Mi 1
Ge api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
N | coordinator coordinator
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
discovery discovery
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
generator generator
Au | autotest-service |autotest-service |200m 200m 256Mi 256Mi 1 Yes
to
tes
t
as
sis
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Fe i
at . . Memory . . Number of Ll.cense
ur Pod Name Container Name | CPU Requests CPU limits Requests Memory Limits PVC Size replicas entltle.ment
e required
Bil | billing billing 20m 300m 64Mi 256Mi 1 Yes
lin
g
2D | postgres-remote |tunnel 30m 150m 512Mi 512Mi 1
ED tunnel server 40m 500m 128Mi 256Mi 1
nixc4.m16
Table 6. n1xc4.m16 profile resource and licensing requirements
. License
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
Name Requests replicas .
required
analytics-proxy analytics-proxy |100m 800m 128Mi 256Mi 1
apim apim 500m 1250m 128Mi 10Gi 1 Yes
client-downloads- client- 50m 100m 8Mi 100Mi 1
server downloads
juhu juhu 75m 800m 192Mi 512Mi 1
ldap ldap 50m 300m 64Mi 128Mi 1
lur lur 50m 500m 128Mi 256Mi 1
natscluster natscluster 100m 300m 16Mi 64Mi 1
portal-proxy portal-proxy 20m 100m 128Mi 256Mi 1
postgres-backrest- pgbackrest 80m 200m 48Mi 128Mi 120Gi 1
shared-repo
postgres postgres 600m 1500m 512Mi 8Gi 150Gi 1 Yes
pgbouncer pgbouncer 80m 400m 24Mi 128Mi 1
taskmanager taskmanager 300m 1250m 512Mi 10Gi 1 Yes
ui ui-authenticaton [ 50m 50m 64Mi 64Mi 1
ui 50m 500m 64Mi 256Mi 1
websocket-proxy websocket- 20m 100m 128Mi 256Mi 1
proxy
postgres-operator apiserver 100m 100m 128Mi 512Mi 1
operator 100m 100m 256Mi 256Mi 1
scheduler 50m 50m 128Mi 128Mi 1
event 50m 50m 128Mi 128Mi 1
Table 7. n1xc4.m16 Containers for optional features, resource and licensing requirements
Fe ;
at . .. Memory e . Number of Ll.cense
ur Pod Name Container Name | CPU Requests CPU limits Requests Memory Limits PVC Size replicas entltle.ment
e required
AT | hub hub 500m 750m 512Mi 1Gi 1 Yes
M |turnstile turnstile 16m 50m 32Mi 64Mi 1 Yes
Al |openapi- openapi- 500m 500m 2Gi 2Gi 1 Yes
Te |analyzer analyzer
st |api-testgen-data | api-testgen-data | 300m 300m 384Mi 384Mi 1
Ge api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
N | coordinator coordinator
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
discovery discovery
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
generator generator
Au | autotest-service |autotest-service |200m 200m 256Mi 256Mi 1 Yes
to
tes
t
as
sis
t
Bil | billing billing 50m 300m 64Mi 256Mi 1 Yes
lin
g
2D | postgres-remote |tunnel 75m 150m 512Mi 512Mi 1
ED tunnel server 100m 500m 128Mi 256Mi 1
n3xc2.m16

Table 8. n3xc2.m16 profile resource and licensing requirements
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License

Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
Name Requests replicas .
required
analytics-proxy analytics-proxy |40m 800m 128Mi 256Mi 3
apim apim 200m 625m 128Mi 10Gi 3 Yes
client-downloads- client- 20m 100m 8Mi 100Mi 3
server downloads
juhu juhu 30m 800m 192Mi 512Mi 3
ldap ldap 20m 300m 64Mi 128Mi 3
lur lur 20m 500m 128Mi 256Mi 3
natscluster natscluster 40m 300m 16Mi 64Mi 3
portal-proxy portal-proxy 8m 100m 128Mi 256Mi 3
postgres-backrest- pgbackrest 80m 200m 48Mi 128Mi 180Gi 1
shared-repo (single
replica)
postgres postgres 600m 750m 512Mi 8Gi 230Gi 3 Yes
pghbouncer pghouncer 80m 400m 24Mi 128Mi 3
taskmanager taskmanager 120m 625m 512Mi 10Gi 3 Yes
ui ui-authenticaton [ 50m 50m 64Mi 64Mi 3
ui 20m 500m 64Mi 256Mi 3
websocket-proxy websocket- 20m 100m 128Mi 256Mi 3
proxy
postgres-operator apiserver 40m 100m 128Mi 512Mi 3
operator 80m 200m 256Mi 256Mi 3
scheduler 40m 100m 128Mi 128Mi 3
event 40m 100m 128Mi 128Mi 3
Table 9. n3xc2.m16 Containers for optional features, resource and licensing requirements
Fe . License
at Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
ur Name Requests replicas .
e required
AT | hub (single hub 200m 750m 1Gi 2Gi 1 Yes
M |replica)
turnstile (single | turnstile 40m 250m 128Mi 256Mi 1 Yes
replica)
Al | openapi-analyzer |openapi- 500m 500m 2Gi 2Gi 1 Yes
Te | (single replica) analyzer
st | api-testgen-data |api-testgen-data | 300m 300m 384Mi 384Mi 1
G api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
€N | coordinator coordinator
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
discovery discovery
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
generator generator
A |autotest- autotest-service [200m 200m 256Mi 256Mi 1 Yes
ut |service(single
o |replica)
te
st
as
si
st
Bil | billing billing 20m 300m 64Mi 256Mi 3 Yes
lin
g
2 |postgres-remote |tunnel 30m 150m 512Mi 512Mi 1
D
C - -
D tunnel server 40m 500m 128Mi 256Mi 1
R
n3xc3.m16
Table 10. n3xc3.m16 profile resource and licensing requirements
. License
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
Name Requests replicas .
required
analytics-proxy analytics-proxy |40m 800m 128Mi 256Mi 3
apim apim 200m 900m 128Mi 10Gi 3 Yes
client-downloads- client- 20m 100m 8Mi 100Mi 3
server downloads
juhu juhu 30m 800m 192Mi 512Mi 3
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License

Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size NumI?er of entitlement
Name Requests replicas .
required
ldap ldap 20m 300m 64Mi 128Mi 3
lur lur 20m 500m 128Mi 256Mi 3
natscluster natscluster 40m 300m 16Mi 64Mi 3
portal-proxy portal-proxy 8m 100m 128Mi 256Mi 3
postgres-backrest- pgbackrest 80m 200m 48Mi 128Mi 180Gi 1
shared-repo (single
replica)
postgres postgres 600m 1200m 512Mi 8Gi 230Gi 3 Yes
pgbouncer pgbouncer 80m 400m 24Mi 128Mi 3
taskmanager taskmanager 120m 900m 512Mi 10Gi 3 Yes
ui ui-authenticaton [ 50m 50m 64Mi 64Mi 3
ui 20m 500m 64Mi 256Mi 3
websocket-proxy websocket- 20m 100m 128Mi 256Mi 3
proxy
postgres-operator apiserver 40m 100m 128Mi 512Mi 3
operator 80m 200m 256Mi 256Mi 3
scheduler 40m 100m 128Mi 128Mi 3
event 40m 100m 128Mi 128Mi 3
Table 11. n3xc3.m16 Containers for optional features, resource and licensing requirements
Fe . License
at Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
ur Name Requests replicas .
e required
AT | hub (single hub 200m 750m 1Gi 2Gi 1 Yes
M |replica)
turnstile (single | turnstile 40m 250m 128Mi 256Mi 1 Yes
replica)
Al |openapi-analyzer |openapi- 500m 500m 2Gi 2Gi 1 Yes
Te | (single replica) analyzer
st | api-testgen-data |api-testgen-data | 300m 300m 384Mi 384Mi 1
G api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
€N | coordinator coordinator
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
discovery discovery
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
generator generator
A |autotest-service |autotest-service |200m 200m 256Mi 256Mi 1 Yes
ut | (single replica)
o
te
st
as
si
st
Bil | billing billing 20m 300m 64Mi 256Mi 3 Yes
lin
g
2 |postgres-remote |tunnel 30m 150m 512Mi 512Mi 1
D
c - -
D tunnel server 40m 500m 128Mi 256Mi 1
R
n3xc4.m16
Table 12. n3xc4.m16 profile resource and licensing requirements
. License
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
Name Requests replicas .
required
analytics-proxy analytics-proxy |100m 800m 128Mi 256Mi 3
apim apim 500m 1250m 128Mi 10Gi 3 Yes
client-downloads- client- 50m 100m 8Mi 100Mi 3
server downloads
juhu juhu 75m 800m 192Mi 512Mi 3
ldap ldap 50m 300m 64Mi 128Mi 3
lur lur 50m 500m 128Mi 256Mi 3
natscluster natscluster 100m 300m 16Mi 64Mi 3
portal-proxy portal-proxy 20m 100m 128Mi 256Mi 3
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License

Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size NumI?er of entitlement
Name Requests replicas .
required
postgres-backrest- pgbackrest 80m 200m 48Mi 128Mi 180Gi 1
shared-repo (single
replica)
postgres postgres 600m 1500m 512Mi 8Gi 230Gi 3 Yes
pgbouncer pgbouncer 80m 400m 24Mi 128Mi 3
taskmanager taskmanager 300m 1250m 512Mi 10Gi 3 Yes
ui ui-authenticaton [ 50m 50m 64Mi 64Mi 3
ui 50m 500m 64Mi 256Mi 3
websocket-proxy websocket- 20m 100m 128Mi 256Mi 3
proxy
postgres-operator apiserver 100m 100m 128Mi 512Mi 3
operator 200m 200m 256Mi 256Mi 3
scheduler 100m 100m 128Mi 128Mi 3
event 100m 100m 128Mi 128Mi 3
Table 13. n3xc4.m16 Containers for optional features, resource and licensing requirements
Fe . License
at Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
ur Name Requests replicas .
e required
AT | hub (single hub 500m 750m 1Gi 2Gi 1 Yes
M [replica)
turnstile (single | turnstile 100m 250m 128Mi 256Mi 1 Yes
replica)
Al |openapi-analyzer |openapi- 500m 500m 2Gi 2Gi 1 Yes
Te | (single replica) analyzer
st | api-testgen-data |api-testgen-data | 300m 300m 384Mi 384Mi 1
G api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
€N | coordinator coordinator
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
discovery discovery
api-testgen- api-testgen- 300m 300m 384Mi 384Mi 1
generator generator
A |autotest-service |autotest-service |200m 200m 256Mi 256Mi 1 Yes
ut | (single replica)
o
te
st
as
si
st
Bil | billing billing 50m 300m 64Mi 256Mi 3 Yes
lin
g
2 | postgres-remote |tunnel 75m 150m 512Mi 512Mi 1
D
c - -
D tunnel server 100m 500m 128Mi 256Mi 1
R

Portal component deployment profile limits

The CPU and memory limits that are defined for each Portal deployment profile.

The tables in this topic also show which containers require license entitlement. The sum of the CPU limits of the licensed containers, multiplied by the number of replicas

determine what you are charged. The formula is: <total licensed CPU limit> =
<total CPU limits of all licensed containers> * <number of replicas>

All Portal component deployment profiles have a sync-backup job pod that completes tasks that are related to scheduled portal backups. The sync-backup job pod
does not have any licensed containers, and its CPU/memory requests and limits are the same for all profiles.
Table 1. Portal job pods resource and licensing requirements

Job Name Pod Name Container Name CPU Requests CPU limits Memory Memory Limits
Requests
<portal-instance-name>-sync- | <portal-instance-name>-sync-backup- |sync-ptl-backup- 1im 1m 100Mi 100Mi
backup <jobuuid> schedule
nixc2.m38
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Pod Name Contalner CPU Requests CPU limits Memory Memory Limits PVC Size Number of License entltlement
Name Requests replicas required
db db 200m 2000m 3Gi 8Gi 6Gi 1
db dbproxy 100m 1000m 128Mi 512Mi 15Gi 1
www web 150m 2000m 1Gi 5Gi 8Gi 1 Yes
www admin 200m 2000m 1Gi 8Gi 6Gi + 15Gi 1
nginx nginx 20m 500m 512Mi 512Mi 1Gi 1
Table 3. n1xc2.m8 Containers for optional features, resource and licensing requirements
:Ef Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of enl;li(t:lir::nt
e Name Requests replicas required
2D [db-remote tunnel 75m 150m 160Mi 256Mi 1Gi 1
CD |www-remote |tunnel 75m 150m 160Mi 256Mi 1Gi 1
R tunnel server 100m 500m 256Mi 512Mi 1Gi 1
Note: For 2DCDR deployments, if the remote site is deployed with a three replica profile, the db-remote and www-remote pods have three replicas to match the remote
site.
nixc4.m16
Table 4. n1xc4.m16 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of License en.titlement
Name Requests replicas required
db db 500m 3000m 6Gi 8Gi 6Gi 1
dbproxy 450m 1000m 256Mi 1Gi 15Gi 1
WWW web 600m 4000m 3Gi 8Gi 8Gi 1 Yes
admin 800m 4000m 3Gi 8Gi 6Gi + 15Gi 1
nginx nginx 20m 500m 512Mi 512Mi 1Gi 1
Table 5. n1xc4.m16 Containers for optional features, resource and licensing requirements
F Licen
tE: Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of enti‘t:lan:nt
e Name Requests replicas required
2D | db-remote tunnel 75m 500m 160Mi 256Mi 1Gi 1
CD | www-remote | tunnel 75m 500m 160Mi 256Mi 1Gi 1
R tunnel server 100m 500m 256Mi 512Mi 1Gi 1
Note: For 2DCDR deployments, if the remote site is deployed with a three replica profile, the db-remote and www-remote pods have three replicas to match the remote
site.
nixc8.m16
Table 6. n1xc8.m16 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size "“"“3‘" of License en.titlement
Name Requests replicas required
db db 1300m 5000m 6Gi 8Gi 6Gi 1
dbproxy 1000m 1000m 256Mi 1Gi 15Gi 1
WWW web 1300m 8000m 3Gi 8Gi 8Gi 1 Yes
admin 2300m 4000m 3Gi 8Gi 6Gi + 15Gi 1
nginx nginx 100m 500m 512Mi 512Mi 1Gi 1
Table 7. n1xc8.m16 Containers for optional features, resource and licensing requirements
Fea License
tur Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
o Name Requests replicas required
2D | db-remote tunnel 75m 500m 160Mi 256Mi 1Gi 1
CD | www-remote tunnel 75m 500m 160Mi 256Mi 1Gi 1
R [tunnel server 100m 500m 256Mi 512Mi 1Gi 1

Note: For 2DCDR deployments, if the remote site is deployed with a three replica profile, the db-remote and www-remote pods have three replicas to match the remote

site.
n3xc3.m8
Table 8. n3xc3.m8 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of License en‘tltlement
Name Requests replicas required
db db 400m 2000m 3Gi 8Gi 12Gi 3
dbproxy 150m 1000m 128Mi 512Mi 30Gi 3
www web 450m 3000m 1Gi 5Gi 12Gi 3 Yes
admin 650m 3000m 1Gi 8Gi 12Gi + 30Gi 3
nginx nginx 20m 500m 512Mi 512Mi 1Gi 3

Table 9. n3xc3.m8 Containers for optional features, resource and licensing requirements
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Fea Container Memo Number of License
tur Pod Name CPU Requests CPU limits v Memory Limits PVC Size . entitlement
Name Requests replicas N
e required
2D | db-remote tunnel 75m 500m 160Mi 256Mi 1Gi 3
CD |www-remote  |tunnel 75m 500m 160Mi 256Mi 1Gi 3
R tunnel server 100m 500m 256Mi 512Mi 1Gi 3

Note: For 2DCDR deployments, if the remote site is deployed with a one replica profile, the db-remote and www-remote pods have one replica, to match the remote site.

n3xc4.m8
Table 10. n3xc4.m8 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of License en‘titlement
Name Requests replicas required

db db 500m 3000m 3Gi 8Gi 12Gi 3

dbproxy 450m 1000m 128Mi 512Mi 30Gi 3
www web 600m 4000m 1Gi 5Gi 12Gi 3 Yes

admin 800m 4000m 1Gi 8Gi 12Gi + 30Gi 3
nginx nginx 20m 500m 512Mi 512Mi 1Gi 3

Table 11. n3xc4.m8 Containers for optional features, resource and licensing requirements
:Ef Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of enl;li(t:leer::nt
e Name Requests replicas required

2D | db-remote tunnel 75m 500m 160Mi 256Mi 1Gi 3
CD |www-remote |tunnel 75m 500m 160Mi 256Mi 1Gi 3
R tunnel server 100m 500m 256Mi 512Mi 1Gi 3

Note: For 2DCDR deployments, if the remote site is deployed with a one replica profile, the db-remote and www-remote pods have one replica, to match the remote site.

n3xc8.m16
Table 12. n3xc8.m16 profile resource and licensing requirements
Pod Name Container | (o) pequests |  CPU limits Memory |\ mory Limits |  PVC size Numberof | License entitlement
Name Requests replicas required

db db 1300m 5000m 6Gi 8Gi 6Gi 3

dbproxy 1000m 1000m 256Mi 1Gi 15Gi 3
www web 1300m 8000m 3Gi 8Gi 8Gi 3 Yes

admin 2300m 4000m 3Gi 8Gi 6Gi + 15Gi 3
nginx nginx 100m 500m 512Mi 512Mi 1Gi 3

Table 13. n3xc8.m16 Containers for optional features, resource and licensing requirements
:E: Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of enl;li‘t:l(::::nt
e Name Requests replicas required

2D | db-remote tunnel 75m 500m 160Mi 256Mi 1Gi 3
CD | www-remote tunnel 75m 500m 160Mi 256Mi 1Gi 3
R [tunnel server 100m 500m 256Mi 512Mi 1Gi 3

Note: For 2DCDR deployments, if the remote site is deployed with a one replica profile, the db-remote and www-remote pods have one replica, to match the remote site.

Analytics component deployment profile limits

The CPU and memory limits that are defined for each Analytics deployment profile.

The tables in this topic also show which containers require license entitlement. The sum of the CPU limits of the licensed containers, multiplied by the number of replicas

determine what you are charged. The formula is: <total licensed CPU limit>
<total CPU limits of all licensed containers> * <number of replicas>

All Analytics component deployment profiles have an osinit job pod that is run on startup and completes tasks that are related to initialization. The osinit job pod
does not have any licensed containers, and its CPU/memory requests and limits are the same for all profiles.

You can choose different storage types with the three replica profiles, and so the pods deployed differ depending on the storage option chosen: OpenSearch storage type.
If you choose storage type shared, then your analytics deployment has 1 storage pod, called storage. If you choose storage type dedicated, then your analytics
deployment has 2 storage pods, called storage and storage-os-master. The tables for the three replica profiles indicate in parentheses after the pod name which
storage type the pod applies to, for example "storage (shared)".

Table 1. Analytics job pods

Contai M
Job Name Pod Name ontainer CPU Requests CPU limits emory Memory Limits
Name Requests
<analytics-instance-name>- <analytics-instance-name>-osinit- osinit 8m 100 m 128 Mi 256 Mi
osinit <podid>

The PVC sizes that are specified in the tables are the defaults. Review the planning and installation documentation to decide on the sizes to allocate for your deployment:
Planning your analytics deployment.
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nilxc2.m16

Table 2. n1xc2.m16 profile resource and licensing requirements

Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of License en'tltlement
Name Requests replicas required
mtls-gw mtls-gw 100 m 1000 m 128 Mi 256 Mi 1
ingestion ingestion 275 m 1200 m 8 Gi 8 Gi 50 Gi 1 Yes
storage storage 225m 800 m 6 Gi 6 Gi 50 Gi 1 Yes
director director 50 m 200 m 128 Mi 256 Mi 1
nixc4.m32
Table 3. n1xc4.m32 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of License en.tltlement
Name Requests replicas required
mtls-gw mtls-gw 100 m 1000 m 256 Mi 512 Mi 1
ingestion ingestion 1300 m 2200 m 8Gi 8Gi 50 Gi 1 Yes
storage storage 1200 m 1800 m 22 Gi 22 Gi 50 Gi 1 Yes
director director 50 m 200 m 256 Mi 512 Mi 1
nlxc6.m48
Table 4. n1xc6.m48 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl3er of License en‘tltlement
Name Requests replicas required
mtls-gw mtls-gw 100 m 1000 m 256 Mi 512 Mi 1
ingestion ingestion 2000 m 3200 m 8Gi 8Gi 50 Gi 1 Yes
storage storage 1800 m 2800 m 37 Gi 37 Gi 50 Gi 1 Yes
director director 50 m 200 m 256 Mi 512 Mi 1
n3xc4.m16
Table 5. n3xc4.m16 profile resource and licensing requirements
. License
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
Name Requests replicas .
required
mtls-gw mtls-gw 100 m 1000 m 128 Mi 256 Mi 3
ingestion ingestion 1300 m 2200 m 8 Gi 8 Gi 50 Gi 3 Yes
director director 50m 200 m 128 Mi 256 Mi 3
storage (shared) storage 1200 m 1800 m 6 Gi 6 Gi 50 Gi 3 Yes
storage (dedicated) storage 800 m 1000 m 4 Gi 4 Gi 50 Gi 3 Yes
storage-os-master storage-os- 400 m 800 m 2Gi 2 Gi 5Gi 3 Yes
(dedicated) master
n3xc4.m32
Table 6. n3xc4.m32 profile resource and licensing requirements
. License
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of entitlement
Name Requests replicas .
required
mtls-gw mtls-gw 100 m 1000 m 256 Mi 512 Mi 3
ingestion ingestion 1300 m 2200m 8 Gi 8 Gi 50 Gi 3 Yes
director director 50 m 200 m 256 Mi 512 Mi 3
storage (shared) storage 1200 m 1800 m 22 Gi 22 Gi 50 Gi 3 Yes
storage (dedicated) storage 800 m 1000 m 20 Gi 20 Gi 50 Gi 3 Yes
storage-os-master storage-os- 400 m 800 m 2 Gi 2 Gi 5Gi 3 Yes
(dedicated) master
n3xc6.m48
Table 7. n3xc6.m48 profile resource and licensing requirements
) License
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numlfer of entitlement
Name Requests replicas .
required
mtls-gw mtls-gw 100 m 1000 m 256 Mi 512 Mi 3
ingestion ingestion 2000 m 3200m 8 Gi 8 Gi 50 Gi 3 Yes
director director 50 m 200 m 256 Mi 512 Mi 3
storage (shared) storage 1800 m 2800 m 37 Gi 37 Gi 50 Gi 3 Yes
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Container . Memory . . Number of L!cense
Pod Name CPU Requests CPU limits Memory Limits PVC Size . entitlement
Name Requests replicas .
required
storage (dedicated) storage 1400 m 1800 m 35Gi 35Gi 50 Gi 3 Yes
storage-os-master storage-os- 400 m 1000 m 2Gi 2Gi 5 Gi 3 Yes
(dedicated) master
n3xc8.m64
Table 8. n3xc8.m64 profile resource and licensing requirements
. . Memory L. . Number of License
Pod Name Container Name | CPU Requests CPU limits Memory Limits PVC Size . entitlement
Requests replicas .
required
mtls-gw mtls-gw 100 m 1000 m 256 Mi 512 Mi 3
ingestion ingestion 3000 m 4200 m 8 Gi 8 Gi 50 Gi 3 Yes
director director 50 m 200 m 256 Mi 512 Mi 3
storage (shared) storage 2800 m 3800 m 53 Gi 53 Gi 50 Gi 3 Yes
storage (dedicated) | storage 2400 m 2800 m 49 Gi 49 Gi 50 Gi 3 Yes
storage-os-master |storage-os-master |400 m 1000 m 4 Gi 4 Gi 5Gi 3 Yes
(dedicated) (dedicated)

DataPower gateway deployment profile limits

The CPU and memory limits that are defined for each Gateway deployment profile.

The tables in this topic also show which containers require license entitlement. The sum of the CPU limits of the licensed containers, multiplied by the number of replicas
determine what you are charged. The formula is: <total licensed CPU limit> =

<total CPU limits of all licensed containers> * <number of replicas>.

Note: All profiles show PVC size as 30Gi, this is only required if the Token Management Service (TMS) is enabled. If TMS is not enabled, there is no PVC requirement.

nixcl.m8
Table 1. n1xc1.m8 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of License en.tltlement
Name Requests replicas required
gateway datapower 1000m 1000m 8Gi 8Gi 30Gi 1 Yes
nixc4.m8
Table 2. n1xc4.m8 profile resource and licensing requirements
Pod Name Container | (o) Requests |  CPU limits Memory | o mory Limits |  PVC size Numberof | License entitlement
Name Requests replicas required
gateway datapower 4000m 4000m 8Gi 8Gi 30Gi 1 Yes
n3xcl.m8
Table 3. n3xc1.m8 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl?er of License en‘tltlement
Name Requests replicas required
gateway datapower 1000m 1000m 8Gi 8Gi 30Gi 3 Yes
n3xc4.m8
Table 4. n3xc4.m8 profile resource and licensing requirements
Pod Name Container CPU Requests CPU limits Memory Memory Limits PVC Size Numl3er of License en‘tltlement
Name Requests replicas required
gateway datapower 4000m 4000m 8Gi 8Gi 30Gi 3 Yes

Network requirements for inter-subsystem communication

Plan how to secure the network communications between your API Connect subsystems.

API Connect provides various configuration options that are related to inter-subsystem communication.

Support load-balancer TLS termination by disabling mTLS and enabling JWT security
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If your network infrastructure requires that load-balancers implement TLS termination, then mTLS between API Connect subsystems can be disabled and JISON Web
Token (JWT) security can be used instead.

Note: Although mTLS is disabled, the network communication is still secured with standard TLS, which does not require passthrough to be enabled on the load-balancers.
The following communication flows can be secured with JIWT:

e Management initiated communication to portal, analytics, and gateway subsystems. From v10.0.5.3 and later.

e Analytics ingestion: The flow of API event records from the gateway to the analytics subsystem. From v10.0.5.4 and later.
Note: If the gateway is under a high transaction load and sending many API events to the analytics subsystem, the enablement of JWT might impact the
performance of your analytics subsystem. It is recommended to run performance tests under your expected analytics load before you decide to use JWT for the
analytics ingestion path.

With JWT enabled, the portal, gateway, and analytics subsystems verify the JISON Web Token (JWT) sent from the management subsystem when it initiates
communication with them. The analytics subsystem verifies the JWT sent from the gateway with incoming API event data. The subsystems that receive the token contact
a JSON Web Key Set (JWKS) URL to verify it. The JIWKS URL is hosted by the management subsystem, in a subpath of the management subsystem's platform REST API.
For more information about this feature, see Enable JWT security instead of mTLS.

Use services instead of routes (OpenShift) or ingresses (Kubernetes)

Note: This feature is available on Kubernetes and OpenShift deployments where the API Connect subsystems are within the same cluster. It is not available on two data
center disaster recovery deployments: Two data center deployment strategy on Kubernetes and OpenShift.

For inter-subsystem communication, API Connect uses routes on OpenShift and Ingresses on Kubernetes. Both routes and ingresses require the exposure of external
HTTPS endpoints. On API Connect deployments where all subsystems are in the same cluster, you can use services instead of routes or ingresses for inter-subsystem
communication. When API Connect is configured to use services, all inter-subsystem communications are kept within the cluster, providing greater security and reduced
load on external network infrastructure such as load-balancers.

In the context of inter-subsystem communication, the use of routes or ingresses is referred to as external communication, and the use of services is referred to as in-
cluster communication.

You select whether to use external or in-cluster communication when you register your portal, gateway, or analytics subsystems with the management subsystem.

For more information about this feature, see In-cluster service communication between subsystems.

Enabling mTLS on management to gateway communication

On Kubernetes and on OpenShift installations where the top-level CR is not used, mTLS can be enabled for management to gateway communication. To enable mutual TLS
between the Management client and the Gateway service’s manager endpoint, add mt1lsvalidateClient to the spec section:

spec:
mtlsValidateClient: true

This ensures that the gateway service authenticates incoming requests from the API Manager, such as gateway service registration, and publishing APIs to the gateway
service. Specifically, the gateway service requires that incoming requests present a certificate that was signed by the same CA that was used to sign the gateway service
management endpoint. The gateway service management endpoint secret is specified under gatewayManagerEndpoint.hosts.secretName. The API Manager’s
gateway client’s TLS credentials are specified in the ManagementCluster CR under gateway.client.secretName.

Note: In releases previous to 10.0.5.3, this property is called validateApimClient.

Note: On Cloud Pak for Integration and OpenShift where the top-level CR is used, mTLS enablement for management to gateway communication is not supported.

Management REST API CA certificate validation

The portal, gateway, and analytics subsystems make requests to the management subsystem through the REST API that is hosted by the management subsystem. This
communication is standard TLS, where each REST API endpoint has a server certificate that is presented to the client during TLS handshaking. For extra security,
validation of the management server certificate CA is enabled on all subsystems for new installations of API Connect v10.0.5.3 and later. If you are upgrading from an
earlier release, the steps to enable this feature are

Certificates used to secure inter-subsystem communication

For information about the management of the certificates that are used in the TLS and mTLS communications between subsystems, see Key Concepts: Cert-manager,
Issuers, and Secrets.

Enable JWT security instead of mTLS

When and how to use JWT security instead of mTLS.
Most of the network interactions between API Connect subsystems use mTLS. The communication flows in API Connect that are secured with mTLS are as follows:

e Management to portal. mTLS set by default.

e Management to analytics. mTLS set by default.

e Management to v5 compatible gateway. TLS set by default, mTLS can be enabled following Enabling mTLS on management to gateway communication.
e Management to Event gateway. mTLS set by default. Cloud Pak for Integration only.

e API gateway to analytics. mTLS set by default.

e V5 compatible gateway to analytics. mTLS is set and cannot be disabled.

e Event gateway to analytics. mTLS set and cannot be disabled. Cloud Pak for Integration only.

All other inter-subsystem communication uses TLS. For the communication routes that use mTLS, it is a requirement that all network infrastructure such as load-balancers
that are located between API Connect subsystems implement TLS passthrough (and not TLS termination).
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Use of ISON Web Token (JWT) security instead of mTLS allows for the deployment of API Connect in network infrastructures where TLS termination is enabled on load-
balancers that are located between subsystems. JWT provides application layer security between API Connect subsystems. The typical use-case for this feature is when
payload inspection of all network communications is required at network boundaries. The communication flows that support JIWT security are:

e Management to portal.

e Management to analytics.

e Management to API gateway.

e Management to v5 compatible gateway.

e API gateway to analytics. From v10.0.5.4 and later.

Note: It is not possible to use JWT and disable mTLS on the V5 compatible gateway to analytics message flow.

The management subsystem always sends a JWT when it initiates communication with the other subsystems, but by default the subsystems do not verify this IWT. When
JWT security is enabled, the subsystems verify the JWT by making a REST call to the JISON Web Key Set (JWKS) URL. The JWKS URL is hosted on the management
subsystem's platform REST APL.

To enable JWT verification, you update the subsystem CRs to specify the JWKS URL. To disable JWT verification, you update the subsystem CRs and delete the value of
the JWKS URL (leave it unset).

Note: For OpenShift users: The example steps in this topic use the Kubernetes kubectl command. On OpenShift, use the equivalent oc command in its place. If you are
using a top-level CR you must edit the API Connect cluster CR (the top-level CR), instead of directly in the subsystem CRs. If the subsystem section is not included in the
top-level CR, copy and paste the section from the subsystem CR to the top-level CR.

Disabling mTLS and enabling JSON Web Token (JWT) security

If you disable mTLS, you must enable JWT. It is not possible to configure API Connect with both mTLS and JWT disabled.

You disable mTLS on the portal, gateway, and analytics subsystems by setting the mt1svalidateClient property to false in the Custom Resources (CRs) of each
subsystem.

Note: By default, mtlsValidateClient is set to false on the gateway subsystem.

WhenmtlsvValidateClient is set to false, the subsystem does not verify the client's TLS credentials, but it does check for a valid JWT configuration. For example, to
disable mTLS and enable JWT for management to portal communication, edit the portal CR and set:

spec:
mtlsValidateClient: false
jwksUrl: <JWKS URL>

where <JWKS URL> is the jwksUr1l specified in the management subsystem CR status.endpoints section.
Using registration of the portal service in the Cloud Manager UI as an example, JWT works as follows:

1. Management subsystem establishes a TLS connection to the portal subsystem on the portal director admin endpoint, and sends a JWT to the portal.

2. Before the portal trusts the management subsystem, it first verifies the JWT it received. The JWT is verified by a call to a JISON Web Key Set (JWKS) URL.
3. The management subsystem receives the JWT verification request from the portal on its platform REST API, and responds that the JWT is valid.

4. The portal receives confirmation that the JWT is valid, and so it can trust the management subsystem and continue the registration process.

Note:
Datapower version 10.5.0.4 only: To enable JWT on the gateway to analytics communications flow, you also must add a dataPowerOverride section to the gateway
CR:

spec:
jwksUrl: <JWKS URL>
dataPowerOverride:
image: customregistry.com/custom-image-datapower:10.5.0.5
version: 10.5.0.5
license: X-XXXX-XXXXXX

To disable JWT security, either remove the jwksUrl property from the CR (and the dataPowerOverride if using gateway v10.5.0.4), or leave its value empty. If you
disable JWT, you must enable mTLS by setting mtlsvalidateClient to true.

Configuring the JWKS URL

60

The JWKS URL is defined as the platform API hostname with the following subpath appended: api/cloud/oauth2/certs. You can see what the JWKS URL is from the
status.endpoints section of the management CR, for example:

status:
endpoints:
- name: JjwksUrl
secretName: api-endpoint
type: API

uri: https://api.apic.acme.com/api/cloud/ocauth2/certs

Note: The JWT feature is intended for environments where the are load-balancers located between subsystems. If you are using the in-cluster communications feature

is not necessary. However, if you do want to use the JWT feature with in-cluster communications then the JWKS URL can be obtained following these steps:
1. Describe any API Connect pod:
kubectl describe pod <apic-pod>
2. In the pod describe output, search for APIC_PLATFORM API_SVC_ENDPOINT:
Containers:
apim:

Environment:
APIC_PLATFORM API_SVC_ENDPOINT: https://management-juhu.acme-v1005-020323.svc:2000/api
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3. The JWKS URL is the value of APIC_PLATFORM API_SVC_ ENDPOINT with /cloud/ocauth2/certs appended to it. If the APIC_PLATFORM_API_SVC_ENDPOINT
is missing the /api at the end, add api/cloud/ocauth2/certs instead. The path of the JWKS URL must always be api/cloud/oauth2/certs.

Key points and limitations of JWT security

e For API Connect deployments upgraded from a pre-v10.0.5.3 release, the behavior of each subsystem remains the same as it was before upgrade.

e Changing the JWKS URL on portal, and analytics subsystems causes pods to restart, and so a short subsystem outage. The gateway pod does not restart when the
JWKS URL is changed.

e On new installs of Cloud Pak for Integration and top-level CR OpenShift deployments, the JWKS URL is set automatically for the portal, gateway, and analytics
subsystems.

e You can have both mTLS and JWT enabled, although the analytics subsystem does not verify the JIWT if mTLS is enabled.

e The v5c gateway does not send a JWT to the analytics subsystem. This flow is secured by mTLS, which cannot be disabled.

e If you enable JWT for gateway to analytics communication, the ingestion of analytics data becomes dependent on the availability of the management subsystem (so
that the JWT can be verified). For more information about this limitation, see: JWT usage between gateway and analytics subsystems.

e Under high analytics ingestion loads, JWT enablement might impact the performance of the analytics subsystem. It is recommended to complete a performance
test under your expected analytics load before you decide to use JWT for gateway to analytics communication.

JWT usage between gateway and analytics subsystems

Because the analytics subsystem makes a REST call to the management subsystems to verify the JWT it receives from the gateway, analytics ingestion depends on the
management subsystem when JWT is enabled. The analytics subsystem caches the response from the JWKS URL so that it does not need to make a REST call to the
management subsystem every time API event data is received from the gateway. But the JWT verification cache does expire after 24 hours, and a new REST call to the
management subsystem is made to refresh the cache. The JWT dependency on the platform REST API means that an outage of the management subsystem does
eventually prevent the analytics subsystem from accepting new analytics API event records.

In-cluster service communication between subsystems

Key points and limitations of in-cluster inter-subsystem communication.

e In-cluster communication is only possible between subsystems that are in the same cluster.
e In-cluster communication cannot be used in two data center disaster recovery deployments, Two data center deployment strategy on Kubernetes and OpenShift.
e If you are upgrading from a pre-10.0.5.3 release, all existing subsystems continue to use external communication. If you want to change upgraded subsystems to
use in-cluster, then you must reregister them.
e If you are adding new subsystems to an upgraded deployment you can set the subsystems to use in-cluster communication, but you must use different
certificates and secrets for the subsystem endpoints. The default certificate and secret names for the subsystem endpoints are:
© Analytics: ai-endpoint.
o Portal: portal-admin
o Gateway: gwv6-manager-endpoint Or gw-gateway-manager
Do not use these same certificate and secret names if your additional subsystems are in the same namespace.
e After a portal, gateway, or analytics subsystem is registered with the management subsystem, to change the communication mechanism you must reregister the
subsystem. For more information on this procedure, see:

o OpenShift: Change inter-subsystem communication type.
Important: Backups of the management subsystem cannot be restored if the communication type of any registered subsystem is changed after the backup was
taken. Do not change the communication type of any of your subsystems if you might want to restore your management subsystem from a previous backup.
e If you customize any TLS certificates used for inter-subsystem communication, then to use in-cluster communication the TLS certificates must include the
service hostname in the DNS section of the SAN, for example:

X509v3 Subject Alternative Name: critical
DNS: ptladmin.mydomain.com, DNS: portal.apic.svc, DNS: portal.apic.svc.cluster.local

e On Cloud Pak for Integration, all subsystems are registered automatically during deployment with external communication specified.

Kubernetes ingress controller prerequisites

Describes the prerequisite settings for the ingress controller for a Kubernetes runtime environment.

Before you begin

Note: This article refers to third-party software that IBM does not control. As such, the software may change and this information may become outdated.
These instructions assume you have a working Kubernetes environment and understand how to manage Kubernetes. Kubernetes is a platform for automated deployment,
scaling, and operation of application containers across clusters of hosts, providing container-centric infrastructure. For more information, see https://kubernetes.io.

Kubernetes/ingress-nginx ingress controller ingress-config.yml settings
A Kubernetes deployment for IBM® API Connect requires the kubernetes/ingress-nginx ingress controller implementation (see
https://github.com/kubernetes/ingress-nginx) with SSL passthrough enabled.

API Connect v10 does not require Helm, so it is recommended to use Helm3 for the installation of the ingress controller. Follow these steps:

1. Create a file ingress-config.yaml where the following values are required:
Specify at least one SSL protocol; separate multiple protocols with a comma as shown in the example.

controller:

watchIngressWithoutClass: true
admissionWebhooks :
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enabled: false
config:
ssl-protocols: "TLSvl.2 TLSvl.3"
extraArgs:
annotations-prefix: ingress.kubernetes.io
enable-ssl-passthrough: true

You may use the following sample ingress-config.yml file to configure the ingress controller:

controller:
watchIngressWithoutClass: true
admissionWebhooks:
enabled: false
config:
hsts-max-age: "31536000"
keepalive: "32"
log-format: '{ "@timestamp": "$time_iso8601", "@version": "1", "clientip": "$remote addr",
"tag": "ingress", "remote user": "$remote_user", "bytes": $bytes_sent, "duration":
$request time, "status": $status, "request": "$request uri", "urlpath": "$uri",
"urlquery": "$args", "method": "$request_method", "referer": "$http_ referer",
"useragent": "$http user agent", "software": "nginx", "version": "$nginx version",
"host": "$host", "upstream": "$upstream addr", "upstream-status": "$upstream status"
}r
main-snippets: load module "modules/ngx_stream module.so"
proxy-body-size: "O"
proxy-buffering: "off"
server-name-hash-bucket-size: "128"
server-name-hash-max-size: "1024"
server-tokens: "False"
ssl-ciphers: HIGH:'!'aNULL: !MD5
ssl-prefer-server-ciphers: "True"
ssl-protocols: "TLSvl.2 TLSvl.3"
use-http2: "true"
worker-connections: "10240"
worker-cpu-affinity: auto
worker-processes: "1"
worker-rlimit-nofile: "65536"
worker-shutdown-timeout: 5m
daemonset:
useHostPort: false
extraArgs:
annotations-prefix: ingress.kubernetes.io
enable-ssl-passthrough: true
hostNetwork: true
kind: DaemonSet
name: controller
rbac:
create: "true"

2. Run the commands:

helm3 repo add ingress-nginx https://kubernetes.github.io/ingress-nginx
helm3 repo update
helm3 install ingress-controller ingress-nginx/ingress-nginx --namespace kube-system --values ingress-config.yaml

Kubernetes/ingress-nginx ingress controller config.map settings
To ensure that the IBM API Connect services have time to start, increase the proxy-read-timeout and proxy-send-timeout values, which are in seconds, in the
kubernetes/ingress-nginx ingress controller config.map to at least the following:

e proxy-read-timeout: "240"
e proxy-send-timeout: "240"

Depending on your environment, you might need to increase these further if the IBM API Connect services do not start. If there is a load balancer in front of the
worker nodes, then the load balancer configuration might also need to have extended timeouts.

System and Software Requirements
The system and software requirements are described in the Software Product Compatibility Reports. See Detailed system requirements for a specific product

Persistent Volume (PV) requirements

Review the persistent volumes (PVs) required by your API Connect installation.

The PV requirements for API Connect subsystems vary according to the number of subsystem nodes that are deployed, whether you are using two datacenter disaster
recovery (2DCDR) Two data center deployment strategy on Kubernetes and OpenShift, and other subsystem specific options.

Management subsystem

Table 1. Management PV requirements

Deployment profile | Number of PVs required
Single node (n1) 4
Three node (n3) 10
Note: An additional 4 PVs are required for upgrade of the n3 deployment profile. Replaced PVs can be deleted after successful upgrade.

Gateway subsystem

Only required where tokenManagementService is enabled:
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tokenManagementService:
enabled: true
storage:
storageClassName: $STORAGE_CLASS
volumeSize: 30Gi

Portal subsystem

Table 2. Portal PV requirements

Deployment profile Number of PVs required
Single node (n1), one datacenter 6
Three nodes (n3), one datacenter 18
Single node (n1), two datacenter 9 per datacenter
Three nodes (n3), two datacenter 27 per datacenter
Single node (n1), two datacenter, where other datacenter is three node (n3) | 13 in n1 datacenter, 23 in n3 datacenter
Three node (n3), two datacenter, where other datacenter is single node (n1) | 30 in n3 datacenter, 15 in n1 datacenter

Analytics subsystem

The number of PVs needed varies according to whether the persistent queue feature is used, and if internal storage is enabled Planning to disable internal storage.
Table 3. Analytics PV requirements

Deployment profile | Storage enabled | Storage disabled (ingestion only) | Extra PVs if persistent queue enabled

Single node (n1) 1 0 1

Three node (n3) 3 0 3
Note: The last column shows the PVs that must be added to those specified in the storage columns. For example, if you have an n1l profile with storage and persistent

queue enabled, then you need 2 PVs.

Load balancer configuration in a Kubernetes deployment

When deploying API Connect for High Availability, it is recommended that you configure a cluster with at least three nodes and a load balancer. A sample configuration is
provided for placing a load balancer in front of your API Connect Kubernetes deployment.

Before you begin

Note:

e This article does not apply to the IBM® DataPower® Gateway component that is a part of the IBM API Connect solution.
e This article applies to third-party software that IBM does not control. As such, the software may change and this information may become outdated.

About this task

API Connect can be deployed on a single node cluster. In this case the ingress endpoints are host names for which the DNS resolution points to the single IP address of
the corresponding node hosting a particular subsystem, and no load balancer is required. For high availability, it is recommended to have at least a three node cluster. With
three nodes, the ingress endpoints cannot resolve to a single IP address. A load balancer should be placed in front of an API Connect subsystem to route traffic.

Because it is difficult to add nodes once endpoints are configured, a good practice is to configure a load balancer even for single node deployments. With the load balancer
in place, you can easily add nodes when needed. Add the node to the list of servers pointed to by the load balancer and the ingress endpoints defined during installation of
API Connect can remain unchanged.

To support Mutual TLS communication between the API Connect subsystems, configure the load balancer with SSL Passthrough and Layer 4 load balancing. In order for
Mutual TLS to be performed directly by the API Connect subsystems, the load balancer should leave the packets unmodified, as is accomplished by Layer 4. Following is a
description of the communication between the endpoints that are configured with Mutual TLS:

e API Manager (with the client certificate portal-client) communicates with the Portal Admin endpoint portal-admin (with the server certificate portal-admin-ingress)
e API Manager (with the client certificate analytics-ingestion-client) communicates with the Analytics Ingestion endpoint analytics-ingestion (with the server
certificate analytics-ingestion-ingress)

Note: From v10.0.5.3, it is possible to disable mTLS and use JWT instead, which allows the load-balancers to do TLS termination. For more information, see Enable JWT
security instead of mTLS.

Set endpoints to resolve to the load balancer
When configuring a load balancer in front of the API Connect subsystems, the ingress endpoints are set to host names that resolve to a load balancer, rather than to
the host name of any specific node. For an overview of endpoints, see Deployment overview for endpoints and certificates.

Use these example topologies as a guideline to determine the best way to configure the load balancer for your deployment.

Procedure

¢ Kubernetes cluster with wildcard DNS
In this example, API Connect is deployed to a Kubernetes cluster with three master and six worker nodes. The master nodes have the Kubernetes API server
listening on port 6443. The Kubernetes API Server is used for communicating with the kubectl command line interface. Note that it is generally not necessary for
the Kubernetes API server (on port 6443 in this example) to be exposed outside the cluster through the load balancer, this is just one possible setup shown here.
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The kubernetes/ingress-nginx ingress controller is deployed as a daemonset, so that every worker node in the cluster has an ingress controller pod listening on port
443. The API Connect subsystems (API Manager, Developer Portal, Analytics and Gateway) are all deployed on this same cluster.

Note:
o When you configure a load balancer in front of a Management subsystem, specify timeouts of at least 240 seconds. Note that large deployments might need
larger values.

The default timeout is typically 50 or 60 seconds, which is not long enough to avoid 409
Conflictor 504 Gateway Timeout errors. The 409 Conflict error can occur when the time needed to complete an operation is sufficiently long that a
second request gets issued.

For example, to specify 240 seconds when using HAProxy as a load balancer, set timeout
client and timeout server to240000.

Best practice is to ensure that the same values are specified for the timeout settings for the load balancer and for the Kubernetes ingress controller. The
ingress controller timeout settings are set in the ingress controller config.map. For more information, see the proxy-read-timeout and proxy-send-
timeout settings in Kubernetes ingress controller prerequisites .

o Ensure that the load balancer is configured to support the cipher TLS_ECDHE RSA WITH AES256_GCM SHA384 (0xc030).
When the Developer Portal, as a client, calls back to platform-api-endpoint or consumer-api-endpoint of the management subsystem, it sends only a single
cipher in the Client Hello. The cipher is TLS_ECDHE_RSA_ WITH_AES256_GCM SHA384 (0xc030).The SSL Handshake will fail if this cipher is not
configured (supported) on the client's load balancer.

A host running HAProxy acts as the load balancer, with a configuration for proxies in the HAProxy configuration file such as:

defaults
log global
mode http
option httplog
option dontlognull
timeout connect 5000
timeout client 240000
timeout server 240000
errorfile 400 /etc/haproxy/errors/400.http
errorfile 403 /etc/haproxy/errors/403.http
errorfile 408 /etc/haproxy/errors/408.http
errorfile 500 /etc/haproxy/errors/500.http
errorfile 502 /etc/haproxy/errors/502.http
errorfile 503 /etc/haproxy/errors/503.http
errorfile 504 /etc/haproxy/errors/504.http

frontend apiservers
bind *:6443
mode tcp
option tcplog
option forwardfor
default_backend k8s_apiservers

frontend ingress
bind *:443
mode tcp
option tcplog
option forwardfor
default_backend k8s_ingress

backend k8s_apiservers
mode tcp
option tcplog
option ssl-hello-chk
option log-health-checks
default-server inter 10s fall 2
server clusterl-master-1 10.169.241.226:6443 check
server clusterl-master-2 10.169.241.163:6443 check
server clusterl-master-3 10.169.241.153:6443 check

backend k8s_ingress
mode tcp
option tcplog
option ssl-hello-chk
option log-health-checks
default-server inter 10s fall 2
server clusterl-worker-1 10.169.241.142:443 check
server clusterl-worker-2 10.169.241.150:443 check
server clusterl-worker-3 10.169.241.188:443 check
server clusterl-worker-4 10.169.241.196:443 check
server clusterl-worker-5 10.169.241.168:443 check
server clusterl-worker-6 10.169.241.156:443 check

A wildcard DNS record allows the resolution of * . example. com to the IP address of the HAProxy host.

The ingress endpoints are defined in the CRs (custom resources) for each API Connect subystem. During configuration of each subsystem, you define the endpoint
by specifying a host name $STACK_HOST in the CR. For configuration instructions, see Installing the APT Connect subsystems.

You can view the endpoint definitions in sample CRs:

o [Installing the Management subsystem cluster
o Installing the Developer Portal subsystem
o Installing the Analytics subsystem

Installing the DataPower Gateway subsystem

The following diagram illustrates the wildcard DNS example:

¢}
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¢ Kubernetes cluster without wildcard DNS
This example uses the same topology as the previous one, except that there is no wildcard DNS resolution. Instead, individual DNS records are added, all pointing
to the IP address of the load balancer. For example: portal .example.comand admin.portal.example.com resolve to the IP address of the load balancer.

¢ Kubernetes cluster with xip.ioornip.io
This example uses the same topology as the first one, except that there is no specific DNS resolution configured and instead a service such as xip.io ornip.io
provides wildcard DNS resolution. It is not recommended to use this approach for a production setup, as the ingress endpoints configured during installation of API
Connect would be tied to the IP address of the load balancer. This approach can be useful when configuring a test deployment in situations where access to DNS
records is not practical or would introduce delay in the deployment.

Firewall requirements on Kubernetes

Diagram for port configuration, and list of active ports, for an IBM® API Connect deployment on Kubernetes.

Required Ports between zones

The following network diagram example helps to explain which ports must be configured in an API Connect network. Specific ports must be configured to enable the
communication between the various zones, both public and private, in a network.

The ports specified in the diagram are default ports. Check your deployment to understand which communication, if any, is configured to use non-default ports.
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Table 1. Key for the network diagram example.
The following table lists the port numbers with a usage description.

Usage description Default port number
1 API request/response — Users invoking the provided APIs. 443 HTTPS from Public zone to Gateway zone
2 DataPower® administration — Internal operators who are managing the 22 SSH, 9090 HTTPS from Protected zone to Gateway zone
Gateway servers.
3 API Manager — Internal business users who are defining and monitoring 443 HTTPS from Protected zone to Management zone
APIs.
4 Cloud Manager — Internal operators who are administering the Cloud. 22 SSH, 443 HTTPS from Protected zone to Management zone
5 Developer Portal administration — Internal operators who are managing the |22 SSH, 443 HTTPS from Protected zone to Management zone
Portal servers.
6 Gateway servers post traffic to Analytics service. 443 HTTPS from Gateway servers to Analytics service
7 Push configuration — Management servers communicate bi-directionally 3000 and 443 HTTPS Management servers to and from Gateway servers
with Gateway servers. for webhook delivery. Port 3000 is the default port for apic-gw-service,

and this is the port Management uses to communicate with Gateway.
Port 443 is the default port for the platform-api endpoint, which apic-
gw-service uses to communicate with Management.

URL, port, host name or path is allowed.

8 Push configuration/webhooks — Management servers push configuration 443 HTTPS Management servers to Developer Portal servers for
and webhooks to the Developer Portal. webhook delivery

9 Pull configuration/make API calls — Developer Portal servers pull 443 HTTPS from Developer Portal servers to Management servers within
configuration and call REST APIs. Management zone

10 Developer Portal — External developers who are accessing the Developer 443 HTTPS from Public zone to Developer Portal management zone. The
Portal. reverse proxy/DataPower WAF for incoming web traffic to the Developer

Portal cluster must be a transparent proxy - no modification of the portal

microservice code push.

11 Push API definition to Management server. Pick up credential for 443 HTTPS from Protected zone to Management zone
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Usage description Default port number

12 Analytics offload Port will depend on type of plugin and protocol used for the offload.
Some possible protocols are: HTTP, HTTPS, TCP, UDP, KAFKA
13 Analytics accesses NTP Standard NTP
14 Analytics access DNS Standard DNS
15 Management service queries Analytics service 443 HTTPS within Management zone
16 The Portal service invokes an API (GET) on the Analytics service to retrieve | 443 HTTPS within Management zone
data.
17 External billing service — Management cluster connecting to external billing | 443 HTTPS from Management zone to Public zone

service (when configured for billing). If you are using Stripe as your external
billing service, you must enable connections with the Stripe API at:

https://stripe.com/files/ips/ips_api.json. You can also view the Stripe IP
addresses at the following URL: https://stripe.com/docs/ips.

18 Developer Portal cluster must be able to access its own site endpoints. 443 HTTPS from Portal zone to Public zone

Firewall port requirements on Kubernetes

The following tables lists ports that must be open in both cluster and non-clustered deployments.

Table 2. Firewall port requirements common to all subsystems

Subsystem Ports and description

Ports that must be open on all API Connect The following ports must be open on the Management Server, Analytics, and Developer Portal subsystems, whether in
subsystems a cluster or not.

e 22 (outbound) Used for SFTP backups on Management and Portal subsystems

e 53 (outbound) DNS

e 123 (outbound) NTP

e 443 (inbound and outbound) Used by all subsystems for communication with other subsystems
e 44135 (inbound and outbound)

Each subsystem uses ports in addition to the ports in Table 2. See the following table.

Table 3. Additional firewall port requirements for each subsystem

Subsystem Ports and description

Management Management Service uses the ports in Table 2 plus:
Service

e 22 remote backup server port (configurable)
If backups are configured to use another port, ensure that the port is open.

e 161 (inbound) SNMP
e LDAP server port (if using LDAP user registry), typically 389 (outbound)
e 3007 (outbound) LDAP

The Automated test behavior application must be able to invoke (outbound) any port that a test system might present an API on. It can be bound to a
particular port (if it is the same in all environments) or to a range of ports (to cover all of the ports it might invoke).

Developer Portal | The Developer Portal uses the ports listed in Table 2, plus:

e 22 - Aremote backup server port (configurable)
If backups are configured to use another port, ensure that the port is open. See Backing up and restoring the Developer Portal in a Kubernetes
environment.

Analytics The Analytics subsystem uses the ports listed in Table 2.

Analytics port usage considerations:

e 161 for SNMP is required for both non-clustered and clustered deployments
e Inanon-clustered deployment, no additional ports are required.
e Analytics supports an optional configuration for offload of data. This configuration might require additional outbound ports to be open.

Gateway Server |[The Gateway Server uses these ports in both non-clustered and clustered deployments:

e 161 (inbound and outbound) SNMP

e 162 (outbound) SNMP traps

* 3000 (inbound) Gateway Service local port (configurable)

e 5550 (inbound) XML management port (configurable)

e 5554 (inbound) REST management port (if enabled; configurable)
e 9022 (inbound) Gateway SSH (if enabled; configurable)

® 9090 (inbound) Web GUI console (if enabled; configurable)

e 9443 (inbound) Gateway local port (configurable)

Communications inside the Gateway cluster

There are a number of important points to note regarding the communications within the Gateway cluster.

e We advise that you use the same port for all Gateway servers within a cluster.

e Gateway servers communicate with each other to synchronize invocation counts.

o All Gateway servers in a Gateway cluster must be able to reach all of the other Gateway servers in the same Gateway cluster.
e Gateway servers in a Gateway cluster do not directly communicate with Gateway servers in a different Gateway cluster.

IBM API Connect 10.0.5.x LTS 67


https://stripe.com/files/ips/ips_api.json
https://stripe.com/docs/ips

e All Gateway servers must be able to reach the management subsystem platform API endpoint, which was configured during the installation of your API Connect
environment.

Ethernet interface usage

To separate network traffic, you can use two or more Ethernet interfaces on the DataPower appliance on which a Gateway server is installed. For example, you can use one
interface for internal IBM API Connect communications, and another for processing incoming API calls.

Port requirement for Stripe billing service

All Management servers and Developer Portal servers must be able to communicate HTTPS content with the external billing service when billing is configured. If you are
using Stripe as your external billing service, you must enable HTTPS communication on port 443 with the Stripe API: https://stripe.com/files/ips/ips_api.json.
Note: API Connect does not support using webhooks with Stripe. You can see a list of the Stripe IP addresses at: https://stripe.com/docs/ips.

Related concepts

¢ Installing and maintaining IBM API Connect

Related reference

e IBM API Connect Version 10 software product compatibility requirements

Planning your analytics deployment

Plan your IBM® API Connect analytics deployment by reviewing options for topology, data modifications, and storage.

Planning your Analytics topology is an important step in ensuring a successful and scalable solution. After you plan your overall API Connect topology, plan the analytics
subsystem deployment by:

¢ Planning the analytics profile, storage class, and storage type

Begin planning your IBM API Connect analytics deployment by choosing a deployment profile, a Kubernetes storage class, and an OpenSearch storage type.
¢ Planning to modify your incoming analytics data

Review how you can optionally customize the analytics data in your IBM API Connect analytics deployment before storing it.
¢ Estimating internal storage space

If you plan to store data locally in your IBM API Connect analytics deployment, estimate disk space requirements.

Planning the analytics profile, storage class, and storage type

Begin planning your IBM® API Connect analytics deployment by choosing a deployment profile, a Kubernetes storage class, and an OpenSearch storage type.

Deployment profile

Decide which deployment profile you want to use, the available profiles are listed on Analytics component deployment profile limits.

Kubernetes storage class

Before you install analytics, you must choose a storage class. Ceph, Block, and Local Volume are all supported; however, Local

Volume is most suitable for analytics. The analytics subsystem provides internal data replication and HA support, so the additional HA capabilities that Ceph or Block
storage might give you are not needed. In addition, analytics requires a high throughput of disk I/O operations to successfully handle the analytics data load from the
gateway. Local Volume is the best-performing option in this area.

Note: GlusterFS storage is not supported for analytics. If you use this option, you might encounter severe performance degradation, and possibly loss of data.

OpenSearch storage type

Note: Storage type selection is available on three replica deployments only. On a one replica deployment, only shared storage is available.
API Connect provides two OpenSearch storage types:

e Shared storage
A single pod provides data storage and OpenSearch cluster management. Shared storage is the default option, and the only option on a one replica deployment.

¢ Dedicated storage
OpenSearch data storage and cluster management functions are split, and run in separate pods on each worker node:
© storage-os-master - Runs an OpenSearch "manager eligible" node that manages the OpenSearch cluster, but does not store any API event data.
o storage - Runs an OpenSearch "data" node that stores API event data.

Dedicated storage facilitates horizontal scaling to support greater analytics data storage and throughput. Add worker nodes and increase the number of storage pod
replicas in order to scale horizontally (you do not need to increase the number of storage-os-master replicas). Dedicated storage also provides greater stability and
allows some OpenSearch configuration changes to be made without downtime.

You can change storage type after installation, see Changing storage type between shared and dedicated.
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Planning your topology

Determine the topology of your IBM® API Connect analytics deployment according to your needs.

Default topology

The default topology for analytics is useful for many organizations. It provides you with business analytics and metrics in the API Manager UL, and consumer analytics in
portal UL It is suitable for production environments and is easily scalable.

The default topology contains the following microservices:

e osinit: OpenSearch initialization job.

e director: NodeJS microservice handling inbound communication, service registration, proxies calls to storage and ingestion services.

e ingestion: Logstash-based data pipeline for receiving and routing data to internal or external storage.

e mtls-gw: OpenResty-based service for routing ingress traffic to director or ingestion.

e storage: OpenSearch-based service for writing, reading, and storing the data.

® storage-os-master: If dedicated storage type is selected, storage-os-master manages the OpenSearch cluster, allowing the storage service to be
dedicated to analytics data storage.

For the complete list of available microservices, see Analytics pods and PVCs.

Offload topology

The offload topology disables local storage of API Connect analytics data. Instead, the data is sent to a third-party system, and it is not viewable in the API Connect UIs.
The offload topology contains the following microservices:

e director: NodeJS microservice handling inbound communication, service registration, proxies calls to storage and ingestion services.
e ingestion: Logstash-based data pipeline for receiving and routing data to internal or external storage.
¢ mtls-gw: OpenResty-based service for routing ingress traffic to director or ingestion.

For information about configuring offload settings, see Planning to offload data to a third-party system.

Internal and external storage topology

You can also have both internal storage and offload enabled, so that you can view your analytics data in the API Connect UIs, and store the data externally. This topology
has the same set of microservices as the default topology.

For more information about disabling internal storage, see Planning to disable internal storage.

Analytics pods and PVCs

See the complete list of pods and physical volume claims that comprise an API Connect analytics deployment.

Table 1 provides the name and a brief description of each microservice.

Table 1. Analytics microservices

Name Description
osinit OpenSearch initialization job.
director NodeJS microservice handling inbound communication, service registration, proxies calls to storage and ingestion.
ingestion Logstash-based data pipeline for receiving and routing data to internal or external storage.
mtls-gw OpenResty-based service for routing ingress traffic to client or ingestion.
storage If the shared storage type is selected, the storage pods contain both your analytics data and the OpenSearch cluster management processes. If the
dedicated storage type is selected, the storage pods contain just the analytics data.
StOiage'Os' If the dedicated storage topology is selected, the storage-os-master pods are created and manage the OpenSearch cluster in your deployment.
master

Table 2. Analytics PVCs

Name Description
data-analytics-storage- A PVC is created for each analytics storage pod. <integer> is the replica number, starting from 0.
<integer>
data-analytics-storage-os- If dedicated storage type is selected, then the storage-os-master PVCs are created for the storage-os-master pods.
master-<integer>
data-analytics-ingestion- If the persistent queue feature is enabled, a PVC is created for each ingestion pod. <integer> is the replica number, starting
<integer>

from 0. See Configuring the persistent queue.

Planning to offload data to a third-party system

Considerations for offloading data from your IBM® API Connect analytics deployment to a third-party system.

The analytics event data that sent from the gateway to analytics can be offloaded to a third-party service in real-time. The third-party service can provide enhanced
monitoring, alerting, storage, and analysis, in addition to what the built-in analytics subsystem provides. Multiple target systems are supported, and the data can be
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modified before offloading.
APIC supports offloading analytics data to the following third-party systems:

e HTTPs endpoints
e OpenSearch

e Elasticsearch

e Apache Kafka

e Syslog servers

For instructions on configuring your offload settings, see Kubernetes - Offloading data to a third-party system, OpenShift - Offloading data to a third-party system.

If you do not need internal storage and want to use only the third-party system for working with your analytics data, consider disabling internal storage entirely as
explained in Planning to disable internal storage.

Planning to disable internal storage

Review considerations for disabling local storage and offloading all data in your IBM® API Connect Analytics deployment.

The Analytics subsystem provides a complete solution for routing, storing, and viewing the analytics data. However, you might not need the internal storage and viewing
solution, especially if you are primarily using a third-party system for data offloading. In this scenario, you can greatly reduce your CPU and memory costs by disabling the
internal storage and viewing components.

With this approach, data that is offloaded is not viewable in the API Manager and Developer Portal Uls.
When you disable internal storage for analytics data, the following microservices are disabled:

® osinit
® storage
Important: The disablement of internal storage must be set in the analytics CR yaml file before installation. It is not possible to disable or re-enable internal storage after

installation.
For the steps to disable internal storage, see Kubernetes - Disabling internal storage, OpensShift - Disabling internal storage.

Planning to modify your incoming analytics data

Review how you can optionally customize the analytics data in your IBM® API Connect analytics deployment before storing it.

You can create filters to customize the analytics API event data before it is sent to internal storage or offloaded to a third-party system. Filters allow you to add new fields,
modify existing fields, or remove fields from the data. You can do this globally for the entire analytics subsystem, or you can do it conditionally for a specific API. By
default, filters are defined at the global level, so unless you include conditionals, changes are applied to every piece of data flowing through the pipeline.

For information on adding filters to the analytics CR to modify your data, see Kubernetes - Modify incoming analytics data, OpenShift - Modify incoming analytics data.

What fields can you modify?

The fields that are available for you to interact with are described in API event record fields. Each API defined in the Management subsystem and published to your
Gateway has its own success and error log policies. The log policy settings determine what data is available for customization. Be sure to verify the existence of a field
before trying to modify it; otherwise your pipeline might fail.

Modifying fields is a complex operation and can cause problems with your data. It is highly recommended that you remove fields entirely (instead of modifying them) if you
need to sanitize data. If you want to change the format of an existing field, you should create a new, unique field.

Important: Do not change the data type of existing fields or modify fields critical to the analytics subsystem's operations and access control. Doing so can cause problems
with retrieving or storing data. The following fields are restricted (note that there might be other fields that are not included in this list):

e org_id

e catalog_id

e space_id

e developer_org_id
e datetime

¢ @timestamp

The service for the data pipeline is based on Elastic Logstash, which provides a set of predefined filter plugins that you can use for modifying data. However, the plugins
are third-party software that IBM does not control, so IBM cannot guarantee support for them.

Estimating internal storage space

If you plan to store data locally in your IBM® API Connect analytics deployment, estimate disk space requirements.

This information applies only to data that is stored in API Connect analytics and not to data that is offloaded to a third-party system. The formula and guidelines are based
on known information about how the analytics service stores data, and cannot be directly applied to any other storage system.

Use the following guidelines to calculate a rough estimate of the amount disk space you need for storing stateful data in the API Connect analytics microservices.
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Data storage: calculate how much data you want to store

The amount of disk space needed for storing analytics data is determined by the following factors:

Number of copies of the analytics data
Each copy of the analytics data must live on a separate node. The number of nodes in your deployment (based on your chosen profile in Planning the analytics
profile, storage class, and storage type) determines the number of copies of analytics data that is stored in your deployment. With the three replica deployment
profile, analytics data is replicated to three nodes (two replicas and one primary copy of the data) for storage. In the one replica profile, you only need to store one
copy of the data.
Number of copies of data:

Copies of data = [1 | 3]

Number of days that data is retained
By default, analytics data is retained for 90 days, but you can modify the retention setting as needed. Make sure you know how long you want to store the data
before attempting to calculate required disk space.
Number of days that data is retained:

Data retention = [90 days | preferred length]

Amount of each type of data stored
The required storage space for each type of logging is highly dependent on your APIs and usage. For each AP, you can configure activity logging for the API activity,
header, and payload. You can also customize the data to add, redact, or remove fields, which also impacts the amount of data that you store.
To estimate storage needs, calculate the average size of each type of log. When calculating your estimates, remember that the header logging size is the sum of
activity logging size and the average size of your headers. The payload logging size is the sum of the header logging size and the average size of your payloads.
Typically the average size of an activity logged event is 600-1000 bytes depending on the uniqueness and complexity of your analytics data. This number is highly
dependent on your APIs and your implementations. For a rough estimate, you can use an average of 800 bytes per activity logged event.

If you choose to add fields, calculate the average size of the new fields as well, and add that number to all types of log policies. If you choose to remove fields, you
should not subtract this size from the log policies unless you are also removing headers and/or payloads.

Amount of each type of data that is stored:

Activity log bytes per call = [600-1000 bytes]
Header log bytes per call = Activity log bytes per call + Average size of headers
Payload log bytes per call = Header log bytes per call + Average size of payloads

Percentage of each type of data
Estimate the percentage of each type of log (activity, header, payload) for all API calls.
If you follow best practices of using only activity logging for production environments and using only payload logging for test environments, this number is easy to
determine. If you use different log policies per API, and they depend on "success" or "error" factors, the percentage is more difficult to determine. Typically, if you
do not use an all-or-nothing method for logging, error rates range from 3% to 25% with subsequent payload logging in test and production environments. However,
this is entirely dependent on your use case and your APIs.

Percentage of each type of data that is stored:

% of Activity log = [0, 100 or other estimate]
% of Header log = [0, 100 or other estimate]

% of Payload log = [0, 100 or other estimate]

Estimated number of API calls per month
When planning your API Connect deployment, this number is helpful. When estimating analytics storage, this number is vital because it is directly correlated to how
much storage you need for your deployment.
If you do not know the number of calls per month, but you do know the number of calls per second, use the following formula to convert it to calls per month:

Calls per month = Calls per second * 86400 seconds per day * 30 days per month

Number of API calls per month:

Calls per month = [any estimate]

Calculating your disk space requirement

Estimate the disk space requirement for each storage node by completing following calculations.

Formula

Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) + (% of
Payload Log * Payload Log bytes per call)

Calls per retention period = Calls per month * (Number of days retained / 30 days per month)

Storage for API calls = Calls per retention period * Bytes per call * Copies of data

Total storage = Storage for API calls + Overhead

Storage per node = Total storage / Nodes

Details

1. Bytes per call:
Estimate the number of bytes that are logged for a single copy of each API call. This can be calculated from the prerequisites of the percentage of each data
type and the amount of each data type stored.

Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) +
($ of Payload Log * Payload Log bytes per call)

2. Calls per retention period:
Calculate the anticipated number of API calls per retention period. This can be calculated from the prerequisites of the estimated calls per month and your
desired data retention.
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Calls per retention period = Calls per month * (Number of days retained / 30 days per month)

w

Storage for API Calls:
Calculate the storage needed for all copies of your api calls for your retention period. This can be calculated from steps 1 and 2, as well as the prerequisite of
your total copies of your data.

Storage for API calls = Calls per retention period * Bytes per call * Copies of data

b

Total Storage:

Calculate the total storage you need by adding buffer space to the value from step 3. The analytics service requires some overhead space to complete its
operations; for example, to contain system data and temporary debug header or payload logging. In addition, allowing extra space provides a buffer in case
you underestimated the number of calls, or experience an unexpected increase.

There is no specific value for the buffer because it's based on your own situation. One approach is to use a value that rounds the Storage for API calls result
from step 3 to the next whole number. Make sure the rounding leaves you with a comfortable amount of additional space. For example, if the result from step
3is 380 GB, then adding 20 GB to reach 400 GB is probably not sufficient and you should consider rounding to a larger value such as 500 GB.

Total storage = Storage for API calls + Buffer

5. Storage per node:
Calculate the total storage amount required per storage node. The number of storage nodes is dependent on your deployment profile. For the one replica
profile, use 1. For the three replica profile, it defaults to 3. If you manually scaled the storage microservices to be greater than 3, use your actual values.

Storage per node = Total storage / Nodes

Remember: This result is only an estimate. You should monitor the use of space over time and adjust storage as needed.
Save this information for when you are updating the analytics CR for your installation. Kubernetes - Creating the analytics CR, OpenShift - Analytics CR settings

Example
Deployment information:

Copies of data = 3

Data retention = 90 days

Activity log bytes per call = 850 bytes
Header log bytes per call = 15k bytes
Payload log bytes per call = 30.5k bytes
% of Activity log = 100%

% of Header log = 0%

% of Payload log = 0%

Calls per month = 64 million

Formula:
Bytes per call = (% of Activity Log * Activity Log bytes per call) + (% of Header Log * Header Log bytes per call) + (% of
Payload Log * Payload Log bytes per call)
Calls per retention period = Calls per month * (Number of days retained / 30 days per month)
Storage for API calls = Calls per retention period * Bytes per call * Copies of data
Total storage = Storage for API calls + Overhead
Storage per node = Total storage / Nodes
Details:

1. Bytes per call = 850 bytes

(100% of Activity Log * 850 bytes) + (0% of Header Log * 15k bytes) + (0% of Payload Log * 30.5 bytes)

2. Calls per retention period = 192 million calls

64 million calls per month * (90 days retained / 30 days per month)

w

Storage for API calls = 489.6 GB

192 million calls per period * 850 bytes per call * 3 copies of data

4. Total storage = 600 GB

489.6GB storage + Buffer
Since rounding to 500 GB only provides 10.4 GB of extra space, consder rounding to 600 GB instead.

5. Storage per node = 200 GB

600GB Total storage / 3 nodes

In this example, the estimated disk needed on each node for storage microservices is 200GB.

Two data center deployment strategy on Kubernetes and OpenShift

An overview of the two data center disaster recovery deployment strategy in API Connect.

The two data center disaster recovery (2DCDR) deployment configuration provides continuous replication of the management and portal subsystem databases to a warm-
standby deployment in another data center.

Important: The 2DCDR deployment adds complexity to the API Connect installation procedures, and all subsequent maintenance procedures such as backup, restore, and
upgrade.

2DCDR is only recommended if you are concerned about a complete site outage, and want to be able to switch to standby management and portal subsystems in a
different data center as quickly as possible.
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The following list covers some scenarios where 2DCDR might appear to be the best strategy, but simpler alternatives are available:

e If you are concerned about a gateway outage due to data center failure.
In this case, you can create a gateway service in a different data center and register it with the management subsystem in your main data center. If your main data
center fails, your remote gateway continues to processes calls to your published APIs.

e If you are concerned about a management or portal subsystem failure (rather than a complete data center failure).
In this case, you can use the disaster recovery procedures to restore the management and portal subsystems.

e If you are concerned about your users not being able to access the management and portal subsystems during a data center outage.
In this case, you can maintain another data center as a cold-standby, where you have the API Connect CR YAML files, custom secrets, and database backups ready
for deployment and restoration.

The cold-standby data center must have the same network configuration as your main data center so that all the endpoints in your management and portal
subsystem backups are valid there.

Copy your management and portal CRs, custom secrets, and database backups to your cold-standby data center as regularly as you take these backups.

Key points of the two data center disaster recovery (DR) solution

e Two data center DR is an active/warm-standby deployment for the API Manager and Developer Portal services, and must use manual failover.

e Two DataPower® Gateway subsystems must be deployed to provide high availability for the gateway service. However, this scenario doesn't provide high availability
for the analytics service.

¢ If high availability is required for the analytics service, two analytics subsystems must be configured, one per gateway subsystem, but with this configuration
Developer Portal analytics isn't possible.

e Data consistency is prioritized over data availability.

e Each data center must be setup within its own Kubernetes or OpenShift cluster.

e Latency between the two data centers must be less than 80 ms.

e Replication of the API Manager is asynchronous, so it is possible that the most recent updates do not transfer to the warm-standby data center if there is an active
data center failure.

e Replication of the Developer Portal is synchronous, and therefore the latency is limited to 80 ms or less.

e The API Manager and the Developer Portal services in the two data centers must use the same deployment profile.

e The deployment in each data center is effectively an instance of the same API Connect deployment - therefore, the endpoints, certificates, and Kubernetes secrets
must all be the same.

e Itis not possible to use the Automated API behavior testing application (Installing the Automated API behavior testing application) in a two data center disaster
recovery configuration.

Deployment architecture

A two data center deployment model is optimized for data consistency ahead of data availability, and must use manual failover when a fault occurs. For high availability of

topology.

For a single Kubernetes cluster to span multiple data centers the network latency must be no more than a few milliseconds, typically less than 10 ms. This low latency is
often unachievable between geographically separated data centers. For this reason, the two data center disaster recovery solution requires that each data center is set up
with its own Kubernetes cluster. The Management and Portal subsystem databases are continually replicated from the active datacenter to the warm-standby datacenter,
this requires a network latency between the two data centers of less than 80 ms.

To achieve high availability for the DataPower Gateway, you must deploy two gateway subsystems. One subsystem in the active data center, and a separate subsystem in
the warm-standby data center. Publish all Products and APIs to both gateway subsystems. The gateway subsystems are independent, and so are insulated if an issue
occurs in one of them. A global dynamic router can then be used to route traffic to one gateway subsystem or the other. If high availability is also required for the analytics
service, two analytics subsystems must be configured, one per gateway subsystem, but with this configuration Developer Portal analytics isn't possible.

There can be multiple Developer Portal services in an API Connect deployment (although still only one Developer Portal site per Catalog).

The deployment in each data center is effectively an instance of the same API Connect deployment — as the database is replicated, all of the configuration is also shared.
Therefore, the endpoints, certificates, and Kubernetes secrets all need to be the same.

Dynamic routing
Note: A dynamic routing device, such as a load balancer, is required to route traffic to either data center. However, neither this device nor its configuration is part of
the API Connect offering. Contact IBM Services if you require assistance with configuring a dynamic router.
The dynamic router configuration must handle the traffic between the subsystems and between the data centers. For example, the consumer API calls from the
Developer Portal to API Manager must transfer through a dynamic router so that the Developer Portal can use a single endpoint regardless of which data center API
Manager is active in. The same is needed for calls to the Platform and Admin APIs from the other subsystems, as well as for incoming UI traffic for the Developer
Portal UI, Cloud Manager UI, and API Manager UI.

The dynamic router must support SSL passthrough, so that it routes the Mutual TLS (mTLS) connections between API Manager and the Developer Portal, and
between API Manager and the DataPower Gateway. The router should not do TLS termination, it should do layer 4 based routing by using SNI.
Note: From v10.0.5.3, it is possible to disable mTLS and use JWT instead, which allows the load-balancers to do TLS termination. For more information, see Enable
JWT security instead of mTLS.

Service status
When a failure occurs, it is common practice to display an interstitial system outage web page. The dynamic router can be configured to display this web page when
there is a failure, while the manual failover to the warm-standby data center is taking place.

Deployment-profiles
Both one replica and three replica deployment profiles can be used with two data center DR, but they must be the same at each data center. For more information
about the deployment-profiles, see Planning your deployment topology on Kubernetes, and Requirements for initial deployment on VMware.

For more information about a two data center DR deployment, see the following topics:

Kubernetes and OpenShift
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e Installing a two data center deployment on Kubernetes
o Converting a single data center to a two data center deployment on Kubernetes

e Maintaining a two data center deployment (including information about normal operation data flows)
o How to failover API Connect from the active to the warm-standby data center

Recovering from a failover of a two data center deployment

Backup and restore requirements for a two data center deployment

Upgrading a two data center deployment on Kubernetes and OpenShift

Removing a two data center deployment

Key Concepts: Cert-manager, Issuers, and Secrets

By default API Connect uses an open source product that is called cert-manager to handle the issuing and renewal of the certificates that are used by API Connect. The
cert-manager has its own Kubernetes pods and runs in its own namespace. The cert-manager adds some additional resources to the Kubernetes environment. The API
Connect administrator needs to be familiar with these additional resources:

Issuers

Issuers play the part of certificate authorities (CAs) in the local environment and issue the certificates. Issuers reside in the API Connect namespace. There are two types
of Issuers:

e Self-Signed - This issuer provides the self-signed certificates, for example a root CA.
e CA - This issuer can be either the root certificate authority or an intermediate certificate authority.

Here is an example of the issuers that can be found on the management subsystem:

kubectl get issuers -n <management namespace>

NAME READY AGE
abc-management-ca True 96d
selfsigning-issuer True 96d

e selfsigning-issuer Thisis a SelfSigned Issuer that provides the root certificate for all default certificates that are used in API Connect.
¢ abc-management-ca This is a CA Issuer that signs all the end-entity certificates that are used for communication between the management subsystem pods. It is
in effect an intermediate CA between the root (self£signing-issuer) and the end-entity certificates.

Certificates

A certificate is a Kubernetes resource that contains a pointer to a Kubernetes secret. The Kubernetes secret contains the actual TLS certificate. Certificate objects contain
other information such as the issuer, expiry date, and status. Run kubectl get certificate to see the certificates on an API Connect subsystem:

kubectl get certificate -n <management namespace>

NAME READY SECRET AGE
abc-management-ca True abc-management-ca 96d
abc-management-client True abc-management-client 96d
abc-management-natscluster-mgmt True abc-management-natscluster-mgmt 96d
abc-management-server True abc-management-server 96d

The first certificate in the list abc-management-ca is the intermediate CA certificate that is used for signing the other certificates that are shown in the output. If you
describe this certificate you can see that the sel£signing-issuer is its issuer:

kubectl describe certificate abc-management-ca -n <management namespace>
Spec:
Issuer Ref:
Kind: 1Issuer
Name: selfsigning-issuer
Describing the other management subsystem certificates, observe that the abc-management-ca certificate is the issuer:
kubectl describe certificates abc-management-client -n <management namespace>
Spec:
Issuer Ref:
Kind: Issuer
Name: abc-management-ca

Key points:

e The certificates with '-ca' on the end are all CA Certificates, and they sign all the other subsystem certificates whose names do not end with '-ca'.
e The CA certificates are also known as Issuer certificates.

e Certificates that CA certificates sign are known as end-entity certificates.

e When a CA certificate is updated, all end-entity certificates that it signs must also be updated.

For a complete list of the certificates in an API Connect installation, see API Connect certificates reference.

Secrets

Secrets are the Kubernetes resource for storing credentials. In API Connect, secrets are where the TLS certificates are stored. Every Kubernetes certificate object has a
corresponding secret of the same name. The Kubernetes certificate contains a property that refers to its corresponding secret:
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kubectl describe certificates abc-management-client -n <management namespace>
Spec:
éééret Name: abc-management-client
The default output of kubectl get certificate includes acolumn thatis labeled SECRET, which shows the secret name.

kubectl get certificate -n <management namespace>

NAME READY SECRET AGE
abc-management-ca True abc-management-ca 96d
abc-management-client True abc-management-client 96d
abc-management-natscluster-mgmt True abc-management-natscluster-mgmt 96d
abc-management-server True abc-management-server 96d

The kubectl describe output of a secret shows that it contains the TLS certificates:
kubectl describe secret abc-management-client -n <management namespace>

Name: abc-management-client

Namespace: default
Labels: app.kubernetes.io/instance=abc-management

app.kubernetes.io/managed-by=ibm-apiconnect
app.kubernetes.io/name=abc-management-client
Annotations: cert-manager.io/alt-names:
cert-manager.io/certificate-name: abc-management-client
cert-manager.io/common-name: abc-management-client
cert-manager.io/ip-sans:
cert-manager.io/issuer-group:
cert-manager.io/issuer-kind: Issuer
cert-manager.io/issuer-name: abc-management-ca
cert-manager.io/uri-sans:

Type: kubernetes.io/tls

ca.crt: 1107 bytes
tls.crt: 1139 bytes
tls.key: 1675 bytes
The full TLS certificate strings can be seen with:

kubectl get -o yaml secret <secret name> -n <namespace>

For more details about cert-manager, and a full list of all the certificates that are created and used in an API Connect deployment, see API Connect certificate reference.

Certificates in a Kubernetes environment

Use of cert-manager is recommended for managing certificates in a Kubernetes environment.
When deploying on Kubernetes, choose one of the following methods for creating internal certificates:

¢ Do not specify any internal certificates. In this case, the operator generates all of the internal certificates without using a certificate manager. The CR definition to
enable this option is:

microServiceSecurity: custom

e Specify some, or all, of the internal certificates yourself without using a certificate manager. In this case, any certificates that you do not create are created by the
operator. You retain control over the certificates that you create. The CR definition to enable this option is:

microServiceSecurity: custom

e Configure cert-manager to generate the internal certificates. In this case, cert-manager creates and manages the certificates. The CR definition to enable this option
is:

microServiceSecurity: certManager

To use cert-manager for generating the certificates, download and install cert-manager v1.11.5 from https://github.com/cert-manager/cert-
manager/releases/tag/v1.11.5 and create an Issuer CR in the same namespace where you will install API Connect; for example:

apiVersion: cert-manager.io/vl
kind: Issuer
metadata:

name: selfsigning-issuer
spec:

selfSigned: {}

In the CR for the API Connect Management subsystem, specify a certManagerIssuer. The certManagerIssuer can be configured to be a self-signing issuer,
as in the following example:

microServiceSecurity: certManager
certManagerIssuer:

name: selfsigning-issuer

kind: Issuer

API Connect supports any other kind of Issuer supported by cert-manager, in addition to the self signed type.
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In all the CRs, certs are expected at the level of any endpoint. For example, for the cloud admin endpoint of the Management subsystem you could have:

cloudManagerEndpoint:
annotations:
cert-manager.io/issuer: ingress-issuer
hosts:
- name: admin.example.com
secretName: cm-endpoint

The previous entry lets cert-manager automatically generate a cm-endpoint TLS secret using the ingress-issuer. One way to define the ingress-issuer is as
follows:

apiVersion: cert-manager.io/vl
kind: Issuer
metadata:
name: selfsigning-issuer
spec:
selfSigned: {}
apiVersion: cert-manager.io/vl
kind: Certificate
metadata:
name: ingress-ca
spec:
secretName: ingress-ca
commonName: "ingress-ca'
usages:
- digital signature
- key encipherment
- cert sign
isCA: true
duration: 87600h # 10 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always
issuerRef:
name: selfsigning-issuer
kind: Issuer
apiVersion: cert-manager.io/vl
kind: Issuer
metadata:
name: ingress-issuer
spec:
ca:
secretName: ingress-ca

Another way to configure the cloud admin endpoint would be with:
cloudManagerEndpoint:
hosts:
- name: admin.example.com

secretName: my-cm-endpoint

Where my-cm-endpoint is the name of a secret that you previously created, and is present in the same namespace as the subsystem, and contains TLS certificate files
for termination of the endpoint.

Creating secrets and generating certificates

There is a number of "secrets" for which you can provide a name in the CRs:
e Portal admin secret.
portal:
admin:

secretName:

e Analytics ingestion secret.
analytics:

ingestion:
secretName: analytics-ingestion-client

e APIC Gateway Service TLS secret. Template entry from gateway_cr_vé6.yaml (in the file name, "v6" refers to the API Gateway service):

apicGatewayServiceTLS:
secretName:

e APIC Gateway Peering TLS secret. Template entry from gateway_cr_v6.yaml (in the file name, "v6" refers to the API Gateway service):
apicGatewayPeeringTLS:
secretName:

You can create manually create secrets that contain the tls.crt, tls.key, and tls.ca files for a certificate. You can then refer to them by name in their subsystem CR. However,
a simpler way to have those secrets created is by using cert-manager. The following example shows how to generate those certificates with cert-manager:

apiVersion: cert-manager.io/vl
kind: Issuer
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metadata:
name: selfsigning-issuer
spec:
selfSigned: {}
apiVersion: cert-manager.io/vl
kind: Certificate
metadata:
name: ingress-ca
spec:
secretName: ingress-ca
commonName: "ingress-ca"
usages:
- digital signature
- key encipherment
- cert sign
isCA: true
duration: 87600h # 10 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always
issuerRef:
name: selfsigning-issuer
kind: Issuer
apiVersion: cert-manager.io/vl
kind: Issuer
metadata:
name: ingress-issuer
spec:
ca:
secretName: ingress-ca
apiVersion: cert-manager.io/vl
kind: Certificate
metadata:
name: portal-admin-client
spec:
commonName: portal-admin-client
secretName: portal-admin-client
issuerRef:
name: ingress-issuer
usages:
- "client auth"
- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always
apiVersion: cert-manager.io/vl
kind: Certificate
metadata:
name: analytics-ingestion-client
spec:
commonName: analytics-ingestion-client
secretName: analytics-ingestion-client
issuerRef:
name: ingress-issuer
usages:
- "client auth"
- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always
apiVersion: cert-manager.io/vl
kind: Certificate
metadata:
name: gateway-service
spec:
commonName: gateway-service
secretName: gateway-service
issuerRef:
name: ingress-issuer
usages:
- "client auth"
- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always
apiVersion: cert-manager.io/vl
kind: Certificate
metadata:
name: gateway-peering
spec:
commonName: gateway-peering
secretName: gateway-peering
issuerRef:
name: ingress-issuer
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usages:
- "client auth"
- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:

rotationPolicy: Always

So with the previous example, in the subsystem CRs (for Management and Gateway) the following values could be set:

® portal:
admin:
secretName: portal-admin-client

® analytics:
ingestion:
secretName: analytics-ingestion-client

® apicGatewayServiceTLS:
secretName: gateway-service

® apicGatewayPeeringTLS:
secretName: gateway-peering

Also, the Client certificate should be signed by same CA as the one for the endpoint certificates, and the server side should be configured with the expected Subject DN for
the client. For example:

¢ The portalAdminSecret certificate and the certificate used to terminate portalAdminEndpoint must have the same CA (in the example the CA is ingress-
ca for both). Also, the adminClientSubjectDN in the Portal subsystem CR should be set to the Subject DN of portal.admin. secretName. For example:

adminClientSubjectDN: CN=portal-admin-client,O=cert-manager

e Similarly, the analyticsIngestionSecret and the Analytics ingestion endpoint certificate should share the same CA. The ingestion.clientSubjectDN
should be set to the Subject DN of the analytics.ingestion.secretName certificate.

ingestion:
endpoint:
annotations:
cert-manager.io/issuer: ingress-issuer
hosts:
- name: ai.example.com
secretName: analytics-ai-endpoint
clientSubjectDN: CN=analytics-ingestion-client,O=cert-manager

Important: When installing more than one Analytics subsystem in the same Kubernetes namespace, all secret names must be unique.

Creating TLS secret using openssl

Use of the cert-manager is recommended for managing certificates. However, you can choose not to use cert-manager, and instead create certificates manually.
Requirements for manually created certificates:

¢ Extended Key Usage (EKU), either serverAuth or clientAuth depending upon the type of certificate. Certificates of type Server must have an Extended Key Usage
with serverAuth purpose. Certificates of type Client must have an Extended Key Usage with clientAuth purpose.

e Subject Alternative Name (SAN) for the required hosts

e If acertificate is signed by an internal or custom CA, include the full chain in the end certificate. If you omit the full chain, then a user who uses openSSL to access
the endpoint will see the following error: error : num=20:unable to get local issuer certificate
The following example shows the full chain for an end certificate (signed by a custom CA):

——————— BEGIN CERTIFICATE -----
Cert contents for end-cert
———————— END CERTIFICATE ----------
——————— BEGIN CERTIFICATE -----
Cert contents for Intermediate-CA
———————— END CERTIFICATE ----------
——————— BEGIN CERTIFICATE -----
Cert contents for Root CA

———————— END CERTIFICATE ----------

The following steps can be used as an alternative to using cert-manager. If you choose to create your certificates this way, you lose some of the management features of
cert-manager. For example, you must manually update your certificates when their expiration date gets near.

1. Generate the custom certificate with the appropriate EKU and SAN. You will need to obtain the private key, public certificate, and CA certificates in non-password-
protected PEM format for the custom certificate. Following is an example for how to generate a certificate (platform-api-example) with an EKU serverAuth and SAN
using openssl:

openssl x509 -req -days 360 -in platform-api-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
platform-api-cert -sha256

-extfile <(cat /etc/ssl/openssl.cnf <(printf

"\n[SAN] \nsubjectAltName=DNS: fqdn.myserver.com\nextendedKeyUsage=serverAuth"))

-extensions SAN

where
e DNS:£fgdn.myserver.comis the fully qualified domain name of the endpoint the certificate applies to.
e platform-api-example.csr is the file name for the certificate signing request
Following is an example for how to generate a certificate (portal-client) with an EKU clientAuth and SAN using openssl:

openssl x509 -req -days 360 -in portal-client-example.csr -CA root-ca.pem -CAkey root-ca-key.pem -CAcreateserial -out
portal-client-cert
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-sha256 -extfile <(cat /etc/ssl/openssl.cnf <(printf "\n[SAN]\nkeyUsage=critical,

digitalSignature, keyEncipherment\nextendedKeyUsage =
CA:FALSE\nsubjectKeyIdentifier=hash\n"))

clientAuth\nbasicConstraints=critical,
-extensions SAN

2. Create a Kubernetes secret containing tls.cert, tls.key, and ca.cert.

Setting an encryption-secret for the management database using openssl

You can optionally set the encryption-secret for the management database. If you do not set one, one is automatically generated for you.

1. The encryption-secret is a secure random bytes password used for field level encryption in the management database. You can generate 128 random bytes using
the following command in openssl:

openssl rand -out /path/to/secret/encryption-secret.bin 128

2. Use kubectl to put the generated secret into management-encryption-key:

kubectl create secret generic management-encryption-key -n <namespace>
--from-file=/path/to/secret/encryption_secret.bin

where <namespace> is the namespace where the Management CR is going to be created)

3. Make sure that in management_cr.yaml, encryptionSecret.secretName points to the name of the secret created in the previous step.

Important: Back up the encryption-secret.bin file to a safe location. If this file lost it will not be possible to access the management database or its backups.

e Custom certificates on Kubernetes
You can use custom certificates in your Kubernetes deployment. You can optionally generate your own custom certificates.

Custom certificates on Kubernetes

You can use custom certificates in your Kubernetes deployment. You can optionally generate your own custom certificates.

To deploy API Connect with Custom Certificates, some additional preparation and steps are required before any subsystem CRs are applied into the Cluster.

You can provide existing custom certificates that you already own, for example DigiCert certificates, or generate new custom certificates using a package such as Cert-

Manager.

e If you have your own custom certificates, see Configuring custom certificates before installation.
e If you do not already have your own custom certificates, and would like to use Cert-Manager to generate custom certificates, see Generating custom certificates
e Toview a list of certificates used by API Connect, see Custom certificates reference

e Custom certificates reference

API Connect supports custom certificates for each subsystem, and for internal communications.
¢ Generating custom certificates

You can generate custom certificates.

You can generate custom certificates in a two data center disaster recovery deployment on Kubernetes.
e Configuring custom certificates before installation
Configure custom certificates for your API Connect deployment before you begin the installation procedures.
e Converting to custom front-end/ingress certificates after deployment
Convert a front-end certificate generated by cert-manager to a custom certificate for an existing IBM® API Connect deployment.

Custom certificates reference

API Connect supports custom certificates for each subsystem, and for internal communications.

Table 1. Certificates for Management Subsystem:

Certificate Type Notes
?ﬂalyti}cs' Common Must be signed by the same CA as analytics-ai-endpoint Certificate of Analytics Subsystem. For a two data center
:;:?_::mn_ Subsystem deployment, both data centers must have an identical subject name. For example, both data centers subject name could be
Communication [CN=a7s-ingestion-client, or they could both be CN=a7s-ingestion-client,
O=cert-manager, but they must be identical.
portal- Common Must be signed by the same CA as portal-admin Certificate of Portal Subsystem. For a two data center deployment, both data
admin-client |g e stem centers must have an identical subject name. For example, both data centers subject name could be CN=portal-admin-client,

Communication

or they could both be CN=ptl-adm-client, O=cert-manager, butthey must be identical.

gateway- Common Must be signed by the same CA as gwv5-management-endpoint and/or gwv6-management-endpoint of Gateway Subsystem
elleE= Subsystem
client -
Communication
cm-endpoint | External
Frontend/Ingres
s
apim- External
endpoint Frontend/Ingres
s
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Certificate Type Notes

api-endpoint |External

Frontend/Ingres
s
consumer- External
endpoint Frontend/Ingres

S

hub-endpoint |External

Frontend/Ingres
s
turnstile- External
endpoint Frontend/Ingres

S

Note:
To generate the certificates for the endpoints used by the Automated testing behavior endpoints (hub-endpoint and turnstile-endpoint), add the following

statements to the custom-certs-external.yaml:

apiVersion: cert-manager.io/vlalpha2
kind: Certificate

metadata:
name: hub-endpoint
labels: {

app.kubernetes.io/instance: "management",
app . kubernetes.io/managed-by: "ibm-apiconnect",
app.kubernetes.io/name: "hub-endpoint"
}
spec:
commonName : hub-endpoint
secretName: hub-endpoint
dnsNames:
- hub.example.com
issuerRef:
name: ingress-issuer
usages:
- "server auth"
- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always
apiVersion: cert-manager.io/vlalpha2
kind: Certificate

metadata:
name: turnstile-endpoint
labels: {

app.kubernetes.io/instance: "management",
app . kubernetes.io/managed-by: "ibm-apiconnect",
app.kubernetes.io/name: "turnstile-endpoint"

}

spec:

commonName: turnstile-endpoint

secretName: turnstile-endpoint

dnsNames:

- turnstile.example.com

issuerRef:
name: ingress-issuer

usages:

- "server auth"

- "signing"

- "key encipherment"

duration: 17520h # 2 years

renewBefore: 720h # 30 days

privateKey:
rotationPolicy: Always

Table 2. Certificates for Analytics Subsystem

Certificate Type Notes
analytics-ai-endpoint | External Frontend/Ingress | Must be signed by the same CA as analytics-ingestion-client Certificate of Management Subsystem

Table 3. Certificates for Gateway Subsystem

Certificate Type Notes
gwv5-endpoint External Frontend/Ingress
gwv5-management-endpoint | External Frontend/Ingress | Must be signed by the same CA as gateway-client-client Certificate of Management Subsystem

gwvé6-endpoint External Frontend/Ingress
gwv6-management-endpoint | External Frontend/Ingress | Must be signed by the same CA as gateway-client-client Certificate of Management Subsystem

Table 4. Certificates for Portal Subsystem

Certificate Type Notes
portal-admin |External Frontend/Ingress | Must be signed by the same CA as portal-admin-client Certificate of Management Subsystem

portal-web External Frontend/Ingress

Table 5. Internal Certificates

e Type
Certificate (CA/Server/Client) Subsystem Notes
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Type

Certificate . Subsystem Notes
(CA/Server/Client) Y
caCertificate CA Management, Analytics,
Portal
clientCertificate Client Management, Analytics,
Portal
serverCertificate Server Management, Analytics, | Portal DNS names required
Portal
* .<namespace>
* . <namespace>.svc
* . <instance name>-server.<namespace>.svc
<instance name>-server
* .<instance name>-<site name>-db-all.<namespace>.svc
* .<instance name>-<site name>-www-all.<namespace>.svc
* . <instance name>-<site name>-db-all.
<namespace>.svc.cluster.local
* .<instance name>-<site name>-www-all.
<namespace>.svc.cluster.local
* <namespace>.svc.cluster.local
<instance name>-db
dbServerCertificate Server Management
pgBouncerServerCertifi |Seryer Management
cate
PGOTLSCertificate Server Management
NATSTLSCertificate Server Management
dbClientPostgres Client Management
dbClientReplicator Client Management
dbClientPgbouncer Client Management
dbClientApicuser Client Management
dbClientPrimaryuser Client Management

Several certificates as noted above are required to be signed by the same CA as another certificate. For example, portal-admin-client, and portal-admin. This
means that if the portal-admin-client certificate were to be customized, then the portal-admin certificate must also be customized, and signed by the same CA as
portal-admin-client. To ensure that pairs of certificates like these are signed by the same CA, the Issuer for each certificate must be the same.

You can generate custom certificates.

About this task

Generating custom certificates

If you do not already have your own custom certificates that you can provide for the installation, you can manually prepare Certificate definitions for Cert-Manager to
generate the required Certificates for you.

Note: If a certificate is signed by an internal or custom CA, include the full chain in the end certificate. If you omit the full chain, then a user who uses openSSL to access
the endpoint will see the following error: error: num=20:unable to get local issuer certificate
The following example shows the full chain for an end certificate (signed by a custom CA):

——————— BEGIN CERTIFICATE

Cert contents for end-cert

________ END CERTIFICATE

——————— BEGIN CERTIFICATE

Cert contents for Intermediate-CA

________ END CERTIFICATE

——————— BEGIN CERTIFICATE

Cert contents for Root CA

________ END CERTIFICATE

Procedure

1. Create a Certificate Authority (CA) and an Issuer for Signing
a. Use the following YAML definition to generate a CA named ingress-ca, and an Issuer named ingress-issuer using that CA. Place the following
definition into a file such as ingress-ca.yaml:

apiVersion: cert-manager.io/vl

kind: Certificate

metadata:

name: ingress-

spec:

secretName:
commonName :

usages:

ca

ingress-ca
"ingress-ca"

- digital signature
- key encipherment
- cert sign
isCA: true

issuerRef:

name:
kind:

duration: 87600h # 10 years

selfsigning-issuer

Issuer
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renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always

apiVersion: cert-manager.io/vl
kind: Issuer
metadata:
name: ingress-issuer
spec:

ca:

secretName: ingress-ca

=3

Apply this file into the cluster:
kubectl apply -f ingress-ca.yaml -n <namespace>

This will create a CA Certificate named ingress-ca, and also a Secret named ingress-ca. This CA will be used to sign the rest of the custom certificates.

o

Verify the presence of both:

kubectl get certificate -n <namespace>
kubectl get secret -n <namespace>

2. Generating common subsystem communication certificates with Cert-Manager for management CR.
a. Use the following YAML definition to generate the following Common Certificates and Secrets: analytics-ingestion-client, and portal-admin-
client. Place it into a file, for example, common-certs.yaml:

apiVersion: cert-manager.io/vl
kind: Certificate

metadata:
name: analytics-ingestion-client
spec:

commonName: analytics-ingestion-client
secretName: analytics-ingestion-client
issuerRef:
name: ingress-issuer
usages:
- "client auth"
- "signing"
- "key encipherment”
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always
apiVersion: cert-manager.io/vl
kind: Certificate

metadata:
name: portal-admin-client
spec:

commonName: portal-admin-client
secretName: portal-admin-client
issuerRef:
name: ingress-issuer

usages:
- "client auth"
- "signing"
- "key encipherment”
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:

rotationPolicy: Always

Note that the issuerRef£ uses the Issuer created in Step 1. These certificates must be signed by the CA associated with that Issuer, ingress-ca.

o

Apply common-certs.yaml into the cluster:

kubectl apply -f common-certs.yaml -n <namespace>

This will create Client Certificates and Secrets named analytics-ingestion-client, and portal-admin-client.

o

Verify the presence of all of these certificates and secrets:

kubectl get certificate -n <namespace>
kubectl get secret -n <namespace>

3. Generating Front-end/Endpoint Certificates with Cert-Manager
a. Generate server certificates.
For each Endpoint in a subsystem CR, you can use the following YAML definition to generate a Server Certificate:

apiVersion: cert-manager.io/vl
kind: Certificate

metadata:
name: <endpoint-host.secretName>
spec:

commonName: <endpoint.host.secretName>
secretName: <endpoint.host.secretName>

dnsNames :
- <endpoint.host.Name>
issuerRef:

name: ingress-issuer
usages:

- "server auth"
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4.

o

- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:

rotationPolicy: Always

Replace <endpoint.host. secretName> with the secretName in the host block of the Endpoint in the CR. For example, if the Endpoint in the CR is:

cloudManagerEndpoint:
hosts:
- name: admin.example.com
secretName: cm-endpoint

The Certificate YAML should be updated as follows:

apiVersion: cert-manager.io/vl
kind: Certificate

metadata:
name: cm-endpoint
spec:

commonName: cm-endpoint
secretName: cm-endpoint
dnsNames:
- admin.example.com
issuerRef:
name: ingress-issuer

usages:
- "server auth"
- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:

rotationPolicy: Always

Note that the issuerRef£ uses the Issuer created in Step 1. This certificate will be signed by the CA associated with that Issuer, ingress-ca.

Place the edited yamlinto a file, e.g. <subsystem>-server.yaml.

o

. Apply this file into the cluster:
kubectl apply -f <subsystem>-server.yaml.

This will create a Server Certificate named <subsystem>-server, and also a Secret named <subsystem>-server.

o

Check for the presence of both with:

kubectl get certificate -n <namespace>
kubectl get secret -n <namespace>

o

. Repeat Step 3.3, step 3.b and step 3.c for each subsystem.
In each case, the Certificates must use the same Issuer created in Step 1. This ensures that all custom certificates are signed by the same CA Certificate.

Note that the issuerRef£ uses the Issuer created in Step 1. These certificates must be signed by the CA associated with that Issuer, ingress-ca.

o

. Place the YAML definitions for each Certificate into a YAML file, for example, endpoint-certs.yaml. Apply this file into the cluster:
kubectl apply -f endpoint-certs.yaml -n <namespace>

This will create Client Certificates and Secrets for each Endpoint named <endpoint.host.secretName>.

—-

Check for the presence of all of these with:

kubectl get certificate -n <namespace>
kubectl get secret -n <namespace>

Choose one of the following actions, based on whether or not you are customizing internal API certificates:
e If you do not plan to customize internal certificates, continue with Configuring custom certificates before installation.
e If you want to generate some, or all, of the internal certificates, continue with the next step.
Note: It is not recommended to customize Internal certificates unless you have a specific requirement to do so.
Generate custom internal certificates using custom-certs-internal.yaml.
Each of the Internal certificates listed in Custom certificates reference have differing strict requirements for Common Names and DNS Names (i.e. Subject
Alternative Names).

To generate custom certificates that meet these requirements, use the provided custom-certs-internal.yaml file, which can be found in the helper_files
installation archive. For more information, see Obtaining product files.

This file contains Certificate YAML definitions for all Internal certificates, CA, and Issuer that can be customized for each subsystem of IBM API Connect. The
Certificate definitions file is already populated with the recommended default values.

a. When using custom internal certificates, you are required to specify a site name. The site name is used as the identifier for the PostgreSQL database Cluster
used by API Connect. The site name chosen is added to the Management Subsystem CR YAML file before installing the Management Subsystem.
In addition, this name is also required for use with the custom internal certificates, so a site name should be chosen now before proceeding.

b. Open custom-certs-internal.yaml in a text-editor, and make the following changes:
i. Search for the pg-bouncer-server-certificate certificate definition. Replace commonName and dns-names with the following values:

. commonName: management-pgo_cluster id-postgres-pgbouncer
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] dnsNames:
- "* . <namespace>"
- "*.<namespace>.svc"
- "management-pgo_cluster_ id-postgres-pgbouncer.<namespace>.svc"
- "management-pgo_cluster_id-postgres-pgbouncer"

ii. Find and replace each occurrence of <namespace> with the desired namespace for the deployment. This must be done even if the default
namespace is to be used.
iii. Also in custom-certs-internal.yaml, replace each occurrence of pgo_cluster_id with the chosen site name described in Step 5.a.
c. Apply the file to the Cluster:

kubectl apply -f custom-certs-internal.yaml -n <namespace>

6. When all desired custom certificates are created and applied into the Kubernetes Cluster as Certificates and Secrets, update the Subsystem CR YAML files to
use the custom certificates. See Configuring custom certificates before installation.

Generating custom certificates using cert-manager in a two data center deployment

You can generate custom certificates in a two data center disaster recovery deployment on Kubernetes.

About this task

You can provide your own custom certificates when you deploy IBM API Connect, if required, instead of having the application generate and manage them for you. In most
deployment cases to use the built in default Cert-Manager integration is the preferred method.

When you use the custom option, the use of Cert-Manager is the recommended method for generating custom certificates if that fits your business needs. However, use of
Cert-Manager is not required, and custom certificates can be generated in any way that suit your needs.

The following example of providing custom certificates uses Cert-Manager as a model for generating them. For generating custom certificates, the minimum supported
version of cert-manager is v1.5.1.

Procedure

1. Set KUBECONFIG for the target cluster:
export KUBECONFIG=<path to cluster_config YAML file>
Example path:
/Users/user/.kube/clusters/<cluster_name>/kube-config-<cluster_name>.yaml

2. Install cert-manager version 1.5.1 or later :
a. Download v1.11.5 from https://github.com/cert-manager/cert-manager/releases/tag/v1.11.5.
b. Install cert-manager. Do not specify a namespace:

kubectl apply -f cert-manager.yaml
c. Check the status of the cert-manager pods:

kubectl -n cert-manager get po
Wait for cert-manager pods to enter Running 1/1 status before proceeding. There are 3 cert-manager pods in total.

3. Set up the customized external certificates:
For quick setup, you can use the provided yaml files that are included in the helper_£iles that you expanded in Deploying operators and cert-manager. The yaml
for the active data center (DC1) is called custom-certs-external-dcl.yaml and the yaml for the warm-standby data center (DC2) is called custom-certs-
external-dc2.yaml.

a. Open custom-certs-external-dcl.yaml and custom-certs-external-dc2.yaml in a text-editor. Find and replace each occurrence of
example.com with the desired ingress subdomain for the API Connect stack.

b. Ensure that the management CR for DC1 is ready for applying but not yet applied, make a note of the hostname of the site.

c. In custom-certs-external-dcl.yaml find spec.dnsNames
For example, in DC1:

apiVersion: cert-manager.io/vl
kind: Certificate
metadata:
name: dcl-mgmt-replication
spec:
commonName: dcl-mgmt-replication
secretName: dcl-mgmt-replication
dnsNames :
- <INSERT SITE HOSTNAME HERE. THIS WILL BE THE SAME VALUE AS IN THE MANAGEMENT CR spec.multiSiteHA.hosts.name for
site 1>
issuerRef:
name: ingress-issuer
usages:
- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always

d. Replace the line that begins - <INSERT SITE HOSTNAME HERE with - hostname of the site.
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e. Ensure that the management CR for DC2 is ready for applying but not yet applied, make a note of the hostname of the site.

f.In custom-certs-external-dc2.yaml find spec.dnsNames and replace the line that begins - <INSERT SITE HOSTNAME HERE with - hostname
of the site

g. Ensure that the portal CR for DC1 is ready for applying but not yet applied, make a note of the hostname of the site.

h. In custom-certs-external-dcl.yaml find spec.dnsNames
For example, in DC1:

apiVersion: cert-manager.io/vl
kind: Certificate
metadata:
name: dcl-ptl-replication
spec:
commonName: dcl-ptl-replication
secretName: dcl-ptl-replication
dnsNames:
- <INSERT SITE HOSTNAME HERE. THIS WILL BE THE SAME VALUE AS IN THE PORTAL CR spec.multiSiteHA.hosts.name for site
1>
issuerRef:
name: ingress-issuer
usages:
- "signing"
- "key encipherment"
duration: 17520h # 2 years
renewBefore: 720h # 30 days
privateKey:
rotationPolicy: Always

Replace the line that begins - <INSERT SITE HOSTNAME HERE with - hostname of the site.
Ensure that the portal CR for DC2 is ready for applying but not yet applied, make a note of the hostname of the site.
.In custom-certs-external-dc2.yaml find spec.dnsNames and replace the line that begins - <INSERT SITE HOSTNAME HERE with - hostname
of the site.
4. Use the following steps to allow ingress-ca secrets to be the same on both data centers.
a. On DC1 apply the file custom-certs-external-dcl.yaml

= —

kubectl -n <namespace> apply -f custom-certs-external-dcl.yaml
b. Validate that the command succeeded:

kubectl get certificates -n <namespace>

o

Export ingress-ca secret as a yaml from DC1:

kubectl -n <namespace> get secret ingress-ca -o yaml > ingress-ca.yaml

o

Edit the ingress-ca.yaml file to remove all labels, annotations, creationTimestamp, resourceVersion, uid, and selfLink
Copy the ingress-ca.yaml from DC1 to DC2 and apply that file on DC2:

o

kubectl -n <namespace> apply -f ingress-ca.yaml

—

On DC2 apply the file custom-certs-external-dc2.yaml

kubectl -n <namespace> apply -f custom-certs-external-dc2.yaml

g. Use the following commands to test that they are the same, on DC1 run:
kubectl -n <namespace> get secrets ingress-ca -o yaml | grep tls.crt | awk '{print $2}' | base64 -d >
/tmp/ingress.pem.dcl

h. On DC2 run:
kubectl -n <namespace> get secrets ingress-ca -o yaml | grep tls.crt | awk '{print $2}' | base64 -d >

/tmp/ingress.pem.dc2

. To see the differences run:

diff /tmp/ingress.pem.dcl /tmp/ingress.pem.dc2

The files should be the same.
. To ensure that the certificates are working correctly and that they are using the ingress-ca secret. First, get the portal-admin-client crt file:

kubectl -n <namespace> get secrets portal-admin-client -o yaml | grep tls.crt | awk '{print $2}' | base64 -d >
/tmp/admin-client.crt

x

Test that it is working by using OpenSSL:

openssl verify -verbose -CAfile /tmp/ingress.pem.dcl /tmp/admin-client.crt
If it is working, you should see:

/tmp/admin-client.crt: OK

5. Update the API Connect subsystem CR .yaml files to use the custom certificates. To do this, continue with Configuring custom certificates before installation.

Configuring custom certificates before installation

Configure custom certificates for your API Connect deployment before you begin the installation procedures.

About this task
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To deploy API Connect with custom certificates, complete the following steps to configure your custom certificates before applying any subsystem installation CRs to the
cluster.

Procedure

1. Determine which certificates you want to customize.
For a list of certificates that can be customized, see Custom certificates reference.

You can customize the following types of certificates:

e Endpoint (External Frontend/Ingress) certificates:
These are the certificates for external, public-facing endpoints where users interact with API Connect. You can customize none, some, or all of the endpoint
certificates.

If you initially deploy APIC using default certificates for endpoints, you can convert them to custom certificates later as explained in Converting to custom
front-end/ingress certificates after deployment.

e Internal (CA, Client, Server, and Common Subsystem Communication) cerificates:
These are the certificates used within API Connect, so that subsystems can communicate. If you want to customize any of the internal certificates, then you
must customize all of them; however you don’t have to create them all yourself. Any custom certs that are not specifically named in your deployment CR will
be generated automatically during installation.

If you initially deploy API Connect using default certificates for internal certificates, you cannot convert them to custom certificates later.

2. Prepare your custom certificates.
If you don’t have a set of custom certificates already, you can use Kubernetes Cert-manager to generate them as explained in Generating custom certificates.

When preparing your custom certificates, remember that certain pairs of certificates must by signed by the same Certificate Authority, as noted in Custom
certificates reference.

If you're installing a two data center disaster recovery configuration, and are using custom certificates, then the subject names of any client certificates must be the
same in both data centers, as noted in Custom certificates reference. For example, both data centers subject name could be CN=portal-admin-client, or they
could both be CN=pt1-adm-client, O=cert-manager, butthey must be identical.

3. If needed, create a Kubernetes secret for each custom certificate.
Each custom certificate that you use must be captured in a TLS secret. To create a secret, use the following commnad:

kubectl create secret generic my-tls-secret --from-file=tls.crt=<path to cert file> --from-file=tls.key=<path to_key file>
--from-file=ca.crt=<path to_cacert file>

When you create each secret, it's helpful to reference its purpose or its corresponding certificate in the secret name, to ensure you specify the correct secret for
each custom certificate.

4. Edit the ingress-issuer-vl.yaml file and delete the default definitions for the certificates that you will customize.
The ingress-issuer-vl.yaml file is provided as part of the installation helper_files archive.

This file is used for generating the default certificates. To use a custom certificate, you must delete the default definition to ensure that API Connect uses your
certificate instead of the default certificate. If you customize all of the default certificates and delete those definitions from the file, then you don't need to use the
file during installation.

o

. Customize endpoint (External Frontend/Ingress) certificates in the corresponding subsystem CRs.
For each custom endpoint certificate, delete the annotation that specifies the default issuer, and replace the secret name with your own custom secret name.

a. Open the subsystem CR for editing and locate the endpoint definition.
For example, the following snippet shows the definition for the cloudManagerEndpoint in the Management CR:

cloudManagerEndpoint:
annotations:
cert-manager.io/issuer: ingress-issuer
hosts:
- name: admin.example.com
secretName: cm-endpoint

b. Delete the annotation for the cert-manager.io/issuer.
Delete the field name as well as the value; you can leave the annotations: labelin place.

c. Replace the default secret name with the name of the Kubernetes secret that you created for that endpoint’s custom certificate.
In the following example, cm-endpoint is the default secret name, which must be replaced. Make sure to reference the correct secret for the custom
certificate.

cloudManagerEndpoint:
annotations:
hosts:
- name: admin.example.com
secretName: my_ cm-endpoint

6. Customize internal (CA, Client, Server, and Common Subsystem Communication) certificates.
a. Open the subsystem CR for editing.
b. Set the microServiceSecurity setting to custom.
By default, the setting is configured for certManager as shown in the following example:
microServiceSecurity: certManager
certManagerIssuer:
name: selfsigning-issuer
kind: Issuer

c. Delete (or comment-out) the certManagerIssuer block.
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In the following example, microServiceSecurity is set to custom and the certManagerIssuer block is commented out:

microServiceSecurity: custom
#certManagerIssuer:

# name: selfsigning-issuer
# kind: Issuer

7. Add the customCertificates block and list the secret name for each internal custom certificate that you created for the subsystem.
Each subsystem supports a different set of Common Subsystem Communication and External Frontend/Ingress certificates. You do not have to provide a custom
version of every certificate supported by the subsystem. Just list the custom certificates that you created; any certificates that you omit from the list will be
generated automatically during installation.

For example, your customCertificates list for the Management subsystem might look like the following example:

customCertificates:

name: caCertificate

secretName: my_ ingress-ca

name: clientCertificate

secretName: my management-client
name: serverCertificate

secretName: my management-server
name: dbServerCertificate
secretName: my db-server-certificate
name: pgBouncerServerCertificate
secretName: my_ pg-bouncer-server-certificate
name: PGOTLSCertificate

secretName: my pgo.tls

name: NATSTLSCertificate

secretName: my management-natscluster-mgmt
name: dbClientPostgres

secretName: my db-client-postgres
name: dbClientReplicator

secretName: my_ db-client-replicator
name: dbClientPgbouncer

secretName: my db-client-pgbouncer
name: dbClientApicuser

secretName: my db-client-apicuser
name: dbClientPrimaryuser
secretName: my db-client-primaryuser

What to do next

Deploy API Connect:

¢ If you did not deploy the API Connect operator yet, proceed to Deploying operators in a single-namespace API Connect cluster or Deploying operators in a multi-
namespace API Connect cluster.

e If you already deployed the operator, proceed to Installing the API Connect subsystems.

About this

Convert a front-end certificate generated by cert-manager to a custom certificate for an existing IBM® API Connect deployment.

task

Converting to custom front-end/ingress certificates after deployment

Procedure

If you deploy IBM API Connect using certificates that were generated by cert-manager, you can later convert front-end (ingress) certificates to use custom certificates
instead. For a list of the certificates that are generated and managed by cert-manager, see Custom certificates reference.

Restriction: This task applies only to front-end certificates and is not supported for the "Common Subsystem Communication" and "Internal" type certificates.

1. Create the secrets you want to use with the kubectl create secretcommand.
2. Edit the subsystem CR, and make the following changes for the endpoint secret you want to change:

e Inthe hosts section, update the secretName to the new secret that you created in step 1.

In the annotations section, remove the following line:

cert-manager.io/issuer: ingress-issuer

The following example shows where the updates should be made:

spec:
<endpoint>

annotations:

cert-manager.io/issuer: ingress-issuer REMOVE THIS LINE

hosts:
- name: <api endpoint hostname>
secretName: CHANGE THIS TO THE NEW SECRET

Webhooks deployed and managed by the API Connect Operator

The API Connect Operator deploys and manages various Kubernetes API webhooks in the cluster to assist in management of its custom resources.

IBM API Connect 10.0.5.x LTS 87



The webhooks included admission controllers and conversion webhooks.

Defaulting webhook

® Purpose
The defaulting webhook is a type of Mutating Admission Webhook which runs against Custom Resources (CRs) at CREATE or UPDATE time to populate default
values in the CR's spec.

e Creation
Currently the defaulting webhook runtime is part of the API Connect Operator runtime, that is it exists within the API Connect Operator pod and container. When the
operator boots, it creates MutatingWebhookConfiguration resources for each CRD (listed below). This MutatingWebhookConfiguration is a cluster-scope
resource, but the configuration within will be specific to the namespace and operator instance which created it. If more than one instance of the API Connect
Operator is deployed across a cluster (in different namespaces) there will be a set of webhook configurations for each API Connect Operator instance and
namespace.

The name for the MutatingWebhookConfiguration resource for each CRD will take the following form:

<namespace>.<crd-name>.defaulter[.<component>] .apiconnect.ibm.com

The following CustomResourceDefinitions utilize a defaulting webhook:

AnalyticsCluster
ApiconnectCluster
GatewayCluster
ManagementBackup
ManagementCluster
ManagementDBUpgrade
ManagementRestore
PortalCluster

e Lifecycle
While the defaulting webhook runtime itself lives within the API Connect Operator pod, the MutatingWebhookConfiguration is a cluster-scope resource and is
stand-alone. When it is created, an ownerReference is set on it that references the API Connect Operator's ClusterRole. Thus, the lifecycle of the
MutatingWebhookConfiguration resources will be linked with the ClusterRole, which is linked with the installation of the operator itself.

When the operator is uninstalled, the MutatingWebhookConfiguration resources for that operator instance are also removed.

e Example
The below output shows the defaulting webhook configurations created for an operator deployed in the apiconnect-operator namespace. One can be seen for
each CRD.

$ oc get mutatingwebhookconfiguration
NAME WEBHOOKS AGE

apiconnect-operator.analyticsclusters.defaulter.analytics.apiconnect.ibm.com 1 4d4h
apiconnect-operator.apiconnectclusters.defaulter.apiconnect.ibm.com 1 4d4h
apiconnect-operator.gatewayclusters.defaulter.gateway.apiconnect.ibm.com 1 4d4h
apiconnect-operator.managementbackups.defaulter.management.apiconnect.ibm.com 1 4d4h
apiconnect-operator.managementclusters.defaulter.management.apiconnect.ibm.com 1 4d4h
apiconnect-operator.managementdbupgrades.defaulter.management.apiconnect.ibm.com 1 4d4h
apiconnect-operator.managementrestores.defaulter.management.apiconnect.ibm.com 1 4d4h
apiconnect-operator.portalclusters.defaulter.portal.apiconnect.ibm.com 1 4d4h

Validating webhook

e Purpose
The validating webhook is a type of ValidatingAdmissionWebhook which runs against Custom Resources (CRs) at CREATE or UPDATE time to validate the CR
contains a configuration which will yield an operable cluster. The CustomResourceDefinitions use OpenAPI schema validation for basic property checks (such as
integer bounds and non-empty strings), but more complex validation of the configuration is done via the webhook.

e Creation
Currently the validating webhook runtime is part of the API Connect Operator runtime, i.e. it exists within the API Connect Operator pod and container. When the
operator boots, it creates ValidatingWebhookConfiguration resources for each CRD (listed below). This ValidatingWebhookConfiguration is a cluster-
scope resource, but the configuration within will be specific to the namespace and operator instance which created it. If more than one instance of the API Connect
Operator is deployed across a cluster (in different namespaces) there will be a set of webhook configurations for each API Connect Operator instance and
namespace.

The name for the ValidatingWebhookConfiguration resource for each CRD will take the following form:

<namespace>.<crd-name>.validator[.<component>] .apiconnect.ibm.com

The following CustomResourceDefinitions utilize a validating webhook:

AnalyticsCluster
ApiconnectCluster
GatewayCluster
ManagementBackup
ManagementCluster
ManagementDBUpgrade
ManagementRestore
PortalCluster

e Lifecycle
While the validating webhook runtime itself lives within the API Connect Operator pod, the ValidatingWebhookConfiguration is a cluster-scope resource and
is stand-alone. When it is created, an ownerReference is set on it that references the API Connect Operator's ClusterRole. Thus, the lifecycle of the
ValidatingWebhookConfiguration resources will be linked with the ClusterRole, which is linked with the installation of the operator itself.

When the operator is uninstalled, the ValidatingWebhookConfiguration resources for that operator instance are also removed.
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e Example
The below output shows the validating webhook configurations created for an operator deployed in the apiconnect-operator namespace. One can be seen for
each CRD.

validatingwebhookconfiguration
NAME WEBHOOKS AGE

apiconnect-operator.analyticsclusters.validator.analytics.apiconnect.ibm.com 1 4d4h
apiconnect-operator.apiconnectclusters.validator.apiconnect.ibm.com 1 4d4h
apiconnect-operator.gatewayclusters.validator.gateway.apiconnect.ibm.com 1 4d4h
apiconnect-operator.managementbackups.validator.management.apiconnect.ibm.com 1 4d4h
apiconnect-operator.managementclusters.validator.management.apiconnect.ibm.com 1 4d4h
apiconnect-operator.managementdbupgrades.validator.management.apiconnect.ibm.com 1 4d4h
apiconnect-operator.managementrestores.validator.management.apiconnect.ibm.com 1 4d4h
apiconnect-operator.portalclusters.validator.portal.apiconnect.ibm.com 1 4d4h

Installing API Connect

Use these instructions to install a deployment of API Connect on Kubernetes, OpenShift, and IBM Cloud Pak for Integration.
To deploy API Connect, complete the tasks in the order below.

¢ Deployment requirements

Describes the system requirements for deploying into the Kubernetes, OpenShift, and Cloud Pak for Integration runtime environments.
¢ Deployment procedures

You can use these procedures to deploy API Connect on either native Kubernetes or OpenShift.

Deployment requirements
Describes the system requirements for deploying into the Kubernetes, OpenShift, and Cloud Pak for Integration runtime environments.

Before you begin

Note: This article refers to third-party software that IBM does not control. As such, the software might change and this information might become outdated.
Kubernetes is a platform for automated deployment, scaling, and operation of application containers across clusters of hosts, providing container-centric infrastructure.
For more information, see https://kubernetes.io.

These instructions assume you have a working Kubernetes environment and understand how to manage Kubernetes.

About this task

Review all the requirements listed in the following steps before starting your API Connect deployment.

Note: If you plan to install the Automated API behavior testing application, review the Before you begin section in Installing the Automated API behavior testing
application because the requirements might have an impact on your deployment choices for API Connect.

Procedure

1. Verify that you have supported software.
e Refer to the IBM Software Product Compatibility Reports site for detailed requirements for operating systems, supporting software, and other prerequisites.
See Detailed system requirements for a specific product
e For new installations, the API Connect operators and operands must be from the same version of API Connect. This requirement applies to native
Kubernetes and OpenShift installations.
* Note that the API Connect operator version number does not match the API Connect release version number. You can view a mapping of API Connect
release number to API Connect operator version numbers in Deploying operators and cert-manager.
e For API Connect operands (Management, Portal, Analytics, and Gateway subsystems), the version number matches the API Connect release version
number.

2. Verify that your Kubernetes environment is running and meets the configuration requirements for API Connect:
e When using IBM Cloud Kubernetes Service, ingress-nginx is required.
e Specify settings for the ingress controller for a Kubernetes runtime environment. See Kubernetes ingress controller prerequisites.
e The timezone for API Connect pods is set to UTC. Do not change the timezone for the pods.
e To ensure the API Connect services have time to start, we recommend increasing the proxy-read-timeout and proxy-send-timeout values in the config.map
used to configure the kubernetes/ingress-nginx ingress controller. The following settings should be increased:
e proxy-read-timeout: "240"
e proxy-send-timeout: "240"
240 seconds (4 minutes) is a recommended minimum; actual value will vary depending upon your environment. If there is a load balancer in front of the
worker node(s), then the load balancer configuration may also need to have extended timeouts.
e Storage type:
When selecting storage type, review the following considerations:

e Management subsystem requires block storage.
e Developer Portal subsystem supports block storage or local volume storage.
e Analytics subsystem supports block storage or local volume storage.

Supported storage types
¢ Block storage
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Select a block storage format of your choosing in order for API Connect components to be supported. Supported block storage types include,
but are not limited to:

e Rook Ceph
Note: cephrbd (RADOS Block Device) is recommended over cephfs file system

e OpenShift Container Storage

e Portworx

e IBM Cloud Block Storage

e AWS: the gp2, gp3, iol, and io2 types of Elastic Block Storage (EBS) are supported.

e IBM Spectrum Scale with Block Storage

e Azure Premium Storage

e GCE Persistent Disk
See also the API Connect v10 WhitePaper 1.5 for information on limitations observed with other block storage solutions:
https://community.ibm.com/community/user/integration/viewdocument/api-connect-deplyoment-whitepaper-v?CommunityKey=2106cca0-
a9f9-45¢6-9b28-01a28f4ce947&tab=librarydocuments&LibraryFolderKey=&DefaultView=folder

e Local volume storage

Management subsystem and Developer Portal subsystem
All subsystems will run on local volume storage but it is not recommended for the Management subsystem and Developer Portal
subsystem because it has severe performance impacts for high availability deployments, and for pod allocation.
Note also that local volume storage is not available in most cloud environments, and might incur limitations in disaster recovery
scenarios, since it is tied to the node on which the pod is run. This means that use of LVS might be adequate for deployments with a one
replicaprofile, but inadequate for deployments with a three replica profile.

Analytics subsystem
For Analytics subsystems, transactions per second (TPS) is three times faster with local volume storage than with Ceph block storage. In
a production scenario, you will have multiple analytics-storage (OpenSearch) nodes forming a storage cluster. OpenSearch will manage
data replication across its cluster and ensure high availability, thus mitigating possible local volume storage drawbacks with disaster
recovery.

Non-supported storage
e NFS
API Connect v10 cannot be deployed on NFS.

e GlusterFS
GlusterFS is not recommended as a storage option due to severe performance degradation and in some cases, loss of data. There are known
GlusterFS issues that affect OpenSearch (which is used in the API Connect analytics service), the Developer Portal and the Management
subsystem

e Storage class configuration:
In your Kubernetes cluster configuration, you must create storage classes with the setting:

volumeBindingMode: WaitForFirstConsumer

This setting is needed to avoid volume node a£finity conflicts, such as those caused by requiredPodAntiAffinity restrictions. If
WaitForFirstConsumer is the binding mode, PVCs (PersistentVolumeClaims) are only bound once the pod is actually created.

By contrast, when the binding mode is immediate (volumeBindingMode:
Immediate), the PVCs are bound to PVs (PersistentVolumes) as soon as the PV is created.

e Example:
The Postgres operator creates the PVC first and then deploys the deployments. In immediate mode, PVCs are bound to PVs as soon as the PV is
created. The pgbackrest pod starts successfully, but because requiredPodAntiAf£inity restrictions are set, and the postgres pod is NOT
ALLOWED to schedule on the same node as pgbackrest pod, Kubernetes cannot schedule the pod in node eu-west-1c. Also, because the volume
attached to the pod is at eu-west-1c, Kubernetes cannot move the pod to any other node, thus causing volume node affinity conflict.

e Example:
When deploying to a multi-zone cluster, you must use StorageClass with WaitForFirstConsumer because when binding mode is immediate,
successful deployment is indeterminate because of interactions between pod/node affinity and the Kubernetes provisioning of the PV on the right
node where the pod is being provisioned.

For more information, see "Volume Binding Mode" on https://kubernetes.io/docs/concepts/storage/storage-classes/.

Note: During deployment, you are required to specify the name of the storage class you created. You can either use the setting storageClassName:
$STORAGE_CLASS in the applicable CR (such as apiconnect top-level CR or an individual subsystem CR), or you can use a configuration UI such as Platform
Navigator UI or OpenShift Container Platform (OCP) UI.

e When the Analytics service is configured to store data, (that is, it is not configured for ingestion-only), the service depends on OpenSearch, which requires
map counts higher than the operating system defaults. See: Installing the Analytics subsystem.
If you are deploying on OpenShift, the map count is preconfigured (vm.max_map_count =
1027580) with a value that is sufficiently large for OpenSearch so you do not need to modify this setting.

e Ensure that your Kubernetes deployment addresses known security vulnerabilities with SSH to prevent the use of weak SSH Message Authentication Code
(MAC) and Key exchange algorithms (KexAlgorithms) with TCP over port 22. Use of weak algorithms can allow an attacker to recover the plain text message
from the encrypted text. If you have not yet addressed the security vulnerabilities with weak MACs and KexAlgorithms, update your configuration manually
by adding the following lines to /etc/ssh/sshd_config:

KexAlgorithms curve25519-sha256@libssh.org,diffie-hellman-group-exchange-sha256
MACs hmac-sha2-512-etm@openssh.com,hmac-sha2-256-etmQRopenssh.com,umac-128-etm@Ropenssh.com, hmac-sha2-512,hmac-sha2-
256 ,umac-128Qopenssh.com

e IBM API Connect requires a number of container registry repositories to be added to your container registry service if automatic repository creation is not
supported. Follow the procedure in Step 4 of Obtaining product files.
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e logging:
e Configure a remote server for logging. See Logging. Pods are terminated during an upgrade, and the logs will be lost if not stored remotely.
e Configure the log rotation by setting the max-size and max-files values to a setting appropriate for your deployment. In a Kubernetes deployment,
insufficient values for max-size and max-files can cause logs to grow too large and eventually force pods to restart.
For more information, visit the Docker documentation and search for "JSON File logging driver".

3. Ensure your deployment meets the DNS requirements for API Connect domain names, host names, and endpoints.
You specify endpoints when you edit the custom resource templates for each subsystem, and when you use the Cloud Manager UI to configure the services for your
cloud. The domain names you use for the endpoints must be recognized by your DNS configuration. DNS entries must meet these requirements:

Important: For API Connect on native Kubernetes and OpenShift, do not use coredns 1.8.1 through 1.8.3. These releases have a defect that can prevent pods for
Developer Portal from starting. See https://coredns.io/.
e Endpoints cannot contain the underscore character "_" or uppercase characters.
¢ Host names that are used to create endpoints cannot contain the underscore character "_" or uppercase letters.
e DNS must be configured with domain names that correspond to the endpoints configured at installation time for each subsystem.
e Host names and DNS entries may not be changed on a cluster after the initial installation.
* Kubernetes ingress limits the character set for DNS names to not support the underscore character "_". This means you cannot specify underscores in
domain names that are used as endpoints. For example, my_domain.abc.comand my.domain_abc.com are not supported for <xxx>.<hostname>.
<domainname>, and will cause an error:

Invalid value: "my_domain.abc.com": a DNS-1123 subdomain must consist of lowercase alphanumeric characters, '-' or
v
-

and must start and end with an alphanumeric character (e.g. 'example.com', regex used for validation is
'[a-2z0-9] ([-a-20-9]*[a-2z0-9])?(\.[a-20-9] ([-a-2z0-9]*[a-2z0-9])?)*")

e We recommend that you keep a record of the DNS entries and endpoint names, as you will need to map the DNS entries and use the same endpoints when
restoring a backup of the management database. Note that endpoints are FQDNSs, entered in all lowercase. For an overview on endpoints, review Deployment
overview for endpoints and certificates

Specifying domain names when deploying CRs (custom resources) for each subsystem:

The custom resource templates provide endpoint settings that consist of a default endpoint prefix and a variable $STACK_HOST that you set to specify your
domain name, as part of Installing the API Connect subsystems.

Table 1. Endpoints with domain names that must be configured in DNS

Default endpoint name Description
admin. $STACK_HOST Cloud Manager URL endpoint for the Management subsystem
manager. $STACK_HOST API Manager URL endpoint for the Management subsystem
api.$STACK_HOST Platform REST API Endpoint for admin and provider APIs
consumer.$STACK_HOST Platform REST API Endpoint for consumer APIs for the Management subsystem.
rgw.$STACK_HOST Gateway Endpoint for API invocation for DataPower API Gateway
rgwd. $STACK_HOST Gateway Management Endpoint for DataPower API Gateway
gw.$STACK_HOST Gateway Endpoint for API invocation for DataPower Multi-Protocol Gateway (v5-compatible)
gwd. $STACK_HOST Gateway Management Endpoint for DataPower Multi-Protocol Gateway (v5-compatible)
ai.$STACK_HOST Analytics ingestion endpoint for the Analytics subsystem
api.portal.$STACK HOST | Developer Portal admin endpoint
portal.$STACK_HOST Developer Portal UI endpoint

e Specifying endpoints using the Cloud Manager interface
After initial deployment of the Kubernetes custom resource for each subystem, you will also enter the endpoints in the Cloud Manager user interface when
defining each service as part of Defining your topology.

4. The Cloud Provider for the target Kubernetes platform must provide Ingress Controller support for SSL Passthrough.
For example, if the Cloud Provider uses or suggests the use of the NGINX Community Ingress, then the --enable-ssl-passthrough flag would need to be
provided at runtime, as described at https://kubernetes.github.io/ingress-nginx/user-guide/tls/#ssl-passthrough. For IBM Cloud Kubernetes Service, see

https://cloud.ibm.com/docs/containers?topic=containers-ingress-user_managed..

5. Determine your strategy for using certificates and cert-manager with API Connect.
If you haven't already, review the topics in the section Certificates in a Kubernetes environment.

Consider the following:

e Will you use a cert-manager (recommended) or manually manage your certificates?

manager.

e Will you use custom certificates rather than default certificates? See Custom certificates on Kubernetes.
6. If you plan to deploy API Connect on Kubernetes with DataPower Gateway in a non-Kubernetes environment, such as a DataPower appliance, review the API
Connect requirements for operation with DataPower Gateway:

e When deploying with a DataPower appliance, configure a Gateway Service Management Endpoint and API invocation Endpoint in DataPower. See Configuring
the API Connect Gateway Service in the appropriate version of the DataPower documentation.

e Ensure that DataPower Gateway firmware version you plan to install is compatible with the API Connect Management server version.
Note:
You can use any combination of API Connect 10.0.5.x with DataPower Gateway 10.5.0.x or DataPower API Gateway 10.5.0.x.

Before you install, best practice is to review the latest compatibility support for your version of API Connect. To view compatibility support, follow the
instructions in IBM API Connect Version 10 software product compatibility requirements to access API Connect information on the Software Product

the list of compatible DataPower Gateway versions.

7. If you plan to deploy the API Connect management subsystem and the DataPower Gateway subsystem on a Kubernetes deployment, managed by the DataPower
and API Connect Operators, you can use any combination of API Connect 10.0.5.x with DataPower Gateway 10.5.0.x or DataPower API Gateway 10.5.0.x.
8. Observe namespace restrictions:
e OpenShift
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Only one top level CR (APIConnectCluster) can be deployed in each namespace.

e Cloud Pak for Integration
In the Platform Navigator UI, only one APIConnect capability can be deployed in each namespace.

e Native Kubernetes
Only one instance of a subsystem can be deployed in each namespace. Deploying multiple similar subsystems in a single namespace is not supported. For
example, there is no support for deploying two management subsystems, mgmt1, mgmt2 in a single namespace where apiconnect operator is installed.

9. The following kernel or Kubernetes node limits for the Developer Portal subsystem must be set correctly:

e Ensure that your kernel or Kubernetes node has the value of its inotify watches set high enough so that the Developer Portal can monitor and maintain the
files for each Developer Portal site. If set too low, the Developer Portal containers might fail to start or go into a non-ready state when this limit is reached.
If you have many Developer Portal sites, or if your sites contain a lot of content, for example, many custom modules and themes, then a larger number of
inotify watches are required. You can start with a value of 65,000, but for large deployments, this value might need to go up as high as 1,000,000. The
Developer Portal containers take inotify watches only when they need them. The full number is not reserved or held, so it is acceptable to set this value
high.

e Ensure that your kernel or Kubernetes node has a value of nproc (maximum number of processes) that applies to the user ID of the Portal pods that have
been assigned, and that it is high enough to allow all of the Portal processes to execute. For smaller installations this might be as low as 16384, but for larger
installations that have more concurrent web calls, you might need as many as 125205. If the number is too low, you will see errors like "fork: retry:
Resource temporarily unavailable" inthe Portal logs. Note that this value might need to be even higher if other, non-Portal, pods are sharing the
same user ID.

e Ensure that your kernel or Kubernetes node has a value of nofiles (maximum number of open file descriptors) that applies to the user ID of the Portal pods
that have been assigned, and that it is high enough to allow the Portal to open all of the files that it requires. For smaller installations this might be as low as
16384, but for larger installations that have more concurrent web calls and Portal web sites, you might need as many as 1048576. If the number is too low,
you will see errors like "too many open
files" in the Portal logs. Note that this value might need to be even higher if other, non-Portal, pods are sharing the same user ID.

o IBM API Connect Version 10 software product compatibility requirements

Ensure that you install the minimum API Connect operating system requirements. Use the IBM Software Product Compatibility Reports site to generate a
requirements report appropriate for your API Connect version and environment.

e API Connect licenses
When you install a new version of API Connect, you must accept a license for the API Connect program that you purchased.

IBM API

Connect Version 10 software product compatibility requirements

Ensure that you install the minimum API Connect operating system requirements. Use the IBM® Software Product Compatibility Reports site to generate a requirements
report appropriate for your API Connect version and environment.

e Generating a Software Product Compatibility Report
e Supported versions of Kubernetes

e Upgrading to an API Connect release that uses a newer version of Kubernetes
e Supported versions of OpenShift

e Upgrading to an API Connect release that uses a newer version of OpenShift

Generating a Software Product Compatibility Report

To generate an API Connect requirements report, complete the following steps:

1. Open the Detailed system requirements for a specific product page on the IBM Software Product Compatibility Reports site.
2. Search for the IBM API Connect product.

3. In the Search results list, select IBM API Connect.

4. From the Version list, select the required version.

5. Use the Filters to refine the contents of the requirements report.

6. Click Submit to generate your requirements report.

Supported versions of Kubernetes

The following tables provide a quick reference of the supported Kubernetes versions for each API Connect release:

Table 1. API Connect and Kubernetes (K8S) compatibility matrix

API Connect version | K8S 1.20 | K8S 1.21 | K8S 1.22 | K8S 1.23 | K8S 1.24 | K8S 1.25 | K8S 1.26 | K8S 1.27 | K8S 1.28
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Upgrading to an API Connect release that uses a newer version of Kubernetes

When you upgrade API Connect, both your current deployment and your target release must support the same version of Kubernetes. After the API Connect upgrade, you
can optionally update Kubernetes to the highest version supported by the new release of API Connect.

It is possible you will need to upgrade both Kubernetes and API Connect more than once to complete the process. For example, suppose that your current deployment is
running API Connect 10.0.1.7 on Kubernetes v1.21 and you want to upgrade to API Connect 10.0.5.4. The highest version of Kubernetes supported with API Connect
10.0.1.7 is v1.23, but the lowest version of Kubernetes supported by API Connect 10.0.5.4 is v1.24, so a direct upgrade of API Connect is not possible.

In this scenario, you must make multiple upgrades of both Kubernetes and API Connect. For example, one option is to use API Connect 10.0.1.11 on Kubernetes v1.23 as
your interim release by completing the following upgrades:

1. On your API Connect 10.0.1.7 deployment, upgrade Kubernetes from v1.21 to v1.22, and then to v1.23.
2. Upgrade API Connect to 10.0.1.11 on Kubernetes v1.23.

3. On the API Connect 10.0.1.11 deployment, upgrade Kubernetes to v1.24.

4. Upgrade API Connect to 10.0.5.4 on Kubernetes v1.24.

5. On the API Connect 10.0.5.4 deployment, optionally upgrade Kubernetes to v1.25, v1.26, and v1.27.

An alternative path in the same scenario uses API Connect 10.0.5.1 on Kubernetes v1.22 as the interim release with the following upgrades:

1. On your API Connect 10.0.1.7 deployment, upgrade Kubernetes from v1.21 to v1.22.

2. Upgrade API Connect to 10.0.5.1 on Kubernetes v1.22.

3. On the API Connect 10.0.5.1 deployment, upgrade Kubernetes to v1.23, and then to v1.24.

4. Upgrade API Connect to 10.0.5.4 on Kubernetes v1.24.

5. On the API Connect 10.0.5.4 deployment, optionally upgrade Kubernetes to v1.25, v1.26, and v1.27.

Supported versions of OpenShift

The following tables provide a quick reference of the supported OpenShift versions for each API Connect release:

Table 2. API Connect and OpenShift Container Platform (OCP) compatibility matrix

API Connect version OCP 4.6 OCP 4.7 OCP 4.8 OCP 4.9 0OCP4.10 OCP 4.12 0oCP4.14
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10.0.1.8 4 4
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Upgrading to an API Connect release that uses a newer version of OpenShift

When you upgrade API Connect, both your current deployment and your target release must support the same version of OpenShift. After the API Connect upgrade, you
can optionally update OpenShift to the highest version supported by the new release of API Connect.

During the upgrade process, it is possible that API Connect will be temporarily running on an unsupported version of OpenShift because you must upgrade API Connect
before upgrading OpenShift. For example, suppose that your current deployment is running API Connect 10.0.1.7 on OpenShift 4.6 and you want to upgrade to API
Connect 10.0.5.4. The highest version of OpenShift supported with API Connect 10.0.1.7 is 4.6, but the lowest version of OpenShift supported by API Connect 10.0.5.4 is
4.10.

In this scenario, you must upgrade API Connect to the target release (10.0.5.4) even though it will temporarily run on OpenShift 4.6. Immediately after that upgrade is
complete, you must upgrade OpenShift to at least version 4.10:

1. On your API Connect 10.0.1.7 deployment, leave OpenShift at version 4.6 and upgrade API Connect to 10.0.5.4.
2. On the API Connect 10.0.5.4 deployment, upgrade OpenShift to version 4.10 by completing all interim updates: 4.7, 4.8, 4.9, and then 4.10.
You can optionally upgrade OpenShift to version 4.11 and then 4.12, which is the highest version supported by API Connect 10.0.5.4.

API Connect licenses

When you install a new version of API Connect, you must accept a license for the API Connect program that you purchased.

See also: API Connect licenses for the 10.0.6 and 10.0.7 releases.
When you install or upgrade API Connect, the procedures include instructions for specifying your license. Be sure to specify a License ID from the version of API Connect
that your installing, or are upgrading to.

API Connect 10.0.5.x licenses
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For API Connect 10.0.5.3 and later, the licenses in Table 1 will be used as the master mod-level license for all Fix Pack and security roll-up releases in this stream. There
are no changes to license terms, only updates to open-source notices documented in the notes for each.

Table 1. API Connect 10.0.5.3 and later licenses

License ID

Program Name

URL

L-VQYA-YNM22H

IBM API Connect Enterprise V10.0.5.3
If you are upgrading from 10.0.5.0 or 10.0.5.1, this ID replaces the ID for "IBM API Connect Enterprise PVU vV10.0.5"

https://ibm.biz/BdPGTL

L-SLCD-D9MBTA

IBM API Connect Enterprise Add-on for IBM Products V10.0.5.3

https://ibm.biz/BdPGTQ

L-XSJQ-UMJP6P

IBM API Connect Professional V10.0.5.3

https://ibm.biz/BdPGTC

Table 2. API Connect 10.0.5.2 licenses

License ID

Progam Name

URL

L-GVEN-GFUPVE

IBM API Connect Enterprise V10.0.5.2
If you are upgrading from 10.0.5.0 or 10.0.5.1, this ID replaces the ID for "IBM API Connect Enterprise PVU V10.0.5"

https://ibm.biz/BdPPmt

L-BYRR-EEASJ3

IBM API Connect Enterprise Add-on for IBM Products V10.0.5.2

https://ibm.biz/BdPPmM6

L-EMZJ-MQ4M24

IBM API Connect Professional V10.0.5.2

https://ibm.biz/BdPPmU

L-RJON-CIR3A7

IBM Cloud Pak for Integration - API Calls 2022.4.1

https://ibm.biz/BdPP5e

Table 3. API Connect 10.0.5.0 and 10.0.5.1 licenses

Cores.

License ID Program Name URL
L-RJON-CEBLEH | IBM API Connect Enterprise PVU V10.0.5 https://ibm.biz/
If you purchased Cloud Pak for Integration, accept the API Connect Enterprise license when you purchase your Virtual Processor BdPFpN

L-RION-
CD3JHD

IBM Cloud Pak for Integration - API Calls 2022.2.1

https://ibm.biz/

If you purchased Cloud Pak for Integration - API Calls (which is an add-on product), select this license to track usage by the monthly | BAPEBb

number of API calls instead of the number of installed Virtual Processor Cores.

L-RJON-CEBLCF

IBM API Connect Enterprise PVU Add-on for IBM Products V10.0.5

https://ibm.biz/
BdPFpW

L-RJON-CEBL97

IBM API Connect Professional PVU V10.0.5

https://ibm.biz/
BdPF8B

Deployment procedures

You can use these procedures to deploy API Connect on either native Kubernetes or OpenShift.

* Deploying on Kubernetes
Use the procedures in this section to install API Connect on native Kubernetes distributions.
¢ Deploying on OpenShift and Cloud Pak for Integration
You can install API Connect in an OpenShift environment or as the API Management capability in IBM Cloud Pak for Integration.

Deploying on Kubernetes

Use the procedures in this section to install API Connect on native Kubernetes distributions.

e Obtaining product files

Obtain the product files, upload the images to a Docker registry, and decompress the operators and templates.
¢ Deploying operators and cert-manager

Deploy the Kubernetes operator files and install cert-manager.
¢ Installing the API Connect subsystems

Deploy the API Connect subsystem custom resources.

e Installinga

two data center deployment on Kubernetes

Additional installation instructions for a two data center disaster recovery (2DCDR) deployment on Kubernetes.

Obtaining product files

Obtain the product files, upload the images to a Docker registry, and decompress the operators and templates.

Before you begin

e Ensure you have supported hardware and software. See IBM API Connect Version 10 software product compatibility requirements.

e Complete the Deployment requirements
e Install and run Docker on the local machine being used for API Connect installation. Log in to your image registry.

About this task

From the IBM Fix Central site, download the Docker image-tool file of the API Connect subsystems. Next, you will upload the image-tool file to your Docker local registry.
If necessary, you can populate a remote container registry with repositories. Then you can push the images from the local registry to the remote registry.

You will also download the Kubernetes operators, API Connect Custom Resource (CR) templates, and Certificate Manager, for use during deployment configuration.
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Note:

e If you plan to migrate from Version 5 to Version 10, review Migrating a Version 5 deployment before you start the installation process.
e If you have API Connect installed and want to upgrade your release version, follow the upgrade instructions: Upgrading API Connect in a Kubernetes runtime
environment

Procedure

1. Obtain the API Connect files:
a. Go to the What's New in the latest version information page.
b. Locate the Note: You can access the latest files from <URL link>. Select the <URL link> to go directly to the Announce page on Fix Central, where you can
download files for the latest version of API Connect.
The following files are used for initial deployment on native Kubernetes:

IBM® API Connect <version> for Containers
Docker images for all API Connect subsystems
IBM® API Connect <version> Operator Release Files for Containers
Kubernetes operators and API Connect Custom Resource (CR) templates
IBM® API Connect <version> Toolkit for <operating_system_type>
Toolkit command line utility. Packaged standalone, or with API Designer or Loopback:
e IBM® API Connect <version> Toolkit for <operating_system_type>
e IBM® API Connect <version> Toolkit with Loopback for <operating_system_type>
e IBM® API Connect <version> Toolkit Designer with Loopback for <operating_system_type>
Not required during initial installation. After installation, you can download directly from the Cloud Manager UI and API Manager UI. See Installing the toolkit.

IBM® API Connect <version> Local Test Environment

Optional test environment. See Testing an API with the Local Test Environment
IBM® API Connect <version> Security Signature Bundle File

Checksum files that you can use to verify the integrity of your downloads.

N

. Optionally, you can verify the integrity of the downloaded files to ensure that they originated from IBM and are not modified. See Signature verification by using
PGP.
3. Load the image-tool image in your Docker local registry. The image is contained in the IBM® API Connect <version> for Containers download file. For example:

docker load < apiconnect-image-tool-<version>.tar.gz
Ensure that the registry has sufficient disk space for the files.

4. If your Docker registry requires repositories to be created before images can be pushed, create the repositories for each of the images listed by the image tool. (If
your Docker registry does not require creation of repositories, skip this step and go to Step 5.)
a. Run the following command to get a list of the images from image-tool:

docker run --rm apiconnect-image-tool-<version> version --images

b. From the output of each entry of the form <image-name>:<image-tag>, use your Docker registry repository creation command to create a repository for
<image-name>.
For example in the case of AWS ECR the command would be for each <image-name>:

aws ecr create-repository --repository-name <image-name>

5. Upload the image:
e If you do not need to authenticate with the docker registry, use:

docker run --rm apiconnect-image-tool-<version> upload <registry-url>
e Otherwise, if your docker registry accepts authentication with username and password arguments, use:
docker run --rm apiconnect-image-tool-<version> upload <registry-url> --username <username> --password <password>

e Otherwise, such as with IBM Container Registry, if you need the image-tool to use your local Docker credentials, first authenticate with your Docker registry,
then upload images with the command:

docker run --rm -v ~/.docker:/root/.docker --user 0 apiconnect-image-tool-<version> upload <registry-url>

Note: The previous command does not work on macOS if Docker is configured to use the osxkeychain credential store. In this case, complete the following

steps:
e Disable Docker > Preferences... > Securely store Docker logins in the macOS keychain.
e Inspect ~/.docker/config. json to make sure that it does not contain "credSstore": "osxkeychain", as some versions of Docker-for-mac

may handle the setting correctly per https://github.com/docker/for-mac/issues/4192.
e Authenticate with the Docker registry you intend to upload to.
e Run the command:

docker run --rm -v ~/.docker:/root/.docker --user 0 apiconnect-image-tool-<version> upload <registry-url>
e Once the upload of images is successful you may enable Docker > Preferences... > Securely store Docker logins in the macOS keychain.

Docker authentication notes:
e Both HTTPS and HTTP are supported. Best practice for Docker registry security is to use HTTPS by utilizing standard Docker load tools, to ensure your
images and platform are protected. However, when necessary you can use HTTP by specifying the --t1ls-verify=false flag.
e When using a Docker registry on localhost, you might encounter that the image-tool Docker container is on the Docker network and typically
without access to localhost. You can workaround this issue by using the --network
host argument to the Docker command. Note that --network host is a Docker argument, not an image-tool argument.
e Example of using --network hostand --tls-verify=false:

$ docker run -d -p 5000:5000 --name registry registry:2
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$ docker run --rm --network host apiconnect-image-tool-<version> upload localhost:5000 --tls-verify=false

Providing a certificate for verification, or disabling TLS verification
See the sample output of the tool usage for options to provide a certificate for verification or to disable TLS verification:

$ docker run --rm apiconnect-image-tool-<version> upload --help
upload docker images

Usage:
image-tool upload REGISTRY [flags]

Flags:
--cert-dir string Directory with destination registry certificate tls.crt file
--username string User name
-h, --help help for upload
--password password for <username>
--tls-verify Verify TLS on destination registry (default true)

Global Flags:
--accept-license Accept the license for API Connect
--debug Enable debug logging

Notes:

® --username=<username> and --password=<password> can be used to specify credentials for authentication with the destination Docker
registry.

e --tls-verify=false can be used to disable verification of the destination Docker registry certificate

e --cert-dir <path>can be used to provide a tls.crt file to be used for validation of the destination Docker registry certificate. For example:

docker run --rm -v <path-to-folder-with-tls.crt-file>:/cert apiconnect-image-tool-<version> upload <registry> --
cert-dir /cert

6. Download the file IBM® API Connect <version> Operator Release Files for Containers
a. Decompress the downloaded Operator Release Files for Containers
Contents:

e API Connect Operator operator custom resource definition (CRDs).
e API Connect Operator Deployment and required resources CRDs.
e API Connect Operator Deployment and required resources CRDs, for multiple-namespace installations.
e DataPower Gateway Operator operator custom CRDs.
e API Connect custom resource templates, and Certificate Manager
The Operator Release Files for Containers files will be used later in deployment instructions.

Note: The Operator Release files may include catalog and operator source for OpenShift. These files are not used when deploying on native Kubernetes.

b. To access the API Connect custom resource templates and Certificate Manager, decompress the archive helper_files.zip.
The zip file contains custom resource templates for:

e Deployment of each subsystem.
e Backup and restore of each subsystem
e Custom certificates, both external and internal, for either standard deployments or 2-site HA deployments
e Certificate support for multi-namespace deployments
e Multi-site secret generation in a two data center deployment on Kubernetes.
e Ingress Issuer and Subsystem Certificates Resources, for either standard deployments or 2-site HA deployments
e Setting an administrator secret for DataPower Gateway
The templates will be used later in deployment instructions.

What to do next

Continue with Deploying operators and cert-manager.

¢ Signature verification by using PGP
You can verify the integrity of files to ensure that they originated from IBM and are not modified.

Signature verification by using PGP

You can verify the integrity of files to ensure that they originated from IBM and are not modified.

About this task

You can use code signatures to verify that a downloaded file was created by IBM and that no bits in the file were changed. The signature files that are used are * . asc. The
key/cert file is PRD0003216key . pub . pgp.

Procedure

1. Import the public key.

$ gpg --import PRD0003216key.pub.pgp
gpg: key 020ED6B5DBE65F3B: public key "APIConnect <psirt@us.ibm.com>" imported
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gpg: Total number processed: 1
gpg: imported: 1

$ gpg --list-key --fingerprint APIConnect
pub rsad096 2023-02-28 [SCE]

39ED 1634 5FCD EDB5 D6ED E860 020E D6B5 DBE6 S5F3B
uid [ unknown] APIConnect <psirt@us.ibm.com>

When the key is imported, it does not need to be imported again. It is not signed, but you should make a note of the fingerprint so you can compare to make sure
that the key is IBM's:

39ED 1634 5FCD EDB5 D6ED E860 020E D6B5 DBE6 5F3B

N

. Verify the files.

$ $ gpg --verify helper files.zip.asc

gpg: assuming signed data in 'helper files.zip'

gpg: Signature made Mon 28 Sep 17:35:17 2020 PDT

gpg: using RSA key 39ED16345FCDEDBS5D6EDE860020ED6B5DBE65F3B
gpg: Good signature from "APIConnect <psirt@us.ibm.com>" [unknown]

gpg: WARNING: This key is not certified with a trusted signature!

gpg: There is no indication that the signature belongs to the owner.
Primary key fingerprint: 39ED 1634 5FCD EDB5 D6ED E860 020E D6B5 DBE6 S5F3B

The verification shows that the key matches the signature and that shows the fingerprint of the key, which should match the import:

39ED 1634 5FCD EDB5 D6ED E860 020E D6B5 DBE6 5F3B

Deploying operators and cert-manager

Deploy the Kubernetes operator files and install cert-manager.

Before you begin

You must have completed the following installation tasks before you deploy the operators:

1. Review the installation requirements. See Deployment requirements.
2. Obtain the API Connect product files. See Obtaining product files.

About this task

Table 1 lists the operator that applies to each release of API Connect.

Table 1. Operators and operands for API Connect

API Connect release | API Connect Operator version | DataPower Operator version
10.0.5.5 3.5.0 1.6.10

10.0.5.4 3.4.0 1.6.8

10.0.5.3 3.3.0 1.6.6

10.0.5.2 3.2.0 1.6.3

10.0.5.1 3.1.0 1.6.2

10.0.5.0 3.0.0 1.6.0

The deployment procedures differ depending on whether your deployment cluster uses a single namespace or multiple namespaces. Follow the instructions that apply to
your deployment cluster:

¢ Deploying operators in a single-namespace API Connect cluster
Deploy the Kubernetes operator files in a single namespace cluster.
Deploy the Kubernetes operator files in multi-namespace cluster.
¢ Installing cert-manager and certificates in a two data center deployment
Additional instructions explaining how to install a cert-manager and certificates in a two data center disaster recovery deployment on Kubernetes.

Deploying operators in a single-namespace API Connect cluster

Deploy the Kubernetes operator files in a single namespace cluster.

Before you begin

e Ensure you completed the prerequisite tasks for installing operators. See Deploying operators and cert-manager.
e Be sure to review your strategy for using certificates with API Connect. See Deployment requirements.

Note: If you are deploying a multi-namespace API Connect cluster, do not use these instructions. Instead, go to Deploying operators in a multi-namespace API Connect
cluster.

Procedure
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1. Ensure KUBECONFIG is set for the target cluster:

export KUBECONFIG=<path_to_cluster config YAML file>

An example path is /Users/user/.kube/clusters/<cluster_name>/kube-config-<cluster_ name>.yaml

N

Decide on a namespace to be used for installation.
If not using the default namespace, create the namespace in the Kubernetes cluster where the API Connect deployment will take place. Use the following
command, replacing <namespace> with the namespace for the deployment:

kubectl create ns <namespace>

3. Install a cert-manager.
Use of a certificate manager adds convenience to the generation and management of certificate, but is not required. Whenever a custom resource (CR) takes a
certificate secret name as input, you can point to any secret name, as long as the secret exists before deploying the CR, and the secret contains relevant certificate
data. Typically, this is tls.crt, tls.key, and ca.crt files. See Certificates in a Kubernetes environment.

Note:
Do not use this step to install a cert-manager if:

® You want to use custom certificates. See Custom certificates on Kubernetes
* You are deploying a two data center disaster recovery deployment on Kubernetes, see Installing cert-manager and certificates in a two data center
deployment.
After you complete one of the alternate sets of instructions in the links in this Note, continue with Step 4.

a. Obtain the certificate manager.
API Connect v10 uses cert-manager v1.11.5 of cert-manager, which is a native Kubernetes certificate management controller.

You can obtain cert-manager v1.11.5 from the API Connect v10 distribution helper_files.zip archive, or download it from https://github.com/cert-
manager/cert-manager/releases/tag/v1.11.5

Note: cert-manager is bundled as a common service in IBM CloudPak for Integration.

o

Apply the CR:

kubectl apply -f cert-manager-1.11.5.yaml
Do not specify a custom namespace.

See https://cert-manager.io/docs/release-notes/release-notes-1.11/.

o

Wait for cert-manager pods to enter Running 1/1 status before proceeding. To check the status:

kubectl get po -n cert-manager

There are 3 cert-manager pods in total.
4. Create a registry secret with credentials to be used to pull down product images.
Use the following command, replacing <namespace> with the namespace for your deployment, and replacing <registry server> with the location of the
Docker Registry where the installation product images were pushed:

kubectl create secret docker-registry apic-registry-secret
--docker-server=<registry server>
--docker-username=<username@example.com> --docker-password=<password> --docker-email=<usernamefexample.com> -n <namespace>

o1

Create a registry secret for the DataPower registry with the credentials to be used to pull down product images.
Use the following command, replacing <namespace> with the desired namespace for the deployment:

kubectl create secret docker-registry datapower-docker-local-cred
--docker-server=<docker server> --docker-username=<username@example.com> --docker-password=<password> --docker-email=
<username@example.com> -n <namespace>

o

Create a DataPower admin secret.
Use the following command, replacing <namespace> with the desired namespace for the deployment:

kubectl create secret generic datapower-admin-credentials --from-literal=password=admin -n <namespace>

The admin secret will be used for $ADMIN USER_SECRET when deploying the gateway CR.

~

. If you are using a namespace other than default, open ibm-apiconnect.yaml in a text editor. Replace each occurrence of default with the namespace for
your deployment.

8. Open ibm-apiconnect.yaml in a text editor. Replace the value of each image: key with the location of the apiconnect operator images (from the ibm-apiconnect

container and the ibm-apiconnect-init container), either uploaded to your own registry or pulled from a public registry.

serviceAccountName: ibm-apiconnect
imagePullSecrets:
- name: apic-registry-secret
initContainers:
- name: ibm-apiconnect-init
image: <My registry or public registry>/ibm-apiconnect-operator-
init@sha256:0d3bbac7¢c67372ad013407a8049c69dbd08b1559b59a7606£cd87eb0£4519cel

containers:

- name: ibm-apiconnect

image: <My registry or public registry>/ibm-apiconnect-
operator@sha256:a7473ee26c252£fca4931b682cd95d73b4149e4b5b773834408£9£22d0246a76c

0

If DataPower Gateway is desired in this installation, and if you are using a namespace other than default, open ibm-datapower.yaml in a text editor. Replace
each occurrence of default with the namespace for your deployment.
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10. Open ibm-datapower.yaml in a text editor.

a. Locate the image: key in the containers section of the deployment yaml immediately after imagePullSecrets:. Replace the value of the image: key with
the location of the datapower operator image, either uploaded to your own registry or pulled from a public registry.
b. Update the IBM_DOCKER_HUB and IBM_ENTITLED_ REGISTRY value in the env section with the registry address where the images were uploaded with the

image-tool in Obtaining product files.
For example, the default entries are:
- name: IBM ENTITLED REGISTRY
value: "cp.icr.io/cp/datapower"

- name: IBM DOCKER HUB
value: "cp.icr.io/cp/datapower"

11. Install the ibm-apiconnect CRDs.
kubectl apply -f ibm-apiconnect-crds.yaml
12. Install the ibm-apiconnect Kubernetes deployment.

kubectl apply -f ibm-apiconnect.yaml

13. If DataPower Gateway is desired in this installation, install the ibm-datapower Kubernetes deployment for DataPower Gateway, with the following command,
replacing <namespace> with the desired namespace for the deployment (-n <namespace> can be omitted if default namespace is being used for installation):

kubectl apply -f ibm-datapower.yaml -n <namespace>

Note: There is a known issue on Kubernetes version 1.19.4 or higher that can cause the DataPower operator to fail to start. In this case, the DataPower Operator

pods can fail to schedule, and will display the status message: no nodes match pod topology spread

constraints (missing required label).For example:

0/15 nodes are available: 12 node(s) didn't match pod topology spread constraints (missing required label),

3 node(s) had taint {node-role.kubernetes.io/master: }, that the pod didn't tolerate.

You can workaround the issue by editing the DataPower operator deployment and re-applying it, as follows:

a. Delete the DataPower operator deployment, if deployed already:

kubectl delete -f ibm-datapower.yaml -n <namespace>

b. Open ibm-datapower.yaml, and locate the topologySpreadConstraints: section. For example:

topologySpreadConstraints:

- maxSkew: 1
topologyKey: zone
whenUnsatisfiable: DoNotSchedule

c. Replace the values for topologyKey: and whenUnsatisfiable: with the corrected values shown in the example below:

topologySpreadConstraints:

- maxSkew: 1
topologyKey: topology.kubernetes.io/zone
whenUnsatisfiable: ScheduleAnyway

d. Save ibm-datapower.yaml and deploy the file to the cluster:
kubectl apply -f ibm-datapower.yaml -n <namespace>

14. Install the ingress-ca Issuer to be used by cert-manager.
Note:

If you are installing a two data center disaster recovery deployment, skip this step, and follow the steps in: Installing cert-manager and certificates in a two data

center deployment.

a. Use the following command, replacing <namespace> with the desired namespace for the deployment:

kubectl apply -f ingress-issuer-vl.yaml -n <namespace>

The file ingress-issuer-vl.yaml is included in the release files contained in helper files.zip

b. Validate that the command succeeded:

kubectl get certificates -n <namespace>

Example output indicating success:

NAME READY SECRET
analytics-ingestion-client True analytics-ingestion-client
gateway-peering True gateway-peering
gateway-service True gateway-service

ingress-ca True ingress-ca
portal-admin-client True portal-admin-client
portal-tunnel-client True portal-tunnel-client

The list of certificates might vary based on your deployment.

15. Continue with Installing the API Connect subsystems.

AGE
70s
69s
69s
11s
11s
70s

Deploying operators in a multi-namespace API Connect cluster

Deploy the Kubernetes operator files in multi-namespace cluster.
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Before you begin

e Ensure you completed the prerequisite tasks for installing operators. See Deploying operators and cert-manager.
e Be sure to review your strategy for using certificates with API Connect. See Deployment requirements.

About this task

Note: If you are deploying a single-namespace API Connect cluster, do not use these instructions. Instead, go to Deploying operators in a single-namespace API Connect
cluster.

e These instructions apply only to native k8s deployments. They do not apply to OpenShift deployments.

e The apiconnect operator is deployed as a cluster-scoped operator which watches every namespace in the cluster. The apiconnect operator can be installed in any
namespace, although it is recommended that the API Connect operator is installed in its own dedicated namespace.

e The DataPower operator must be deployed in a namespace where gateway subsystem install is planned.

e Single ingress-ca certificate must be installed and used across the various namespaces where subsystems will be installed.

Procedure

1. Prepare your environment:
a. Ensure KUBECONFIG is set for the target cluster:

export KUBECONFIG=<path_to_cluster_config YAML file>

An example path is /Users/user/.kube/clusters/<cluster_name>/kube-config-<cluster_ name>.yaml

b. Create namespaces on which subsystems are planned to be installed.
The required namespaces are:

e Apiconnect operator namespace
e Gateway subsystem namespace
e Management subsystem namespace
e Portal subsystem namespace
e Analytics subsystem namespace
The following example values and deployment are used throughout these instructions:

e An apiconnect operator is installed in operator namespace
e A DataPower operator and gateway subsystem is installed in gtw namespace
e The Management subsystem is installed in mgmt namespace
e The Portal subsystem is installed in portal namespace
e The Analytics subsystem is installed in a7s namespace
c. Multi-namespace templates are provided in helper_files.zip, inside the release_files.zip you downloaded in Obtaining product files:

helper files_ unpack/multi-ns-support/

2. Install cert-manager and configure certificates:
Use of a certificate manager adds convenience to the generation and management of certificate, but is not required. Whenever a custom resource (CR) takes a
certificate secret name as input, you can point to any secret name, as long as the secret exists before deploying the CR, and the secret contains relevant certificate
data. Typically, this is tls.crt, tls.key, and ca.crt files. See Certificates in a Kubernetes environment.

You can obtain cert-manager v1.11.5 from the API Connect v10 distribution helper_ files.zip archive, or download it from https://github.com/cert-
manager/cert-manager/releases/tag/v1.11.5.

a. Install cert-manager v1.11.5, do not specify a custom namespace as cert manager will be installed in its own namespace.
Note:
Do not use Step 2.a to install a cert-manager if:

e You want to use custom certificates. See Custom certificates on Kubernetes
* You are deploying a two data center disaster recovery deployment on Kubernetes, see Installing cert-manager and certificates in a two data center
deployment

i. kubectl apply -f cert-manager-1.11.5.yaml

ii. Wait for cert-manager pods to enter Running 1/1 status before proceeding. Use the following command to check:
kubectl -n cert-manager get po
There are 3 cert-manager pods in total.

b. Install ingress-ca certificate:
i. Locate ingress-ca certificate at helper files/multi-ns-support/ingress-ca-cert.yaml
ii. Create ingress-ca certificate in one of the subsystems. For example, if we choose mgmt namespace:

kubectl -n mgmt apply -f ingress-ca-cert.yaml

c. Install common issuers on all the namespaces:
i. Locate common-issuer.yaml in helper files/multi-ns-support/
ii. Create common-issuer.yaml in all namespaces:
kubectl create -f common-issuer.yaml -n mgmt
kubectl create -f common-issuer.yaml -n gtw
kubectl create -f common-issuer.yaml -n ptl
kubectl create -f common-issuer.yaml -n a7s

d. Obtain the ingress-ca secret created by cert manager and create the secret on all namespaces:
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Note:
The instructions in this step result in having a sel£signing-issuer in every namespace. This issuer is typically referenced by an API Connect CR in the
namespace with:

microServiceSecurity: certManager
certManagerIssuer:

name: selfsigning-issuer

kind: Issuer

This issuer (and associated root certificate) does not need to be the same in every namespace, nor does it need to be the same for 2 CRs in the same
namespace. Each subsystem can use its own selfsigning-issuer, because it is only used for certificates that are internal to the subsystem.

To ensure that the ingress-issuer is in sync across namespaces, it should be backed by the same ingress-ca certificate. This enables, for example, APIM to
use a client certificate that matches the CA of the portal-admin ingress endpoint. The sync is achieved by copying around the ingress-ca certificate in each
namespace, as shown in the following steps. It does not matter that it is the same issuer, or whether it has a different name. However it is important is that
the ingress-ca is the same for the all the "ingress-issuer" that are going to be used by the subsystems.

i. Make sure ingress-ca certificate READY status is set to true:
kubectl get certificate ingress-ca -n mgmt
NAME READY  SECRET AGE

ingress-ca True ingress-ca 9m24s

ii. Cert-manager creates a secret called ingress-ca in mgmt namespace which represents the certificate we created in Step 2.c.
iii. Use the following command to obtain the yaml format of the secret:

kubectl get secret ingress-ca -n <namespace-where-ingress-ca-cert-is-created> -o yaml > ingress-ca-secret-in-
cluster.yaml

iv. Remove unwanted content from the secret yaml:

cat ingress-ca-secret-in-cluster.yaml | grep -v 'creationTimestamp' | grep -v 'namespace' | grep -v 'uid' | grep
-v 'resourceVersion' > ingress-ca-secret.yaml

<

Create the secret using the yaml we prepared in previous step on rest of the subsystem namespaces. In this example, in the gtw, a7s and ptl
namespaces.

kubectl create -f ingress-ca-secret.yaml -n gtw

kubectl create -f ingress-ca-secret.yaml -n ptl

kubectl create -f ingress-ca-secret.yaml -n a7s

e. Install management certs in management namespace:
i. Locate management-certs.yaml in helper files/multi-ns-support/
ii. Create management-certs.yaml in the mgmt namespace:

kubectl create -f management-certs.yaml -n mgmt

f. Install gateway certs in the gateway namespace:
i. Locate gateway-certs.yaml in helper files/multi-ns-support/
ii. Create gateway-certs.yaml in the gtw namespace:

kubectl create -f gateway-certs.yaml -n gtw

3. Install the apiconnect operator:
a. Install the ibm-apiconnect CRDs with the following command. Do not specify a namespace:

kubectl apply -f ibm-apiconnect-crds.yaml

b. Create a registry secret with the credentials to be used to pull down product images with the following command, replacing <namespace> with the desired
namespace for the apiconnect operator deployment.
kubectl -n <namespace> create secret docker-registry apic-registry-secret

--docker-server=<registry server>
--docker-username=<username@example.com> --docker-password=<password>
--docker-email=<usernamef@example.com>

e For example, replace <namespace> with operator.

* docker-password can be your artifactory API key.

* -n <namespace> can be omitted if default namespace is being used for installation

c. Locate and open ibm-apiconnect-distributed.yaml in a text editor of choice. Then, find and replace each occurrence of SOPERATOR NAMESPACE
with <namespace>, replacing <namespace> with the desired namespace for the deployment. In this example, the namespace is operator.

d. Also in ibm-apiconnect-distributed.yaml, locate the image: keys in the containers sections of the deployment yaml right below
imagePullSecrets:. Replace the placeholder values REPLACE-DOCKER-REGISTRY of the image: keys with the docker registry host location of the
apiconnect operator image (either uploaded to own registry or pulled from public registry).

e. Install ibm-apiconnect-distributed.yaml with the following command

kubectl apply -f ibm-apiconnect-distributed.yaml

4. Install DataPower operator:
Deployment of the DataPower operator is only needed if you have at least one API Connect v10 Gateway subsystem (whether v5 compatible or not) to upgrade. If
you are using DataPower in a different form factor such as an Appliance, you will not have an API Connect v10 Gateway subsystem to upgrade, and will not need the
DataPower operator for your upgrade.

Note: The DataPower Operator supports multiple instances of DataPower in the same cluster, separated by namespace. When deploying into multiple namespaces,
ensure that any cluster-scoped resources are created with unique names for separate installations, such that they are not overwritten by subsequent installations.
For example, DataPower cluster-scoped resources include ClusterRoleBindings.
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a. Create a registry secret for the DataPower registry with the credentials to be used to pull down product images with the following command, replacing
<namespace> With the desired namespace for the deployment .(In this case gtw):

kubectl -n <namespace> create secret docker-registry datapower-docker-local-cred
--docker-server=<registry server>
--docker-username=<username@example.com> --docker-password=<password>
--docker-email=<usernamef@example.com>

e For example, replace <namespace> with gtw.

e docker-password can be your artifactory API key.

® -n <namespace> can be omitted if default namespace is being used for installation
Create a DataPower admin secret, replacing <namespace> with the desired namespace for the deployment. For example, gtw. This secret will be used for
$ADMIN USER_ SECRET later in the Gateway CR:

o

kubectl -n <namespace> create secret generic datapower-admin-credentials --from-literal=password=admin

-n
<namespace> can be omitted if default namespace is being used for installation.

Locate and open ibm-datapower.yaml in a text editor of choice. Then, find and replace each occurrence of default with <namespace>, replacing
<namespace> with the desired namespace for the deployment. For example, gtw.
. Install ibm-datapower.yaml with the following command:

o

o

kubectl -n <namespace> apply -f ibm-datapower.yaml

Note: There is a known issue on Kubernetes version 1.19.4 or higher that can cause the DataPower operator to fail to start. In this case, the DataPower
Operator pods can fail to schedule, and will display the status message: no nodes match pod topology spread
constraints (missing required label).For example:

0/15 nodes are available: 12 node(s) didn't match pod topology spread constraints (missing required label),
3 node(s) had taint {node-role.kubernetes.io/master: }, that the pod didn't tolerate.

You can workaround the issue by editing the DataPower operator deployment and re-applying it, as follows:
i. Delete the DataPower operator deployment, if deployed already:
kubectl delete -f ibm-datapower.yaml -n <namespace>
ii. Open ibm-datapower.yaml, and locate the topologySpreadConstraints: section. For example:
topologySpreadConstraints:
- maxSkew: 1

topologyKey: zone
whenUnsatisfiable: DoNotSchedule

iii. Replace the values for topologyKey: and whenUnsatisfiable: with the corrected values shown in the example below:

topologySpreadConstraints:

- maxSkew: 1
topologyKey: topology.kubernetes.io/zone
whenUnsatisfiable: ScheduleAnyway

iv. Save ibm-datapower.yaml and deploy the file to the cluster:
kubectl apply -f ibm-datapower.yaml -n <namespace>

5. Next, install the subsystems. Continue with Installing the API Connect subsystems.
Note: Unless otherwise stated, when performing the individual subsystem upgrades the <namespace> value of example kubectl commands for a given
subsystem should be set to the namespace for the particular subsystem component they are acting on.

Installing cert-manager and certificates in a two data center deployment

Additional instructions explaining how to install a cert-manager and certificates in a two data center disaster recovery deployment on Kubernetes.

Before you begin

Before you install a cert-manager, you should know your strategy for using certificates with API Connect. Review the certificate requirements in Deployment requirements.

You should also have already completed Obtaining product files.

About this task

You must create certificates and keys for API Manager and the Developer Portal on both data centers, dc1 and dc2, and ensure that they match on both.

Use these instructions to install the supplied cert-manager and ingress-issuer-vl.yaml. Use these instructions if you are not using custom certificates.
Note that ingress-issuer-vl.yaml is supplied by cert-manager.

Note:
Do not use these instructions if you want to use custom certificates. See Custom certificates on Kubernetes.

Procedure

1. Install a cert-manager.
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Use of a certificate manager adds convenience to the generation and management of certificate, but is not required. Whenever a custom resource (CR) takes a
certificate secret name as input, you can point to any secret name, on condition that the secret exists before you deploy the CR, and that the secret contains
relevant certificate data. Typically, this is tls.crt, tls.key, and ca.crt files. See Certificates in a Kubernetes environment.

a. Obtain the certificate manager.
API Connect v10 uses cert-manager v1.11.5 of cert-manager, which is a native Kubernetes certificate management controller.

You can obtain cert-manager v1.11.5 from the API Connect v10 distribution helper_files.zip archive, or download it from https://github.com/cert-

manager/cert-manager/releases/tag/v1.11.5

Note: cert-manager is bundled as a common service in IBM Cloud Pak for Integration.

o

Apply the CR:
kubectl apply -f cert-manager-1.11.5.yaml
Do not specify a custom namespace.

See https://cert-manager.io/docs/release-notes/release-notes-1.11/.

2]

. Wait for cert-manager pods to enter Running 1/1 status before proceeding. To check the status:
kubectl get po -n cert-manager

There are 3 cert-manager pods in total.
2. Use the following steps to allow ingress-ca secrets to be the same on both data centers.
a. On DC1 apply the file ingress-issuer-vl-dcl.yaml:

kubectl -n <namespace> apply -f ingress-issuer-vl-dcl.yaml
b. Validate that the command succeeded:

kubectl get certificates -n <namespace>

o

Export ingress-ca secret as a yaml from DC1:

kubectl -n <namespace> get secret ingress-ca -o yaml > ingress-ca.yaml

d. Edit the ingress-ca.yaml file to remove all annotations, labels, creationTimestamp, managedFields, manager, operation, time,
resourceVersion, selfLink, and uid. Also, if you are using a different namespace in DC2, then update the namespace field.

e. Copy the ingress-ca.yaml from DC1 to DC2 and apply that file on DC2:
kubectl -n <namespace> apply -f ingress-ca.yaml

f. On DC2 apply the file ingress-issuer-vl-dc2.yaml:
kubectl -n <namespace> apply -f ingress-issuer-vl-dc2.yaml

g. Use the following commands to test that they are the same, on DC1 run:
kubectl -n <namespace> get secrets ingress-ca -o yaml | grep tls.crt | grep -v 'f:tls' | awk '{print $2}' | base64 -d
> /tmp/ingress.pem.dcl

h. On DC2 run:
kubectl -n <namespace> get secrets ingress-ca -o yaml | grep tls.crt | grep -v 'f:tls' | awk '{print $2}' | base64 -d
> /tmp/ingress.pem.dc2

i. To see the differences run:
diff /tmp/ingress.pem.dcl /tmp/ingress.pem.dc2
The files should be the same.

j. On DC2, to ensure that the certificates are working correctly and that they are using the ingress-ca secret. First, get the portal-admin-client crt
file:
kubectl -n <namespace> get secrets portal-admin-client -o yaml | grep tls.crt | awk '{print $2}' | base64 -d >
/tmp/admin-client.crt

k. Test that it is working by using OpenSSL:

openssl verify -verbose -CAfile /tmp/ingress.pem.dcl /tmp/admin-client.crt

If it is working, you should see:

/tmp/admin-client.crt: OK

3. Continue with Deploying operators and cert-manager.

Installing the API Connect subsystems

Deploy the API Connect subsystem custom resources.

Before you begin

Attention: API Connect is not supported on a FIPS-enabled environment.
Before you install the subsystems, verify that you completed the following prerequisite tasks:
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1. Obtaining product files
2. Deploying operators and cert-manager

About this task

Use the CR (custom resource) files to install the Management, Gateway, Analytics, and Portal subsystems for your API Connect cloud. CRs are extensions of the
Kubernetes API. API Connect installs its subsystems using individual CRs. One CR is deployed per one managed subsystem. The API Connect operator manages the
lifecycle of the subsystem CRs and deploys and manages the microservice for each one.

CR templates are provided in the helper_f£iles archive to install each API Connect subsystem. You extracted these files into an installation folder of your choosing in
Obtaining product files.

e The API Connect operators and operands must be from the same version of API Connect. For example, the API Connect operator 10.0.4.0 does not successfully
deploy the API Connect management subystem (operand) from Version 10.0.3.0.

e You can deploy multiple instances of API Connect into the same cluster by using different namespaces.

¢ Deploying multiple similar subsystems in a single namespace is not supported. For example, deploying two management subsystems, mgmt1, mgmt2 in a single
namespace where apiconnect operator is installed.

e For more information on Custom Resources in Kubernetes see https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/.

e For details on how the API Connect operator manages the CRs using the Kubernetes operator pattern, see https://kubernetes.io/docs/concepts/extend-
kubernetes/operator/.

e For guidance on choosing object names and IDs in Kubernetes, see https://kubernetes.io/docs/concepts/overview/working-with-objects/names/#names.

Procedure

Complete each of the following instructions:

1. Installing the Management subsystem cluster.

2. Installing the DataPower Gateway subsystem.

3. Installing the Developer Portal subsystem.

4. Installing the Analytics subsystem.

5. When all subsystems are running, verify you can access the API Connect Cloud Manager. Enter the Cloud Manager endpoint URL in your browser.
Tip:
You can find your Cloud Manager endpoint URL as follows:

The property cloudManagerEndpoint is specified in the management CR (management_cr.yaml). When you edited the template, you specified a value for
SSTACK_HOST:.
cloudManagerEndpoint:
annotations:
cert-manager.io/issuer: ingress-issuer
hosts:
- name: admin.$STACK HOST
secret: cm-endpoint

The template URL is https://admin.<STACK HOST>/admin. The /admin suffix at the end is the name of the Cloud Manager administrator.

For example, if $STACK HOSTis myhost. subnet.example.com, the Cloud Manager endpoint URL is:

https://admin.myhost.subnet.example.com/admin

The first time that you access the Cloud Manager user interface, you enter admin for the user name and 7iron-hide for the password. You will be prompted to
change the Cloud Administrator password and email address. See Accessing the Cloud Manager user interface.

What to do next

When you have completed the installation of all required API Connect subsystems, you can proceed to defining your API Connect configuration by using the API Connect
Cloud Manager; refer to the Cloud Manager configuration checklist.

¢ Installing the Management subsystem cluster
Install the Management subsystem cluster

¢ Installing the DataPower Gateway subsystem
Install the DataPower Gateway subsystem

¢ Installing the Developer Portal subsystem
Install the Developer Portal subsystem.

¢ Installing the Analytics subsystem
Install the IBM API Connect analytics subsystem.

Installing the Management subsystem cluster

Install the Management subsystem cluster

Before you begin

Before you start this task, you should have already:

e Reviewed the Kubernetes requirements in Pre-installation requirements
e Completed Deploying operators and cert-manager
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About this task

Edit the custom resource template for the Management system, apply the resource, verify that the pods are up and running, and verify that you can connect to the API
Connect Cloud Manager.

Procedure

1. Edit the management_cr template CR, to replace the placeholders with values for your deployment.

$APP_PRODUCT_VERSION

API Connect application version for the subsystems.

version: <version number>

Example version number: 10.0.5.5

$SECRET_NAME

Use for image pull.

imagePullSecrets:
- apic-registry-secret

$PROFILE

Specify your Management subsystem profile, where n indicates number of replicas, ¢ number of cores, and m is the minimum memory allocation in GB. For

$DOCKER_REGISTRY

The host name of the Docker Registry to which you uploaded the installation images. For example:

my .docker.registry.domain.example.com.

$INGRESS_CLASS

The ingress class that you want the endpoint to use. This is an optional property and if not specified, the ingress class with annotation
ingressclass.kubernetes.io/is-default-class:

true is used. If such an ingress class does not exist in the Kubernetes environment, then nginx is used. If you do set this value, it must refer to a valid
ingress class configured in your Kubernetes system.
Note: This property is commented out in the template CR file. If you set this value, make sure to also uncomment it.

$STACK_HOST

The desired ingress subdomain for the API Connect stack. Used when specifying endpoints. Domain names that are used for endpoints cannot contain the
underscore "_" character. You can do one of the following:
e Subdomain customization only
Accept the prefixes predefined for the ingress hostnames to use and just replace all instances of STACK_HOST to be the desired ingress subdomain for
the API Connect stack. For example, if your host is myhost . subnet.example.com:

cloudManagerEndpoint:
< ... >
hosts:
- name: admin.myhost.subnet.example.com
secret: cm-endpoint

apiManagerEndpoint:
< ... >
hosts:
- name: manager.myhost.subnet.example.com
secret: apim-endpoint

platformAPIEndpoint:
< ... >
hosts:

- name: api.myhost.subnet.example.com
secret: api-endpoint

consumerAPIEndpoint:
< ... >
hosts:
- name: consumer.myhost.subnet.example.com
secret: consumer-endpoint

e Complete hostname customization
Change both the predefined prefixes and the STACK_HOST subdomain to match your desired hostnames.

For example, for cloudManagerEndpoint, you can replace admin.$STACK_HOST withmy.cloudmgr .myhost.subnet.example.com, where
my . cloudmgr replaces admin, and myhost. subnet.example.com replaces STACK_HOST. For example:

cloudManagerEndpoint:
< ... >
hosts:
- name: my.cloudmgr.myhost.subnet.example.com
secret: cm-endpoint

You can do this for some or all of the hostnames, depending on your customization requirements.

$STORAGE_CLASS

The Kubernetes storage class to be used for Persistent Volume Claims. Find the available storage classes in the target cluster by running the following
command: kubectl get
scC.

storageClassName: local-storage
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2. Edit the 1icense: setting:
a. Set accept: to true to accept the license. Note that the default value is £alse. If you do not accept the license, the Operator will not install the subsystem.
b. Setmetric: to track your product usage. Enter the unit of measure that is used for your program license:
e PROCESSOR_VALUE_UNIT - Default value. If you leave the field blank, this value is used.
e MONTHLY_API_CALL - Applies only to the IBM API Connect Hybrid Entitlement program.
For information on tracking monthly call volume, see Tracking API volume for auditing and compliance.

c. Set use: to either production or nonproduction, to match the license you purchased.
d. Set 1license: to the License ID for the version of API Connect that you purchased. See API Connect licenses.
Example entry to accept the license for a production system:

license:
accept: true
metric: PROCESSOR VALUE_UNIT
use: production
license: L-RJON-BZ5LSE

3. If installing with custom internal certificates, specify a site name.
e The site name is used as the identifier for the PostgreSQL database cluster used by API Connect. This name should already have been decided upon and
used to update the custom-certs-internal.yaml file as described in Generating custom certificates.
® You must now add your chosen site name to management_cr.yaml, by creating a siteName property anywhere inside the spec block, set to the chosen
site name:

siteName: <site name>
Replace <site_name> with your chosen site name.

4. It is recommended to allocate 100Gi for write-ahead logging (WAL) storage.
The default storage is:

e One replica profile - 30Gi
e Three replica profile - 47Gi
For best performance, edit the CR to add the following entries, and set volumeSize: to 100Gi:

spec:
dbArchiveVolumeClaimTemplate:
storageClassName: <storage-class>
volumeSize: <volume-size>

o

. Configure backups for the management subsystem.
Important: Note that in order to restore your deployment in the event of a disaster where you must redeploy a new cluster, you must take specific configuration
actions before installing the Management subsystem. See Preparing the management subsystem for disaster recovery.

. Optional: If you are installing as part of a two data center disaster recovery set up, complete the steps in Installing a two data center deployment on Kubernetes
before you apply the edited file.
. Install the management Custom Resource, replacing <namespace> with the target installation namespace in the Kubernetes cluster.

o

~

kubectl apply -f management_cr.yaml -n <namespace>
8. Verify that the Management subsystem is fully installed:
kubectl get ManagementCluster -n <namespace>
The installation has completed when the READY status is True, and the SUMMARY reports that all services are online (e.g. 9/9). For example:

NAME READY SUMMARY VERSION RECONCILED VERSION AGE
management True 16/16 <version> <version-build> Tml7s

O

. Retain the encryption secret and database credential secrets in a safe location, in case you need to restore during a disaster recovery scenario. Complete the steps
in Preparing the management subsystem for disaster recovery.
Important: If you do not complete the steps in Preparing the management subsystem for disaster recovery, you will not be able to restore your management
subsystem to a new cluster during a disaster recovery scenario.

10. Check your connection to the Cloud Manager user interface on the Management subsystem on your Cloud Manager endpoint.

For example, if you accepted the default prefix of admin, and you set $STACK HOSTto myhost.subnet.example.com, the Cloud Manager endpoint URL is:

https://admin.myhost.subnet.example.com/admin

The first time that you access the Cloud Manager user interface, you enter admin for the user name and 7iron-hide for the password. You will be prompted to
change the Cloud Administrator password and email address. For further details, see Accessing the Cloud Manager user interface.

What to do next

If you are creating a new deployment of API Connect, install other subsystems as needed.

When you have completed the installation of all required API Connect subsystems, you can proceed to defining your API Connect configuration by using the API Connect
Cloud Manager; refer to the Cloud Manager configuration checklist.

Installing the DataPower Gateway subsystem

Install the DataPower Gateway subsystem

Before you begin

106 IBM API Connect10.0.5.x LTS



If you plan to install the Gateway subsystem in a remote cluster, be sure to satisfy the following requirements:

e Install both the API Connect and the DataPower operators.
The versions of the operators on the remote cluster and the version of the Gateway operand must exactly match the versions used in the main cluster.

e Make sure the remote cluster has the certificates:
o If you are using certificate manager, ensure that the ingress-ca is synced between sites.
o If you are not using certificate manager, copy the client gateway certificates to the remote cluster and reference them in the Gateway CR.

About this task

Note: An alternate deployment scenario is to use a physical DataPower appliance for the gateway. If you are using an appliance for the gateway, do not install using API
Connect Kubernetes CRs, since you do not need to configure a gateway subsystem in your Kubernetes cluster when using an appliance. For an appliance-based gateway,
you must configure two endpoints in DataPower to be used as the Gateway Service Management Endpoint and the API invocation Endpoint. Enter these endpoints in the
Configure Gateway Service screen in Cloud Manager. See Configuring DataPower Gateway for API Connect for instructions for configuring a DataPower appliance.

The installation folder where the helper_ files.zip was extracted contains two templates for Gateway service. The v5ecgateway_ cr.yaml template is for the v5
compatible Gateway, and the apigateway_cr.yaml template is for the API Gateway.

Procedure

1. Edit the template CR, either apigateway_cr.yaml or vGcgateway cr.yaml, to replace the placeholders with values for your deployment.

$APP_PRODUCT VERSION
API Connect application version for the subsystems.

version: <version number>
Example version number: 10.0.5.5

$PROFILE
Specify your gateway profile, where n indicates number of replicas, ¢ number of cores, and m is the minimum memory allocation in GB. For more information

on profiles, see Planning your deployment topology.

$SECRET_NAME
Use for image pull.

imagePullSecrets:
- apic-registry-secret

$DOCKER _REGISTRY
The host name of the Docker Registry to which you uploaded the installation images. For example:

my .docker.registry.domain.example.com.

$INGRESS_CLASS
The ingress class that you want the endpoint to use. This is an optional property and if not specified, the ingress class with annotation
ingressclass.kubernetes.io/is-default-class:
true is used. If such an ingress class does not exist in the Kubernetes environment, then nginx is used. If you do set this value, it must refer to a valid
ingress class configured in your Kubernetes system.
Note: This property is commented out in the template CR file. If you set this value, make sure to also uncomment it.
$STACK_HOST
The desired ingress subdomain for the API Connect stack. Used when specifying endpoints. Domain names that are used for endpoints cannot contain the
underscore "_" character. You can do one of the following:
e Subdomain customization only
Accept the prefixes predefined for the ingress hostnames to use and just replace all instances of STACK_HOST to be the desired ingress subdomain for
the API Connect stack. For example, if your host is myhost . subnet.example . com:

gatewayEndpoint:
< ... >
hosts:

- name: rgw.myhost.subnet.example.com
secret: gwvé6-endpoint

gatewayManagerEndpoint:
< ... >
hosts:
- name: rgwd.myhost.subnet.example.com
secret: gwv6-manager-endpoint

e Complete hostname customization
Change both the predefined prefixes and the STACK_HOST subdomain to match your desired hostnames.

For example, for gatewayEndpoint, you can replace rgw. $STACK_HOST withmy .gateway.endpoint.myhost.subnet.example.com, where
my .gateway.endpoint replaces rgw, and myhost.subnet.example.comreplaces $STACK_HOST

gatewayEndpoint:
< ... >
hosts:

- name: my.gateway.endpoint.myhost.subnet.example.com
secret: gwvé6-endpoint

You can do this for some or all of the hostnames, depending on your customization requirements.

$STORAGE_CLASS
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The Kubernetes storage class to be used for Persistent Volume Claims. Find the available storage classes in the target cluster by running the following
command: kubectl get
sc.

storageClassName: local-storage

$ADMIN USER_SECRET
Edit $ADMIN USER_SECRET to set the value you created in Deploying operators and cert-manager.

adminUserSecret: $ADMIN_USER_SECRET

$PLATFORM CA SECRET
Set to ingress-ca. The $PLATFORM CA_SECRET contains the CA certificate for the platform REST API endpoint. The gateway makes calls to the platform
REST API and this property must be set so that the gateway can verify the server certificate.

mgmtPlatformEndpointCASecret:
secretName: $PLATFORM_CA_SECRET

2. Edit the 1icense: setting:
a. Set accept: to true to accept the license. Note that the default value is £alse. If you do not accept the license, the Operator will not install the subsystem.
b. Setmetric: to track your product usage. Enter the unit of measure that is used for your program license:
e PROCESSOR_VALUE_UNIT - Default value. If you leave the field blank, this value is used.
e MONTHLY_API_CALL - Applies only to the IBM API Connect Hybrid Entitlement program.
For information on tracking monthly call volume, see Tracking API volume for auditing and compliance.

c. Set use: to either production or nonproduction, to match the license you purchased.
d. Set 1icense: to the License ID for the version of API Connect that you purchased. See API Connect licenses.
Example entry to accept the license for a production system:

license:
accept: true
metric: PROCESSOR VALUE UNIT
use: production
license: L-RJON-BZ5LSE

3. Optional: If applicable to your deployment, you can override the resource settings for CPU and memory.
e CPU override
When you specify spec.license.use: nonproduction and aone replica profile profile:
nlxc4.m8, the default CPU request for the gateway pod is 1 CPU. You can manually override this setting. For example, to request 2 CPUs:

template:
- name: datapower
containers:
- name: gateway
resources:
requests:
cpu: 2

e When you specify spec.license.use: production and aone replica profile profile:
nlxc4.m8, the default CPU request for the gateway pod is 4 CPUs.
e The CPU limit cannot be specified separately from the CPU request. The value for the CPU request is used as both CPU request and CPU limit in the
Gateway CR.
e Memory override
The default memory limit and request is 8Gi. The memory limit should always be greater than or equal to the memory request.

For example, to request 10Gi and set a limit of 12Gi:

template:
- name: datapower
containers:
- name: gateway
resources:
limits:
memory: 12Gi
requests:
cpu: 2
memory: 10Gi

Note: The override mechanism is specific only to the CPU and memory values, and cannot be used for other resource requests in the DataPower Gateway CR.

4. For apigateway_cr.yaml only, you can optionally enable openTracing.
a. Edit the CR to add the following properties, and supply values for each:
openTracing:

enabled: false # if true provide below details
odTracingRegistrationHostname: $OD_TRACING_REGISTRATION HOSTNAME
odTracingDataHostname: $0D_’1‘RACING_HOSTNAME
imageAgent: $AGENT IMAGE
imageCollector: $COLLECTOR_IMAGE

Where:

enabled
enabled: true

$OD_TRACING_REGISTRATION_HOSTNAME
odTracingRegistrationHostname: icp4i-od.tracing.svc

The hostname of the registration server for OpenTracing.

$OD_TRACING_HOSTNAME
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odTracingDataHostname: od-store-od.tracing.svc
The hostname of the data server for OpenTracing.

$AGENT_IMAGE
imageAgent: icp4i_od_agent:1.0.0-amd64
Image will be pulled from the imageRegistry of this CR.

$COLLECTOR_IMAGE
imageCollector: icp4i_od_collector:1.0.0-amdé4

Image will be pulled from the imageRegistry of this CR.

b. During the OpenTracing registration process, name the secret that stores credentials icp4i-od-store-cred, and add it to the cluster and into the
installation namespace.
5. Enable or disable syslogConfig.

syslogConfig:
enabled: false # if true, provide below details
# remoteHost: $DATAPOWER_SYSLOG_TCP_REMOTE_HOST # must be a string
# remotePort: $DATAPOWER SYSLOG TCP_REMOTE PORT # must be an int
# secretName: $DATAPOWER_SYSLOG_TCP_TLS_SECRET # must be a string

e Todisable syslog, remove the syslogCon£fig block from apigateway_cr.yaml and v5cgateway_cr.yaml. Alternatively, you can set
syslogConfig.enabled to false.
e Toenable syslogConfig in the Gateways, set the following values in apigateway_cr.yaml and v5cgateway cr.yaml:

enabled
enabled: true

$DATAPOWER_SYSLOG_TCP_REMOTE_HOST
remoteHost: <remote.host>

String. The hostname of the server for syslogConfig.

$DATAPOWER_SYSLOG_TCP_REMOTE_PORT
remotePort: <remote port number>

Integer. The port number of the server for syslogConfig.

$DATAPOWER_SYSLOG_TCP_TLS_SECRET
secretName: <secret>

String. The TLS secret name of the server for syslogConfig.

6. Optional: If applicable to your deployment, update the GatewayCluster CR to configure DataPowerService APIs to customize your DataPower deployment. See
Customizing a DataPower deployment.
. To enable mutual TLS between the Management client and the Gateway service’s manager endpoint, add mtlsvValidateClient to the spec section:

~

spec:
mtlsValidateClient: true

This ensures that the gateway service authenticates incoming requests from the API Manager, such as gateway service registration, and publishing APIs to the
gateway service. Specifically, the gateway service requires that incoming requests present a certificate that was signed by the same CA that was used to sign the
gateway service management endpoint. The gateway service management endpoint secret is specified under gatewayManagerEndpoint.hosts.secretName.
The API Manager’s gateway client’s TLS credentials are specified in the ManagementCluster CR under gateway .client.secretName.
Note: In releases previous to 10.0.5.3, this property is called validateApimClient.

8. Optional: If you want to enable JWT security for communications between the management and gateway, add and set the property jwksUrl.

spec:
jwksUrl: <JWKS URL>

where <JWKS URL> is the URL of the JWKS endpoint hosted on the management subsystems. To find out the jwksUr1, describe the management CR and check the
status: section:

kubectl describe mgmt -n <namespace>
status:
- name: jwksUrl
secretName: api-endpoint

type: API
uri: https://api.apic.acme.com/api/cloud/ocauth2/certs

For more information on JWT security, see Enable JWT security instead of mTLS.
Datapower version 10.5.0.4 only: To enable JWT on the gateway to analytics communications flow, you also must add a dataPowerOverride section to the
gateway CR:

spec:
jwksUrl: <JWKS URL>
dataPowerOverride:
image: customregistry.com/custom-image-datapower:10.5.0.5
version: 10.5.0.5
license: X-XXXX-XXXXXX

O

. Optional: If you want to use the In-cluster inter-subsystem communication feature, then uncomment the mgmtPlatformEndpointSvcCASecret section, and set
the secretName:

mgmtPlatformEndpointSvcCASecret:
secretName: management-ca # Usually management-ca

Unless you customized your internal certificates, this is always management-ca.
10. Optional: Enable autoscaling of gateway pods to ensure high availability of DataPower pods. See Enabling autoscaling of gateway pods.
11. Install the Gateway Custom Resource by applying the Gateway template file:

For a DataPower API Gateway, run the following command:
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kubectl apply -f apigateway cr.yaml -n <namespace>
For a DataPower Gateway (v5 compatible), run the following command:

kubectl apply -f v5cgateway cr.yaml -n <namespace>

. To verify that the Gateway subsystem(s) are fully installed, run the following command:

kubectl get GatewayCluster -n <namespace>

The installation has completed when the READY status is True, and the SUMMARY reports that all services are online (2/2) for all the Gateway subsystems that
were installed. Example:

NAME READY SUMMARY VERSION RECONCILED VERSION AGE

gwv5s True 2/2 <version> <version-build> Tm31ls
gwvé True 2/2 <version> <version-build> Tm32s

There is no need to wait for the READY status to be True before moving on to the next Subsystem installation.

What to do next

If you are creating a new deployment of API Connect, install other subsystems as needed.

When you have completed the installation of all required API Connect subsystems, you can proceed to defining your API Connect configuration by using the API Connect
Cloud Manager; refer to the Cloud Manager configuration checklist.

Installing the Developer Portal subsystem

Install the Developer Portal subsystem.

About this task

Important:

To enable effective high availability for your Portal service, you need a latency that is less than 50 ms between all portal-db pods to avoid the risk of performance
degradation. Servers with uniform specifications are required, as any write actions occur at the speed of the slowest portal-db pod, as the write actions are
synchronous across the cluster of portal-db pods. It is recommended that there are three servers in each cluster of portal-db pods for the high availability
configuration. The three servers can be situated in the same availability zone, or across three availability zones to ensure the best availability. However, you can
configure high availability with two availability zones.

The Portal does not do certain operations if the free space on certain volumes falls beneath predefined limits. In particular:

The databaseVolumeClaimTemplate needs at least 4GB of free space to create new sites, restore site backups, or upgrade or change the URL of existing sites.

The webVolumeClaimTemplate needs at least 256MB free space to create new sites, restore site backups, or upgrade or change the URL of existing sites.

Ensure that your kernel or Kubernetes node has the value of its inotify watches set high enough so that the Developer Portal can monitor and maintain the files
for each Developer Portal site. If set too low, the Developer Portal containers might fail to start or go into a non-ready state when this limit is reached. If you have
many Developer Portal sites, or if your sites contain a lot of content, for example, many custom modules and themes, then a larger number of inotify watches are
required. You can start with a value of 65,000, but for large deployments, this value might need to go up as high as 1,000,000. The Developer Portal containers take
inotify watches only when they need them. The full number is not reserved or held, so it is acceptable to set this value high.

Ensure that your kernel or Kubernetes node has a value of nproe (maximum number of processes) that applies to the user ID of the Portal pods that have been
assigned, and that it is high enough to allow all of the Portal processes to execute. For smaller installations this might be as low as 16384, but for larger installations
that have more concurrent web calls, you might need as many as 125205. If the number is too low, you will see errors like "fork: retry: Resource
temporarily unavailable" in the Portal logs. Note that this value might need to be even higher if other, non-Portal, pods are sharing the same user ID.

Ensure that your kernel or Kubernetes node has a value of nofiles (maximum number of open file descriptors) that applies to the user ID of the Portal pods that
have been assigned, and that it is high enough to allow the Portal to open all of the files that it requires. For smaller installations this might be as low as 16384, but
for larger installations that have more concurrent web calls and Portal web sites, you might need as many as 1048576. If the number is too low, you will see errors
like "too many open

files" in the Portal logs. Note that this value might need to be even higher if other, non-Portal, pods are sharing the same user ID.

The Portal endpoints values are used when you configure a Portal service in the Cloud Manager. See Registering a Portal service.

portalAdminEndpoint - This is the Management Endpoint that is defined in Cloud Manager, which is used for communicating with API Manager.
portalUIEndpoint - This is the Portal website URL defined in Cloud Manager. It determines the URL for the site that is created for each catalog. It is used for
public access to the Portal from a browser.

Important: The endpoints defined here must be the ones used by the Management subsystem when registering the portal, and portal users when accessing portal sites.
Do not attempt to proxy these endpoints. You will not be able to register the portal service nor access portal sites using any other endpoint URLs than those defined here.

Procedure
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Edit the portal_cr template CR to replace the placeholders with values for your deployment.

$APP_PRODUCT VERSION
API Connect application version for the subsystems.

version: <version number>
Example version number: 10.0.5.5

$PROFILE
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Specify your portal subsystem profile, where n indicates number of replicas, ¢ number of cores, and m is the minimum memory allocation in GB. For more
information on profiles, see Planning your deployment topology.

$SECRET_NAME
Use for image pull.

imagePullSecrets:
- apic-registry-secret

$DOCKER_REGISTRY
The host name of the Docker Registry to which you uploaded the installation images. For example:

my .docker.registry.domain.example.com.

$INGRESS_CLASS
The ingress class that you want the endpoint to use. This is an optional property and if not specified, the ingress class with annotation
ingressclass.kubernetes.io/is-default-class:
true is used. If such an ingress class does not exist in the Kubernetes environment, then nginx is used. If you do set this value, it must refer to a valid
ingress class configured in your Kubernetes system.
Note: This property is commented out in the template CR file. If you set this value, make sure to also uncomment it.
$STACK_HOST
The desired ingress subdomain for the API Connect stack. Used when you specify endpoints. Domain names that are used for endpoints cannot contain the
underscore "_" character. You can do one of the following:
e Subdomain customization only
Accept the prefixes predefined for the ingress hostnames to use and replace all instances of STACK_HOST to be the desired ingress subdomain for the
API Connect stack. For example, for a subdomain of myhost. subnet.example.com:

portalAdminEndpoint:
< ... >
hosts:
- name: api.portal.myhost.subnet.example.com
secret: portal-admin

portalUIEndpoint:
< ... >
hosts:
- name: portal.myhost.subnet.example.com
secret: portal-web

e Complete hostname customization
Change both the predefined prefixes and the $STACK_HOST subdomain to match your desired hostnames.

For example, for portalAdminEndpoint, you can replace api.portal.$STACK HOST withmy.api.portal.myhost.subnet.example.com,
wheremy . api .portal replaces api.portal, and myhost.subnet.example.comreplaces $STACK_HOST

portalAdminEndpoint:
< ... >
hosts:

- name: my.api.portal.myhost.subnet.example.com
secret: cm-endpoint

You can do this for some or all of the hostnames, depending on your customization requirements.

$STORAGE_CLASS
The Kubernetes storage class to be used for Persistent Volume Claims. Find the available storage classes in the target cluster by running the following
command: kubectl get sc. For example, for local storage:

databaseVolumeClaimTemplate:
storageClassName: $STORAGE_CLASS
volumeSize: 120Gi

databaseLogsVolumeClaimTemplate:
storageClassName: $STORAGE_CLASS
volumeSize: 12Gi

webVolumeClaimTemplate:
storageClassName: $STORAGE_CLASS
volumeSize: 200Gi

backupVolumeClaimTemplate:
storageClassName: $STORAGE_CLASS
volumeSize: 300Gi

adminVolumeClaimTemplate:
storageClassName: $STORAGE_CLASS
volumeSize: 20Gi

certVolumeClaimTemplate:
storageClassName: $STORAGE_CLASS
volumeSize: 4Gi

$PLATFORM CA_SECRET
Set to ingress-ca. The $PLATFORM CA_SECRET contains the CA certificate for the platform REST API endpoint. The portal makes calls to the platform
REST API and this property must be set so that the portal can verify the server certificate.

mgmtPlatformEndpointCASecret:
secretName: $PLATFORM_CA_SECRET

$CONSUMER_CA;SECRET
Set to ingress-ca. The $§CONSUMER_CA_SECRET contains the CA certificate for the consumer REST API endpoint. The portal makes calls to the consumer
REST API and this property must be set so that the portal can verify the server certificate.

mgmtConsumerEndpointCASecret:
secretName: $CONSUMER CA SECRET
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Note:
¢ The databaseVolumeClaimTemplate has a minimum value of 30Gi. The webVolumeClaimTemplate has a minimum value of 20Gi. The
backupVolumeClaimTemplate has a minimum value of 30Gi. However, all three need to be sized according to the installation.
e The adminVolumeClaimTemplate and databaseLogsVolumeClaimTemplate in this example have their minimum values and you do not need to
change them.
e The certVolumeClaimTemplate is used by the nginx pod and in 2dcha (two data center high availability) mode it is also by the tunnel, db-remote and
www-remote pods. It can be sized small, just like the adminVolumeClaimTemplate, and does not need to be increased based on the number of sites.
2. Edit the 1license: setting:
a. Set accept: to true to accept the license. Note that the default value is false. If you do not accept the license, the Operator will not install the subsystem.
b. Setmetric: to track your product usage. Enter the unit of measure that is used for your program license:
e PROCESSOR_VALUE_UNIT - Default value. If you leave the field blank, this value is used.
e MONTHLY_API_CALL - Applies only to the IBM API Connect Hybrid Entitlement program.
For information on tracking monthly call volume, see Tracking API volume for auditing and compliance.

c. Set use: to either production or nonproduction, to match the license you purchased.
d. Set license: to the License ID for the version of API Connect that you purchased. See API Connect licenses.
Example entry to accept the license for a production system:

license:
accept: true
metric: PROCESSOR VALUE UNIT
use: production
license: L-RJON-BZ5LSE

3. Optional: If you want to disable mTLS for communications between the management and portal, and enable JWT instead, then add and set the properties
mtlsValidateClient and jwksUrl.

spec:

mtlsValidateClient: false
jwksUrl: <JWKS URL>

where <JWKS URL> is the URL of the JWKS endpoint hosted on the management subsystems. To find out the jwksUr1, describe the management CR and check the
status: section:
kubectl describe mgmt -n <namespace>
status:
- name: jwksUrl
secretName: api-endpoint

type: API
uri: https://api.apic.acme.com/api/cloud/oauth2/certs

For more information on JWT security, see Enable JWT security instead of mTLS.
4. Optional: If you want to use the In-cluster inter-subsystem communication feature, then uncomment the mgmtPlatformEndpointSvcCASecret and the
mgmtConsumerEndpointSvcCASecret sections, and set the secretName for both

mgmtPlatformEndpointSvcCASecret:

secretName: management-ca # Usually management-ca
mgmtConsumerEndpointSvcCASecret:

secretName: management-ca # Usually management-ca

Unless you customized your internal certificates, these secrets are always management-ca.

5. Optional: If you are installing as part of a two data center disaster recovery set up, complete the steps in Installing a two data center deployment on Kubernetes
before you apply the edited file.

6. Install the Portal Custom Resource, replacing <namespace> with the target installation namespace in the Kubernetes cluster:

kubectl apply -f portal cr.yaml -n <namespace>
7. Verify that the Portal subsystem is fully installed:
kubectl get PortalCluster -n <namespace>

The installation is complete when STATUS reports Running, Ready reports that all services are online (3/3), and MESSAGE reports "Ready for API Cloud Manager
service registration", for example:

NAME READY STATUS VERSION RECONCILED VERSION MESSAGE AGE
portal 3/3 Running <version> <version> Ready for API Cloud Manager service registration 2h

You do not need to wait for the portal installation to complete before you move on to the next subsystem installation.

8. We highly recommend that you retain the Portal subsystem encryption secret in a safe location, in case you need to restore the Portal subsystem during a disaster
recovery scenario.
The encryption secret is created when the Portal subsystem is initially deployed. You can obtain the name of the encryption secret from the Portal subsystem
custom resource once the installation is complete. For example:

a. Obtain the name of the encryptionSecret:

kubectl get ptl portal -o yaml | grep encryptionSecret
encryptionSecret: portal-enc-key

The name of encryption secret is portal-enc-key.
b. Save the secret yaml in a safe location:
kubectl get secret portal-enc-key -o yaml > portal-enc-key.yaml

9. Backup the Portal installation. See Backing up and restoring the Developer Portal in a Kubernetes environment.
Note:
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When you create or register a Developer Portal service, the Portal subsystem checks that the Portal web endpoint is accessible. However sometimes, for example
due to the complexity of public and private networks, the endpoint cannot be reached. The following example shows the errors that you might see in the portal-
www pod, admin container logs, if the endpoint cannot be reached:

An error occurred contacting the provided portal web endpoint: example.com
The provided Portal web endpoint example.com returned HTTP status code 504

In this instance, you can disable the Portal web endpoint check so that the Developer Portal service can be created successfully.
To disable the endpoint check, complete the following update:

On Kubernetes, OpenShift, and IBM® Cloud Pak for Integration
Add the following section to the Portal custom resource (CR) template:

spec:
template:
- containers:
- env:
- name: PORTAL_SKIP WEB_ENDPOINT VALIDATION
value: "true"
name: admin
name: www

What to do next

If you are creating a new deployment of API Connect, install other subsystems as needed.

When you completed the installation of all the required API Connect subsystems, you can proceed to defining your API Connect configuration by using the API Connect
Cloud Manager; refer to the Cloud Manager configuration checklist.

¢ Defining multiple portal endpoints for a Kubernetes environment

Multiple public facing endpoints (portal-www) can be defined for the Developer Portal.

Defining multiple portal endpoints for a Kubernetes environment

Multiple public facing endpoints (portal-www) can be defined for the Developer Portal.

About this task

You can override the single endpoint definition for portal-WWW, and the associated portal-www-ingress TLS certificate, to support multiple portal-www endpoints.

For information about the endpoints for the Developer Portal, see Installing the Developer Portal subsystem.

Following are the example endpoints for configuring different sites served by the same Developer Portal service, as configured in this task:

e https://banking.example.com/loans
e https://insurance.example.com/vehicle

These unique endpoints allow Developer Portal sites to be defined on the Developer Portal service with different host names and domains. They replace endpoints that
distinguish different sites by sub paths, as shown in the following examples:

e https://www.example.com/banking/loans
e https://www.example.com/insurance/vehicle

Procedure
Edit your portal cr template. You can add multiple entries for your endpoints in the hosts element:
For example:
spec:
portalUIEndpoint:
annotations:
cert-manager.io/issuer: ingress-issuer
hosts:

- name: ptl.hostl.example.com
secretName: portal-web-hostl
- name: ptl.host2.example.com
secretName: portal-web-host2
- name: ptl.host3.example.com
secretName: portal-web-host3

Installing the Analytics subsystem

Install the IBM® API Connect analytics subsystem.

Review the section on Planning your analytics deployment to ensure that you understand the choices for configuring the topology, disk space, and other elements of the
analytics subsystem.

Note: When the analytics service is configured to store data, it uses OpenSearch, which requires map counts higher than the operating system defaults. The minimum
recommended value is 262144. If you plan to store analytics data locally (that is, do you not intend to disable local storage and offload all data), increase the default map
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count on every Kubernetes node:
1. To change the map counts on the live system, run the following command on every Kubernetes node:
sudo sysctl -w vm.max map_count=262144
2. To persist this change when node restarts occur, add the following setting to the /etc/sysctl.conf file:
vm.max map_count = 262144
For more information, see Important settings in the OpenSearch documentation.

¢ Creating the analytics CR

Create the installation CR for IBM API Connect analytics so that you can deploy the analytics subsystem.
¢ Topology settings and additional analytics features

Update the Kubernetes analytics CR to configure additional analytics features.
¢ Installing analytics

Deploy the analytics CR to install the analytics subsystem in your IBM API Connect deployment.

Creating the analytics CR

Create the installation CR for IBM® API Connect analytics so that you can deploy the analytics subsystem.

About this task

To install the analytics subsystem, create a Custom Resource (CR) in a . yam1 file. The file contains all of your configuration settings for the analytics deployment. Use the
file to install, upgrade, and update the configuration of your analytics subsystem.
Note: The analytics_cryaml and analytics_dedicated_cr.yaml template files are stored in the directory where you extracted helper._files.zip.

Procedure

1. Create or copy the appropriate analytics CR file from the helper_files, depending on which deployment storage type you want, see: Planning the analytics profile,
storage class, and storage type.
e If you want to use shared storage, use analytics_cryaml.
e If you want to use dedicated storage use analytics_dedicated_cryaml. Dedicated storage is only supported on three replica deployments.
Edit the CR file and update the following settings:
You cannot install the analytics subsystem until the placeholders are replaced with real values for your environment.

N

$APP_PRODUCT VERSION
API Connect application version for the subsystems.

version: <version number>
Example version number: 10.0.5.5

$PROFILE
Specify your analytics subsystem profile, where n indicates number of replicas, ¢ number of cores, and mis the minimum memory allocation in GB. For more
information on profiles, see Planning your deployment topology.

$SECRET_NAME
The name of the secret used to pull images from the Docker registry.

imagePullSecrets:
- apic-registry-secret

$DOCKER _REGISTRY
The host name of the Docker Registry to which you uploaded the installation images. For example:

my .docker.registry.domain.example.com.

$INGRESS_CLASS
The ingress class that you want the endpoint to use. This is an optional property and if not specified, the ingress class with annotation
ingressclass.kubernetes.io/is-default-class:
true is used. If such an ingress class does not exist in the Kubernetes environment, then nginx is used. If you do set this value, it must refer to a valid
ingress class configured in your Kubernetes system.

Note: This property is commented out in the template CR file. If you set this value, make sure to also uncomment it.
$STACK_HOST

The desired ingress subdomain for the API Connect stack. Used when specifying the ingestion endpoint. Domain names that are used for endpoints cannot
contain the underscore "_" character. You can customize the subdomain or the complete host name:
e Subdomain customization only
Accept the prefixes predefined for the ingress host names to use and replace all instances of $STACK_HOST with the desired ingress subdomain for
the API Connect stack. For example, if your host is myhost . subnet.example. com:

ingestion:
endpoint:
< ... >
hosts:
- name: ai.myhost.subnet.example.com
secretName: analytics-ai-endpoint
< . ... >

$STORAGE_CLASS
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The Kubernetes storage class to be used for persistent volume claims (for more information, see Planning the analytics profile, storage class, and storage
type). Find the available storage classes in the target cluster by running the following command: kubectl get sc.
e For shared storage deployments:

storage:
type: shared
shared:
volumeClaimTemplate:
storageClassName: local_storage

e For dedicated storage deployments, set $STORAGE_CLASS in two places:

storage:
type: dedicated
shared:
volumeClaimTemplate:
storageClassName: local_storage

master:
volumeClaimTemplate:
storageClassName: local_storage

$DATA_VOLUME_SIZE
Replace $DATA_VOLUME_SIZE with the value that you calculated in Data storage: calculate how much data you want to store. If not specified it defaults to
50Gi

storage:
shared:
volumeClaimTemplate:
volumeSize: 50Gi

3. Edit the 1icense: setting:
a. Set accept: to true to accept the license. Note that the default value is £alse. If you do not accept the license, the Operator will not install the subsystem.
b. Setmetric: to track your product usage. Enter the unit of measure that is used for your program license:
e PROCESSOR_VALUE_UNIT - Default value. If you leave the field blank, this value is used.
e MONTHLY_API_CALL - Applies only to the IBM API Connect Hybrid Entitlement program.
For information on tracking monthly call volume, see Tracking API volume for auditing and compliance.

c. Set use: to either production or nonproduction, to match the license you purchased.
d. Set license: to the License ID for the version of API Connect that you purchased. See API Connect licenses.
Example entry to accept the license for a production system:

license:
accept: true
metric: PROCESSOR VALUE UNIT
use: production
license: L-RJON-CEBL97

4. Optional: If you want to disable mTLS for communications between the management and analytics subsystem, and between the gateway and analytics subsystem,
and enable JWT instead, then add and set the properties mtlsValidateClient and jwksUrl.

spec:

mtlsValidateClient: false
jwksUrl: <JWKS URL>

where <JWKS URL> is the URL of the JWKS endpoint hosted on the management subsystems. To find out the jwksUr1, describe the management CR and check the
status: section:
kubectl describe mgmt -n <namespace>
status:
- name: jwksUrl
secretName: api-endpoint

type: API
uri: https://api.apic.acme.com/api/cloud/oauth2/certs

For more information on JWT security, see Enable JWT security instead of mTLS.
Note: It is not possible to use JWT on the V5 compatible gateway to analytics message flow.
5. Save the file.

Results

You now have an analytics CR that is configured with the default analytics topology described in Planning your topology.

What to do next

If you do not want to add any more configuration options, skip to the topic Installing analytics.

Important: All additional analytics configuration options can be added, changed, or removed after installation except for disablement or enablement of internal storage. If
you want to disable internal storage you must configure this in the analytics CR before installation: Disabling internal storage

Otherwise, add configuration options to the CR as explained in Topology settings and additional analytics features

Topology settings and additional analytics features
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Update the Kubernetes analytics CR to configure additional analytics features.

About this task

Based on the decisions you made while defining your topology, configure your deployment options by completing the steps in the following topics to enable the persistent
queue, configure data offloading, use dedicated storage, and disable internal storage.

Important: All additional analytics configuration options can be added, changed, or removed after installation except for disablement or enablement of internal storage. If
you want to disable internal storage you must configure this in the analytics CR before installation: Disabling internal storage

* Analytics persistent queue
For enhanced reliability in your analytics data pipeline, enable the persistent queue feature by updating your Kubernetes analytics CR.
¢ Offloading data to a third-party system
Update the Analytics CR to configure data offloading from your IBM API Connect Analytics deployment to a third-party system.
¢ Disabling internal storage
Update the Kubernetes analytics CR to disable local storage in your IBM API Connect analytics deployment.
¢ Modifying incoming analytics data
Update the analytics CR to customize data in your analytics deployment.
o Reference: Fields in the Analytics CR
Use the table of Analytics-specific fields to configure the CR for installing your IBM API Connect Analytics subsystem.

Analytics persistent queue

For enhanced reliability in your analytics data pipeline, enable the persistent queue feature by updating your Kubernetes analytics CR.

The Logstash persistent queue is an optional feature that provides enhanced reliability in the data pipeline. With the persistent queue enabled, the ingestion pod buffers
incoming API event data to persistent storage so that no events are lost if the downstream API Connect services become unavailable.

For example, if the analytics storage service is restarted, any incoming API events are kept in persistent storage and sent on to the storage service when it is available
again. If the persistent queue is not enabled, then the ingestion pod rejects further API event data coming from the gateway.

The persistent queue feature does not replay previously sent API events (if you change offload settings for example).
Another benefit of this feature is better handling of unexpected traffic spikes. The only disadvantages are higher CPU and persistent storage requirements.
To enable the persistent queue feature:

1. Edit your analytics_cryaml and add the following to the ingestion section.

2. ingestion:

queue:
type: persisted
volumeClaimTemplate:

storageClassName: <storage-class-name>
volumeSize: <storage size>

Where:
e <storage-class-name> is the Kubernetes storage class defined for persistent volumes. For example local-storage
e <storage size> is the maximum size for your persistent queue. The minimum value is 30Gi.
3. Save the file. If updating these settings after installation, confirm that the analytics ingestion pod restarts.

Offloading data to a third-party system

Update the Analytics CR to configure data offloading from your IBM® API Connect Analytics deployment to a third-party system.

About this task

For information about offloading data from your Analytics deployment, see Planning to offload data to a third-party system.

Procedure

1. Open the analytics_cr.yaml file for editing.
2. Add the following section to the spec section of the CR:

external:
offload:
enabled: true
output: |
$EXTERNAL_OFFLOAD_0UTPUT

where $EXTERNAL OFFLOAD_OUTPUT is the plugin output for the target third-party system.

The following example enables offloading to HTTP:

external:
offload:
enabled: true
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output: |

http {
url => "example.com"
http method => "post"
codec => "json"
content_type => "application/json"
id => "offload_http"

}

For examples of output plugins, see Sample output plugins for offloading data.

3. Optional: Modify the output plugin to include certificates for connecting to a secure endpoint.

If your third-party endpoint requires a particular certificate, you can configure the certificate and then reference it in the offload plugin. Include the secretName as
well as the cacert, client_cert, and client_key settings.

For example, the following output plugin enables offloading to HTTP, and provides information on the certificate that is needed for authenticating with the endpoint:

external:
offload:
secretName: offload-certificates
enabled: true
output: |
http {
url => "https://example.com:443"
http method => "post"
codec => "json"
content type => "application/json"
id => "offload http"
cacert => "/etc/velox/external certs/offload/cacert.pem"
client_cert => "/etc/velox/external certs/offload/client.pem"
client_key => "/etc/velox/external certs/offload/client.key"
}

The secret and its defined files are mounted to the /etc/velox/external_certs/offload directory in the ingestion pod container.

For information on creating a secret to store the certificates, see Providing a custom certificate for Analytics offload.

4. Optional: Add a £ilter after the output plugin to modify data prior to offloading it.
The following example filter removes the query_string field:

external:
offload:
enabled: true
output: |
http {
url => "example.com"
http method => "post"
codec => "json"
content type => "application/json"
id => "offload_http"
}
filter: |
ruby {
remove_field => ["query_string"]

}

For information about modifying offloaded data, see Planning to modify your incoming analytics data.

5. Save the file. If updating these settings after installation, confirm that the analytics ingestion pod restarts.

e Sample output plugins for offloading data
Review sample output plugins to see how to code your own plugins for offloading data from IBM API Connect Analytics.
e Providing a custom certificate for Analytics offload
Prepare a private or self-signed certificate for offloading data and then add it to the IBM API Connect Analytics deployment on Kubernetes.

Sample output plugins for offloading data

Review sample output plugins to see how to code your own plugins for offloading data from IBM® API Connect Analytics.

Configure output plugins that direct analytics data to your third-party systems. An output plugin specifies where analytics data is offloaded, plus any information required
to access that system, such as certificate information. The output plugin for displaying analytics data in the Analytics user interface is configured by default.

Note: If your third-party system requires a private or self-signed certificate, configure it as explained in Providing a custom certificate for Analytics offload and include a
reference to the certificate in your output plugin. See the second HTTP output plugin for an example of how to reference the certificate.

HTTP

To configure data offload to an HTTP server, you must provide the server URL. You can optionally add standardized or custom HTTP headers to define additional operating
parameters.

The following example configures an HTTP output plugin.

http {
url => "example.com"
http_method => "post"
codec => "json"
content_type => "application/json"
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headers => {
"x-acme-index" => "8"
"x-acme-key" => "0d5d259f-b8c5-4398-9e58-77b05be67037"
}
id => "offload_http"
}

The following example configures an HTTP output plugin that references a custom certificate for accessing the third-party endpoint.

http {
url => "https://example.com:443"
http method => "post"
codec => "json"
content_type => "application/json"
headers => {
"x-acme-index" => "8"
"x-acme-key" => "0d5d259f-b8c5-4398-9e58-77b05be67037"
}
id => "offload_http"
cacert => "/etc/velox/external certs/offload/cacert.pem"
client_cert => "/etc/velox/external certs/offload/client.pem"
client_key => "/etc/velox/external certs/offload/client.key"

}

For more information on offloading to HTTP, refer to the Logstash documentation on configuring the HTTP output plugin.

Elasticsearch

To configure data offload to an Elasticsearch cluster, you must provide one or more server URLs, define how indices should be created by specifying a dynamically
configured name, specify the number of primary shards for storing the indexed documents, and specify a number of replica shards for redundancy. You can optionally
specify server authentication credentials.

The naming syntax that you specify for your indices determines how many indices are created and how they are characterized. For example, you can define indices that
are created based on a date pattern (for example, daily or weekly), or indices that are created to store data by provider organization or by API name.

The following example configures an Elasticsearch output plugin.

elasticsearch {
hosts => "https://example.com:443"
index => "apiconnect"
ssl => true
cacert => "/etc/pki/tls/cert.pem"
}

For more information on offloading to Elasticsearch, refer to the Elasticsearch documentation on the Elasticsearch output plugin.

Apache Kafka

To configure data offload to a Kafka cluster, you must provide host and port connection details for one or more servers, and the name of the Kafka topic to which you want
to publish the offloaded data. For logging and monitoring purposes within Kafka, you can optionally specify a string identifier by which API Connect can be uniquely
identified.

The following example configures a Kafka output plugin.

kafka {
topic_id => "test"
bootstrap servers => "example.com:9093"
codec => "json"
id => "kafka_ offload"
ssl_truststore_location => "/usr/share/logstash/jdk/lib/security/cacerts"
ssl_truststore_password => "changeit"
ssl_truststore type => "JKS"
security protocol => SSL
}

For more information on offloading to Apache Kafka, refer to the Logstash documentation on the Kafka output plugin.

Syslog

To configure data offload to Syslog, you must provide host and port connection details for the server.

Restriction: Syslog does not support the use of chained client certificates for TLS profiles.
The following example configures a Syslog output plugin.

syslog {
host => "example.com"
port => 601
protocol => "ssl-tcp"
id => "offload_syslog"
appname => "apiconnect"
msgid => "%{org_id}"
facility => "log audit"
severity => "informational"
codec => "json"
ssl_cacert => "/etc/pki/tls/cert.pem"
}

Attention: Due to a third-party issue with Logstash, most of the facility values are not set correctly on the offload server. As a temporary workaround, set the facility to
"user-level" to ensure that the corresponding value is correctly sent to the offload server. When Logstash corrects this problem, you must update the offload configuration

118 IBM API Connect 10.0.5.x LTS


https://www.elastic.co/guide/en/logstash/current/plugins-outputs-http.html
https://www.elastic.co/guide/en/logstash/current/plugins-outputs-elasticsearch.html
https://www.elastic.co/guide/en/logstash/current/plugins-outputs-kafka.html

to change the value to a more appropriate setting.
For more information on offloading to Syslog, refer to the Logstash documentation on the Syslog output plugin.

OpenSearch

To configure data offload to OpenSearch: https://opensearch.org/docs/latest/clients/logstash/ship-to-opensearch/

Providing a custom certificate for Analytics offload

Prepare a private or self-signed certificate for offloading data and then add it to the IBM® API Connect Analytics deployment on Kubernetes.

Procedure

1. Log in to a server that has kubectl access to the Kubernetes cluster where the API Connect Analytics subsystem is deployed.
2. Encode the certificate file contents in base64.
You can use either JKS files or text-based files such as PEM files:

e If you use a JKS file for the certificate, you must encode it.
e If you use a text-based file such as PEM, then you can either encode it, or paste its contents directly.
There are various tools for base64 encoding. If the cat and base64 commands are available you can run the following command to encode the file contents:

cat keystore.jks | base64
Copy the output so that you can paste it into the secret in the next step.

3. Create a secret to contain the certificate.
a. Create a file called analytics_certs.yaml to contain the secret.
The secret's name that you specify in the file does not have to match the file name. In the examples, the secret's name is of fload-certificates. Do not
use the underscore character ( _) in the secret name.

The method for adding the certificate to the secret depends on whether you encoded the file contents in the previous step:

e Baseb64-encoded file: In the data section of the secret, type a name for the field (you can choose the name). Paste the encoded output from the
previous step (enclosed in "") as the value.

apiVersion: vl
kind: Secret
metadata:
# Change value of name to be whatever you wish secret to be called
name: offload-certificates
# Only base64 encoded data should be placed in data section; JKS keys would go here
data:
keystore.jks: "output of base64 encoded jks"

e Plain text file: In the stringData section of the secret, type a name for the key or certificate (you can choose the name), and paste the value.

apiVersion: vl

kind: Secret

metadata:
# Change value of name to be whatever you wish secret to be called
name: offload-certificates

stringData:
cacert.pem: |-

MIIDIDCCAomgAwIBAgIENd70zzANBgkghkiGO9wOBAQUFADBOMQswWCQYDVQQGEwWIJVUZEQMA4GA1UE
ChMHRXFlaWZheDE tMCsGA1UECXMkRXF1laWZheCBTZWN1cmUgQ2VydGlmaWNhdGUgQXV0aG9yaXR5
MB4XDTk4MDgyMjE2NDE1MVoXDTE4MDgyMjE2NDE 1MVowT  ELMAKGA1UEBhMCVVMXEDAOBGNVBAOT
BOVxdW1mYXgxLTArBgNVBASTJEVxdW1mYXggU2VjdXJ1IENlcnRpZml jYXR1IEF1dGhveml0eTCB
nzANBgkghk iG9wOBAQEFAAOBjQAwWgYkCgYEAWV2XHWGCIYub6gmi0£CG2RFGiYCh7+2gRVE4RiIICPR
fM6fBeC4AfBONOziipUEZKzxalNfBbPLZ4C/QgKO/t0BCezhABRP/PvwDN1Dulsr4R+AcJkVV5SMW
8Q+XarfCaCMczE1lZMKxRHjuvK9buYOV7xdlfUNLjUA86i0Oe/FP3gx7kCAWEAAaOCAQkwggEFMHAG
A1UdHwWRpMGcwZaBjoGGkXzBdMQswCQYDVQQGEwJVUZEQMA4GA1UEChMHRXF1aWZheDEtMCsGA1UE
CxMkRXF1laWZheCBTZWN1cmUgQ2VydGlmaWNhdGUgQXV0aG9yaXR5MQOwCwYDVQQODEWRDUkwxMBoG
Al1UJEAQTMBGBDzIWMTgwODIyMTYOMTUXWjALBgNVHQ8EBAMCAQYWHwWYDVRO jBBgwFoAUSOZo+SvS
SpXXR9gjIBBPM5iQn9QwHQYDVROOBBYEFE jmaPkrO0rKV10£YIyAQTzOYkJ/UMAWGA1UdEWQFMAMB
Af8wGgYJKoZIhvZ9BOEABAOWCxsSFVjMuMGMDAgbAMAOGCSQGSIb3DQEBBQUAA4GBAFjOKer89961
zgK5F7WF0bnj4 JXMITENAKaSbn+2kmOeUJXRmm/kEd5 jhW6Y7q7j/WsjTVbImcVEewCHrPSqnIOkB
BIZCe/zuf6IWUrVnZ9NA2zsmWLIodz2uFHdhlvoqZiegDfqnclzgcPGUIWVEX/r87ylogaKHee95
70+sB3c4

You can add multiple keys/certificates, setting the field names for each as desired. For each key, a file based on the corresponding field name is created in
the ingestion pod container at /etc/velox/external_certs/offload. The examples here would result in the files keystore. jks and cacert.pem.

b. Save the file.
4. Optional: Create an additional secret.
If you have sensitive data such as a certificate password that must be available in text format, you can store it in another secret.

If your password is not sensitive (such as the JKS default password), then you can supply it directly in the Logstash configuration, and skip this step.

a. Create the file offload_env_varyaml. The secret's name that you specify in the file does not have to match the file name. In this example, the secret's name is
offload-jks-password.
b. In the stringData section, set the property jks_password. txt to your password (in plain text):
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apiVersion: vl
kind: Secret
metadata:
name: offload-jks-password
stringData:
jks_password. txt: <password>

c. Run the following command to update the cluster:
kubectl apply -f offload env_var.yaml -n your_ namespace
Where offload env_var.yaml is the secret's file name.

5. Apply the secret to the cluster where the Analytics subsystem is installed.
Run the following command to update the cluster:

kubectl apply -f file name of secret.yaml -n namespace

Where:
e file_name_of secretyamlis the secret's file name.
® namespace is your analytics namespace.
6. Edit the Analytics CR and add a reference to the secret and passwordSecret in the off1oad section:

offload:
enabled: true
output: |
kafka {

}
secretName: offload-certificates
passwordSecretName: offload-jks-password

7. If you want to reference the certificate in an offload plugin, configure the plug-in now.
Step 3 of that procedure shows how you can include the certificate information in the plug-in.

Disabling internal storage

Update the Kubernetes analytics CR to disable local storage in your IBM® API Connect analytics deployment.

About this task

The Analytics subsystem provides a complete solution for routing, storing, and viewing the analytics data. However, you might not need the internal storage and viewing
solution, especially if you are primarily using a third-party system for data offloading. In this scenario, you can greatly reduce your CPU and memory costs by disabling the
internal storage and viewing components.

With this approach, data that is offloaded is not viewable in the API Manager and Developer Portal ULs.
When you disable internal storage for analytics data, the following microservices are disabled:

® osinit
® storage

Important: The disablement of internal storage must be set in the analytics CR yaml file before installation. It is not possible to disable or re-enable internal storage after
installation.

Procedure

1. Required: Configure data offloading as explained in Offloading data to a third-party system.
If you do not have offloading configured and also disable internal storage, you will have no analytics data.

2. Open the analytics_cryaml file for editing.
3. Locate the storage section and set enabled to false:

storage:
enabled: false

4. Save the file.

Modifying incoming analytics data
Update the analytics CR to customize data in your analytics deployment.

Before you begin

Review the use of filters for modifying analytics data, and make sure that you understand the restrictions. For information about customizing data, see Planning to modify,
your incoming analytics data.

About this task
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You can define filters that add, modify, or remove fields from the incoming API event records, before they are stored in API Connect or offloaded to a third-party system.

Procedure

1. Open the analytics_cr.yaml file for editing.
2. Filters for API events that are offloaded to an external system are defined in the external.offload section. Filters for API events that are stored in the API
Connect OpenSearch database are defined in the ingestion section.

Ingestion filters - for API event data stored by API Connect
Add the filter definition to the ingestion section:

spec:
ingestion:

filter: |
mutate {
remove_field => ["query_ string"]

}

Offload filters - for API event data that is sent to a third-party system.
Add the filter definition to the external . offload section:

spec:
external:
offload:
filter: |
mutate {
remove_field => ["query_ string"]

}

For more examples, see Sample filters for modifying analytics data.

3. Optional: Include geolP fields in your analytics data, for both stored and offloaded data, by inserting geoIPEnabled: true inthe ingestion section:
ingestion:
geoIPEnabled: true

By default the client geoip and gateway_geoip fields are not included in the analytics data. You do not need to add geoIPEnabled to the
external.offload section. Enabling geolP in the ingestion section enables it for both data routes.

Note: To ensure the value in the client geoip field is accurate, the gateway must receive the X-Forwarded-For header in all API calls. Check with the
administrator of your deployment environment to ensure that the X-Forwarded-For header is passed to your gateways. For example, in a Kubernetes
environment where NINGX ingresses are used, configure the NGINX ingress that is used by your gateway to use the X-Forwarded-For header: NGINX
Configuration "use-forwarded-headers".

Save the file. Changes to filters take effect after approximately 30 seconds.

b

o Sample filters for modifying analytics data
Review sample filters to see how to code your own filters for refining IBM API Connect Analytics data by adding fields, removing fields, or modifying field contents.

Sample filters for modifying analytics data

Review sample filters to see how to code your own filters for refining IBM® API Connect Analytics data by adding fields, removing fields, or modifying field contents.

You can use these sample filters in the ingestion. filter and the external.offload. filter configurations.

Adding a new field

You can add custom data to API event data by adding a field to the logging document. For example, if you want to search or visualize data that is stored in request and
response headers, you can add fields to a filter to include that information.

To avoid naming conflicts with future or current analytics fields, include a prefix that ensures your new field name is unique. For example, instead of naming the field
employee_numyou might name it x_mycompany_employee_num.

The following example copies the contents of the X-Employee-Num field from the request header and adds it to the x_mycompany_employee num field in the event
data. Adding the field to the event data enables you to use the information in visualizations.
if [request_ http_headers] {
ruby {
code => "event.get('[request http_headers]').collect {|i| event.set('[x mycompany employee Num]', i['X-Employee-Num']) if
i.has_key? ('X-Employee-Num') }"

}

Modifying an existing field

Sometimes you don't want to remove a field entirely from your data, you just want to redact sensitive information such as IDs to prevent them from being exposed in
visualizations. You can modify the contents of a field and replace information with a symbols or a message.

Remember: The following fields should not be modified if the data is being written to internal analytics storage: org_id, catalog_id, space_id, developer_org_id,
datetime, and @timestamp.
The following example replaces sensitive information in the X-Employee-Name and X-Employee-1ID request headers with the string: ********sanitized****x* %%,
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if [request http_headers] ({

ruby {
code => "headers=['X-Employee-Name', 'X-Employee-ID']; newHeaders = event.get('[request http headers]').collect {|i|
headers.each {|header| i[header] = '********sanitized******xx' jif i has key?(header)}; i}; event.set('[request_http headers]',
newHeaders) "

}
}

Removing an existing field

Use the mutate remove_field operation to delete a field from the Analytics data. To remove multiple fields, delimit the field names with commas.

The following example removes multiple fields (request_http_headers, response_http_headers, request_body, response_body, and query_string) from
the Analytics data:

mutate {

remove_field => ["request_http headers", "response http headers", "request_body", "response body", "query string"]

}

Combining filters with offload and ingestion configuration

Offload events from catalogl only:

offload:
enabled: true
if [catalog_name] == "offloadl" {
http {
url => "http://offloadhost.example.com/offload"
http method => "post"
codec => "json"
content type => "application/json"
id => "offload_http"
}
}

Offload to different locations based on catalog name:

offload:
enabled: true
output: |
if [catalog_name] == "offloadl" {
http {
url => "http://offloadhost.example.com /offloadl"
http method => "post"
codec => "json"
content_type => "application/json"
id => "offloadl_http"
}

else if [catalog_name] == "offload2" {
http {
url => "http://offloadhost2.example.com /offload2"
http method => "post"
codec => "json"
content_type => "application/json"
id => "offload2_http"
}
}

Use the catalog name as a variable in the offload location:

offload:

enabled: true

http {
url => "http://offloadhost.example.com /%{[catalog name]}"
http_method => "post"
codec => "json"
content_type => "application/json"
id => "offload_http"

Do not offload events from apic and sandbox catalogs:

offload:
enabled: true
if [catalog_name] !~ /sandbox|apic/ {
http {
url => "http://offloadhost.example.com /%{[catalog_name]}"
http _method => "post"
codec => "json"
content_type => "application/json"
id => "offload_http"
}
}

Do not store events from apic and sandbox catalogs:
ingestion:
filter: |
if [catalog_name] =~ /sandbox|apic/ {
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drop { }

}

Filter and output plugin for splunk

When you create a filter for use with splunk, you must also create an output plugin for it.

Filter:

if "apicapievent" in [tags] {

ruby {

code => "event.set('[@metadata] [newevent]',6 event.to_json)"

}
}

Output plugin:

http {

url => "http://your-domain/services/collector/event"
http method => "post"

codec => "json"

content_type => "application/json"

id => "offload http"
format => "message"
message => '{"event":

"%{[@metadata] [newevent] }", "index":

"applications-int-ms", "sourcetype": "json:apimlogs"}'

headers => ["Authorization",

"Splunk XXXX]

Reference: Fields in the Analytics CR

Use the table of Analytics-specific fields to configure the CR for installing your IBM® API Connect Analytics subsystem.

The two fields that must be in Analytics CR are ingestion.endpoint and ingestion.clientSubjectDN. The other fields are optional depending on the analytics

features you want to configure.

Table 1. Configurable settings in the Analytics subsystem CR.

Field Type Default value Description Comments
allowUpgrade |Boolean no Set to true to allow See Additional considerations upgrading to analytics v10.0.5 - Kubernetes, Additional
analytics upgrade to considerations upgrading to analytics v10.0.5 - OpenShift.
v10.0 5.
databaseBack | String The URL to your S3 See Configuring backup settings for Analytics, Configuring backup settings for Analytics
up: storage. on OpensShift and Cloud Pak for Integration.
host
databaseBack | String The path to your S3 See Configuring backup settings for Analytics, Configuring backup settings for Analytics
up: storage at the URL on OpenShift and Cloud Pak for Integration.
path specified by
databaseBackup.hos
t.
databaseBack | String Specifies the frequency | See Configuring backup settings for Analytics, Configuring backup settings for Analytics
up: of automatic backups. on OpenShift and Cloud Pak for Integration.
gchedule Use any valid cron
string.
databaseBack | Boolean true Specifies whether to See Configuring backup settings for Analytics, Configuring backup settings for Analytics
up: compress the backups. | on OpenShift and Cloud Pak for Integration.
enableCompre
ssion
databaseBack | String The name of your S3 See Configuring backup settings for Analytics, Configuring backup settings for Analytics
up: storage authentication on OpenShift and Cloud Pak for Integration.
credentials secret.
databaseBack | String 1Gi See Configuring backup settings for Analytics, Configuring backup settings for Analytics
[F128 i on OpenShift and Cloud Pak for Integration.
chunkSize
databaseBack |Boolean See Configuring backup settings for Analytics, Configuring backup settings for Analytics
up: on OpenShift and Cloud Pak for Integration.
enableServer
SideEncrypti
on
external: String Filter configuration for See Offloading data to a third-party system - Kubernetes, Offloading data to a third-
offload: external offload. party sys