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Architecture of the WebSphere Data 
Interchange data transformation

This presentation will describe the WebSphere Data Interchange Data Transformation 
architecture.
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Agenda

� Describe message flow

� Describe WebSphere Data Interchange message flow

� Identity data transformation components

� WebSphere Data Interchange parsers and serialization

� Describe delayed enveloping flow

� Describe delayed translation flow

� Document store and optional records 

The presentation will describe message flow, the WebSphere Data Interchange message flow, 
identify data transformation components, and review processing options. 
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Data transformation architecture 

� Message flows 

� Simple or complex

� One input message to multiple outputs

� Processing nodes

� Receives source message

� Creates target message

� Messages are in abstract form  

� A message broker is a set of execution environments hosting services 
to handle the message traffic.

Message flows can range from the very simple, performing just one action 
on a message, to the complex, providing a number of actions on the 
message to transform its format and content. A message flow can process 
one message in several ways to deliver a number of output messages, 
perhaps with different format and content, to a number of target applications.

The other nodes between input and output provide the actions you want 
taken against the messages.  Each node receives the source message and 
creates a target message.  The source and target messages are 
represented in an abstract form using an Abstract Message Model (AMM). 

A message broker is a set of execution environments hosting services to 
handle the message traffic.
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WebSphere Data Interchange message flow 
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The WebSphere Data Interchange Utility parses the PERFORM command 
and determines what process to call.  The Utility component ID is FF and it 
logs messages beginning with FF.

With PERFORM TRANSFORM command, the Data Transformation (DT) 
Utility is called to parse the input data into messages based on syntax.  The 
Data Transformation Utility calls the Logical Message Adapter (LMA) to read 
the input data and parse out 1 logical input message.  It does setup for the 
Message Broker (MB) including PERFORM keyword options, Document 
Store active. And passes EACH logical message to the Message Broker for 
processing.  

The Message Broker  initializes the message flow for processing and creates 
and initializes the source Logical Message and the source document 
properties in the Abstract Message (AMM).   The Message Broker also, 
causes the Target Abstract Message (output message) to be serialized to 
output and calls Transaction Store Services to make the Document Store 
updates. The Message Broker component ID is MB and it logs messages 
beginning with MB.
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WebSphere Data Interchange message flow

� Data transformation processing

� The logical message adapter reads the input data and parses out 1 

logical message based on SYNTAX() keyword

� EDI source SYNTAX(E).  A logical message is 1 interchange

� Data Format or DF source SYNTAX(D)  

�Uses the DF metadata (control string) to identify the beginning or 

end of a logical message  

�Also returns partner identification fields 

� XML source SYNTAX(X).  Uses the “<?xml” in the input file to identify 

a logical message

The SYNTAX keyword is required with the PERFORM TRANSFORM 
command.  Syntax E is EDI source and a logical message is one 
interchange.  Syntax D is application data or DF source and a logical 
message is identified in the metadata definition.  Syntax X is XML source 
and a logical message is identified by the beginning of the XML prologue.
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WebSphere Data Interchange message flow
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A Normal Message Flow is the message flow for a translate and envelope process as 
opposed to delayed enveloping processing.  It defines the processing NODES for the 
message. All processing nodes create and update information for the Document Store and 
optional record processing.  Each node also has a source abstract message and propagate 
a target abstract message for the next processing node.
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Data transformation processing

� De-envelope – Uses input message syntax and assigns appropriate de-
enveloper  

�Message navigation causes the input message to be parsed into the 
Source Abstract Message  

�Navigates the source AMM and sets the Source document properties
in the AMM Properties folder  

�Propagate the Source AMM for the Rules node Component is EVxxx.  
Logs messages EVnnnn

• Data Format (DF) – module EDIEVADF  

• XML – module EDIEVXML

• EDI (Support for X12, EDIFACT, UNTDI, and UCS).. Modules 
EDIEVX12, EDIEVFAC, EDIEVTDI, EDIEVUCS)

The De-Envelope node uses the input message syntax and assigns the 
appropriate de-enveloper.  Abstract message navigation causes the input 
message to be parsed into the Source Abstract Message (AMM).  The 
deenveloper navigates the source abstract message and sets the Source 
document properties in the Abstract Message Properties folder and  
propagates the Source Abstract Message for the Rules node.  The De-
Envelope node component is EV and it logs messages beginning with EV.
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Data transformation processing

� Rules – Uses the source document properties and performs 
the rules lookup to identify the DT mapping

� Propagate the source abstract message for the validate node

� Component is RULxxx.  Module EDIRUICL.  Logs messages 

RUnnnn

� Validate - Validates the source abstract message using the 

source metadata definition (control string)

� executes and processes results from a Validation map

� creates target abstract message for the functional acknowledgment

� propagate the source abstract message for the Transform node.  
Component is VAxxx.  Module EDIVAICL.  Logs messages TRnnnn

The Rules node uses the Source document properties and performs the 
Data Transformation (DT) Rules lookup to identify the Data Transformation 
mapping to be used and any Rule information for the Target message.  The 
Rules node propagates the Source Abstract Message for the Validate node.  
The Rules component is RU, the module name is EDIRUICL, and it logs 
messages beginning with RU.

The Validate node validates the Source Abstract Message using the source 
metadata definition, executes and processes results from a Validation map, 
creates the target Abstract Message for functional acknowledgment 
processing, and propagates the Source Abstract Message for the Transform 
node.  If functional acknowledgment processing is identified, the target 
Abstract Message for the acknowledgment is propagated to the Transform 
node to execute the mapping commands for the functional acknowledgment 
map.  The Validate node component is VA, the module name is EDIVAICL, 
and it logs messages beginning with TR. 
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Data transformation processing

� Transform – Reads the mapping metadata (control 
string)

� Navigates the source abstract message

� executes mapping commands

� creates the target abstract message

� Propagate the target abstract message for the Validate 
node

� Component is EDIUTxxx.  Module EDIUTCNI.  Logs 
messages UTnnnn

The Transform node reads the Data Transformation mapping metadata or 
mapping control string, navigates the Source Abstract Message, executes 
mapping commands, creates the Target Abstract Message and propagates 
the Target Abstract Message for the Validate node.  The Transform 
component is UT, the module name is EDIUTCNI, and it logs messages 
beginning with UT.
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Data transformation processing

� Validate - Validates the target message using the target metadata 
definition (control string) 

� executes and processes results from a validation map

� propagate the target message for the envelope node

� Component is VAxxx.  Module EDIVAICL.  Logs messages TRnnnn

The Validate node validates the Target Abstract Message using the target 
metadata definition, executes and processes results from a Validation map, 
and propagates the Target Abstract Message for the Envelope node.
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Data transformation processing

� Envelope - Uses output message syntax and assigns appropriate 
enveloper

� Navigates the target message and adds enveloping data to the 

target message

� Propagate the target message for the Message Broker.  Component

is EVxxx.  Logs messages EVnnnn

• Data Format (DF) – module EDIEVADF  

• XML – module EDIEVXML

• EDI (Support for X12, EDIFACT, and UCS).. Modules 
EDIEVX12, EDIEVFAC, EDIEVUCS)

The Envelope node uses output message syntax and assigns the 
appropriate enveloper.  The Envelope node navigates the Target Abstract 
Message, adds enveloping data, and propagates the Target Abstract 
Message  for the Message Broker (MB).  The Envelope node component is 
EV and it logs messages beginning with EV.
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Data transformation processing

� Transform functional acknowledgment – reads the functional 
acknowledgment mapping metadata (control string)

� Navigates the source message

� executes mapping commands

� creates the target message

� Propagate the target message for the enveloper node.  Component

is EDIUTxxx.  Module EDIUTCNI.  Logs messages UTnnnn

� Envelope functional acknowledgment – Same as the envelope node

The Transform Functional Acknowledgment is the Transform node.  It reads 
the Data Transformation Functional Acknowledgment mapping metadata or 
control string, navigates the Source Abstract Message, executes mapping 
commands, and creates the Target Abstract Message.  The Transform node 
propagates the Target Abstract Message for the Enveloper node to envelope 
the Functional Acknowledgment.
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Parsers 

� PARSERS – The de-envelope node causes the input message to be 
parsed 

� Source SYNTAX a parser is assigned to the abstract message

�EDI parser – Reads the standard metadata definition (control string), 

� Parses the input message and creates the source abstract 
message.  Component is EDIPARSER, EDIUPECM.  Module is 
EDIUPEDI.  Logs messages UPnnnn

�Data format parser – Reads the metadata definition (control string)

� Parses the input message and creates the source abstract 
message.  Component is EDIUPADF, EDIUPACM.  Module is 
EDIUPADF.  Logs messages UPnnnn

�XML parser – Sends the input buffer to XML tool kit for parsing.  The 
XML tool kit sends each piece of data back to the parser  

� The parser creates the source abstract message from each 
piece.  Component is EDIUPAMM, EDIUPXML.  Module is 
EDIUPAMM.  Logs messages UPnnnn

Parsers are used to parse the source data. All parsers use the WebSphere 
Data Interchange abstract message interface and create the source abstract 
message.  The De-envelope node causes the input message to be parsed.  
Based on the source SYNTAX a parser is assigned to the abstract message 
(AMM).  All parsers use the Abstract Message interface and create the 
source abstract message.  The Parsers component is UP and they log 
messages beginning with UP.
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Serialization 

� Serialization – The message broker causes the target message to be 
serialized to an output buffer 

� target SYNTAX a parser is assigned to the abstract message

�EDI serialization – Component is EDIPARSER, EDIUPECM  

� Module is EDIUPEDI.  Function is ediwritebuffer.  Logs 
messages UPnnnn

�Data format serialization – Component is EDIUPADF, EDIUPACM  

� Module is EDIUPADF.  Function is adfwritebuffer Logs 
messages UPnnnn

�XML serialization – Component is EDIUPAMM, EDIUPXML, 
EDIEXWRT.  

� Module is EDIUPAMM.  Function is ammwritebuffer.  Logs 
messages UPnnnn

The Message Broker causes the Target abstract message to be serialized to 
an output buffer. All parsers contain some kind of writebuffer function and 
use the WebSphere Data Interchange abstract message interface to
navigate the target abstract message.   Based on the target SYNTAX a 
parser is assigned to the abstract message (AMM).  
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Delayed enveloping 
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With delayed enveloping, the Data Transformation Utility gathers information 
about the messages to be enveloped based on selection criteria and passes 
the information to the Message Broker.  The Message Broker initializes the 
message flow with two processing nodes, GetStore and Envelope.  The 
GetStore node calls Transaction Store services to gather the messages to
be enveloped.  It creates the input message and the Abstract Message 
Properties for the delayed enveloping.  The Abstract Message is propagated 
for the Envelope Node and the message flow continues along the normal 
message flow.  
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Delayed translation 
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With delayed translation, the Data Transformation Utility gathers information 
about the messages to be translated or transformed based on selection 
criteria and passes the information to the Message Broker.  The Message 
Broker initializes the message flow with the GetStore, De-Envelope, 
Transform, Validate and Envelope  processing nodes. The GetStore node 
calls Transaction Store services to gather the messages to be translated.  It 
creates the input message and the Abstract Message Properties for the 
delayed translation.  The Abstract Message is propagated for the De-
Envelope Node and the message flow continues along the normal message 
flow.
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Document store and optional records

� Document store – The processing nodes that create the 
information stored in document store

� interface to create the information 

�passed back to the message broker.  Component is TSUPD, 
TSUTL.  Module is EDIDTUTL.  Logs messages TSnnnn

� Optional records – The processing nodes that create the 
information needed to produce optional records 
� interface to create the information 

�passed back to the message broker.  Component is EDIOPUPD, 
EDIOPUTL.  Module is EDIDTUTL

Any processing node that creates information that should be stored in the 
Document Store (DS) have an interface to create the information. When 
complete, an internal representation of the Document Store records are 
created in a linked list to pass back to the Message Broker.  The Message 
Broker uses Transaction Store Services to update the Document Store.  
Component is TSUPD, TSUTL.  Module is EDIDTUTL.  Logs messages 
beginning with TS.
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