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1 Requirements for Installing an
IBM InfoSphere VDP Appliance
on VMware

The following sections provide the requirements for installing an IBM InfoSphere VDP Appliance on a VMware server:
. vSphere Server Requirements on page 1
. Requirements for VDP Appliances That WILL Use Dedup Policies on page 3
. Requirements for VDP Appliances That WILL NOT Use Dedup Policies on page 4
. IBM InfoSphere VDP Appliance Storage Requirements on page 5
. IBM InfoSphere VDP Appliance Networking Requirements on page 6

vSphere Server Requirements
An IBM InfoSphere VDP Appliance must be installed on a vSphere server configured specifically for a VDP Appliance.

Ensure the vSphere host has sufficient memory and CPUs/Cores reserved to accommodate your IBM InfoSphere
VDP Appliance licenses. See Requirements for VDP Appliances That WILL Use Dedup Policies on page 3 and
Requirements for VDP Appliances That WILL NOT Use Dedup Policies on page 4 for details.

Do not share the IBM InfoSphere VDP Appliance’s resources with other VMs. See the A VMware vCenter
Administrator’s Guide to IBM InfoSphere Copy Data Management section on Permissions.

vSphere Host and vCenter 5.0 for 30TB and 50TB Licenses

IBM InfoSphere VDP Appliances with 30TB and 50TB licenses require more than 7 processors/cores and so must be
installed on vSphere hosts and vCenters running 5.0 or later.

Note: VMware’s vSphere host and vCenter 5.0 requirement is not limited to the VDP Appliance. All VMs with more
than 7 processors/cores must run on vSphere host and vCenter 5.0 or later. Not adhering to this requirement may
result in the failure of capture and access operations.

VDP Appliances on Licensed/Unlicensed vSphere Host

If an appliance is installed on an unlicensed (free) vSphere host, the Policy Templates for that VDP Appliance
CANNOT capture other VMs and applications installed on that vSphere host.

If an appliance is installed on an unlicensed (free) vSphere host, the Policy Templates for that VDP Appliance CAN
capture and access VMs and applications on licensed vSphere hosts and applications on physical servers.

If an appliance is installed on a licensed vSphere host, the Policy Templates for that VDP Appliance CAN capture VMs
and applications on the vSphere host on which the VDP Appliance is installed. Policy Templates for that VDP
Appliance can also capture VMs and applications on other licensed vSphere hosts and applications on physical
servers.
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vSphere Host Power Management Off

Power management can interfere with the operation of a VDP Appliance. Ensure that power management for the ESX
host is set to High Performance.

(=) High performance
Do notuse any power management features

(0 Balanced

Reduce energy consumption with minimal performance compromise
(0 Low power

Reduce energy consumption at the risk of lower performance
() Custom

User-defined power management policy

vSphere NTP

Do not use VMware Tools periodic time synchronization for the VDP Appliance’s VM. Use NTP instead.

Specify how the date and time on this host should be set.

(_) Manually configure the date and time on this host

(=) Use Network Time Protocol (Enable NTP client)

NTP Service Status: Stopped

| Start ‘ Stop Restart

The NTP Service settings are updated when you click Start, Restart, or Stop.

NTP Service Startup Policy:  ( Start and stop manually | - |

User staris and siops the service manually

1921682257

Separate servers with commas, e.9. 10.31.21.2, f200::2800
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Requirements for VDP Appliances That WILL Use Dedup Policies

The following table allows you to compare the requirements and capabilities of licenses for VDP Appliances that will
protect data in both the Snapshot and Dedup Pools.

Requirement License

1TB
Cores required. 2P 1 2 4 8¢ 12°¢
Cores required for 2 4 6 10°¢ 15¢

encryption at rest. 2P

Minimum Reserved 6GB 10GB 16GB 48GB 72GB
Memory
Minimum Disk Space for 200GB

Primary Pool. d

Minimum Disk Space for 10GB
Snapshot Pool.

Minimum Disk Space for 100GB

Dedup Pool.

SSD Minimums © Optional: Optional: Optional: Required: Required:
11GB 53GB 103GB 308GB 512GB

Maximum VDisks 1000 3000 5000

a. Minimum 2 GHz per core. Required cores can be spread across multiple CPUs, with multiple CPUs
providing slightly better performance. The cores and CPU must be reserved and the balloon driver
must be turned off. Any paging or swapping will cause significant performance impact and in some
cases result in the appliance deadlocking.

b. Sockets have a multiplying effect on the number of cores. Depending on how your VMware license is
configured, select a combination of sockets and cores to achieve the required number of cores.

c. Requires vSphere Host and vCenter 5.0 or later.

d. See IBM InfoSphere VDP Appliance Storage Requirements on page 5. Must be Thick Provision Eager
Zeroed.

e. See Adding an SSD to an IBM InfoSphere VDP Appliance on page 27 for details on adding SSDs.
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Requirements for VDP Appliances That WILL NOT Use Dedup Policies

This table allows you to compare the requirements and capabilities of VDP Appliance licenses for VDP appliances
that will protect data in Snapshot Pools only.

Requirement License

60TB
Cores required.2 P 4 6 8
Cores required for encryption at rest. 2P 6 8 10
Minimum Reserved Memory 16GB 32GB 48GB
Minimum Disk Space for Primary Pool © 200GB
Minimum Disk Space for Snapshot Pool 10GB
Required Disk Space for Dedup Pool if appliance 100GB
WILL NOT use dedup policies.
Maximum VDisks 10,000

a. Minimum 2 GHz per core. Required cores can be spread across multiple CPUs, with multiple
CPUs providing slightly better performance. The cores and CPU must be reserved and the
balloon driver must be turned off. Any paging or swapping will cause significant perfor-
mance impact and in some cases result in the appliance deadlocking.

b. Sockets have a multiplying effect on the number of cores. Depending on how your VMware
license is configured, select a combination of sockets and cores to achieve the required
number of cores.

c. See IBM InfoSphere VDP Appliance Storage Requirements on page 5. Must be Thick Provi-
sion Eager Zeroed.
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IBM InfoSphere VDP Appliance Storage Requirements

The VDP Appliance uses three storage pools: Primary Pool, Snapshot Pool, and the Dedup Pool. The appliance uses
the Dedup Pool even if it does not support Dedup policies. Each pool MUST:

Reside on a separate RAID-6 array.
Reside on a RAID-6 array that supports at least 100 IOPS per disk.
Use 7200 RPM disks, 10,000 RPM disks are preferred.

Have a performance profile of 35 random reads per second per TB with 64KB read size or 10 random
writes per second per TB with 64 KB write size.

Note: Run the IOPerf tool prior to VDP Appliance installation to ensure adequate performance. IBM
InfoSphere representatives have access to a document that details how to run IOP.

Use Thick Provision Eager Zero disks.

Note: Using thin provisioned disks can result in data loss.

To size a VDP Appliance, you must consider the amount of data to be captured, its type, change rate, growth, and how
long it will be retained. These variables and others are considered in the VDP solution sizing tool.

The sizing tool will recommend how to allocate space for at least three Thick Provisioned Eager Zero disks:

Primary Pool: One 400 GB disk used by the IBM InfoSphere VDP Appliance.

Snapshot Pool: Accommodates the full copies (snapshots) to be retained, plus enough space for future
growth. A minimum of 10 GB is required. You can add additional disks in vSphere to accommodate growth.
The Snapshot Pool requires its own SCSI controller set to VMware Paravirtual. See Adding SCSI Controllers
on page 14 for details.

Dedup Pool: Accommodates the deduplicated data to be retained, plus enough space for future growth. A
minimum of 1TB is required. You can add additional disks in vSphere to accommodate growth. The Dedup
Pool requires its own SCSI controller set to VMware Paravirtual. See Adding SCSI Controllers on page 14
for details.

For VDP Appliances that are not licensed for deduplication, you must add a Dedup Pool disk of 1TB. Such
configurations however do not require a separate SCSI controller.

Note: Do not resize disks for Snapshot and Dedup Pools. If additional storage is needed, add disks.

When creating disks, ensure that the Mode is set to Independent and Persistent.
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IBM InfoSphere VDP Appliance Networking Requirements
VDP Appliances require the following network settings:
. Static IPs: You must provide static IPs for all NICs on VDP Appliances.

. VMXNET3: VDP Appliances that use 30 TB licenses and greater must use the VMXNET3 Ethernet adapter.
These adapters enable 10GB performance.

. Adding NICs: By default, the VDP Appliance comes with a single NIC. To add additional NICs, see Adding
and Configuring Additional Network Interfaces on page 23.

. iSCSI: The VDP Appliance uses iSCSI to mount data. Ensure that iSCSI is turned on for the VDP
Appliance’s vSphere host, and for the servers that host the data the VDP Appliance will capture and
manage.

When capturing an entire vSphere VM, iSCSI does not need to be configured on the vSphere host that
hosts the VM to be captured. Once the VM has been captured, to present the VM to another vSphere host,
including the vSphere host from which it was captured, the vSphere host must have iSCSI configured.

When capturing individual applications on a VM, rather than capturing the entire VM, iSCSI must be
configured on the VM’s vSphere host.

The Snapshot pool and the Dedup pool must each have their own SCSI controller set to VMware
Paravirtual.
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2 VMware vSAN Requirements

If the IBM InfoSphere VDP Appliance will use VMware’s vSAN storage, then you must consider the VMware vSAN
storage policy used when you deploy the VDP Appliance OVA. The best practice is to use the vSAN Default Storage
Policy.

VMware provides detailed step-by-step instructions on how to create and modify VMware vSAN storage polices.

1. From a vSAN data center’s top bar drop down menu, select Policies and Profiles:

A=

fi} Home Ciri+Alt+1

vmware: vSphere Web Client

Navigatol
L B Hosts and Clusters Ciri+Alt+2

| [E] VMs and Templates Cirl+Alt+3 3

‘ 5]} | & =] a EH storage Ctrl+-Alt+4
| — (%] vsanvcsa sqa aclifio.com & Networking Cirl=Ali+5
» VSAN Datacenter |j Content Libraries Cirl+Alt+6 ge

(54 Global Inventory Lists Ciri+Alt+7 ¢

@and Profiles VCente
nt took

&, Update Manager and v
B re DRS
&% Administration et
s Sphere
[£] Tasks nvento
[ Evenis ader or
&7 Tags & Custom Aftributes
lich yo!
Q New Search regist
| Saved Searches |
in the

2. From VM Storage Policies, either create a new policy or select and edit an existing policy:

Navigator b § VM Storage Policies

4 Back J VM Storage Policies | Storage Policy Components

T8 VM Siorage Policies ]

% Actifio Appliance Storage Policy

[ Create WM Storage Folicy... | &g Check Complian... | g Actions «

Name Description Ve

EG W Encryption Policy [ Vol No Requirements Policy | Allow the datastore to determine ... (7] vsanvesa.sqa.actifio.com
ES vSAN Default Storage Policy E VM Encryption Policy Sample storage policy for VMwar... | (5] vsanvcsa.sqa.actifio.com
EF wWol No Requirements Policy Ef VSAN Default Storage Policy Storage policy used as defaultfo... | (] vsanvcsa.sga.actifio.com
% Actifio Appliance Storage Pol.. [ vsanvcsa.sga.actifio.com
3. The vSAN policy sets the rules for fault tolerance (Primary level of failures to tolerate). You must consider

how the fault tolerance settings will impact storage.

A policy with a Primary level of failures to tolerate set to 1 or more will allow the VDP Appliance fault
tolerant operations across the ESX cluster. Setting the value of Primary level of failures to tolerate to a
value of “n” will increase the storage requirements “n” times. For example, if a policy has 100 GB of
storage and a level of 1, then it will require 200 GB of storage.

From the policy editor, set Primary level of failures to tolerate to the required level. Pay attention to how
your setting impacts storage.
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4.
5.

Make other settings as needed.

Click OK and the policy is complete.

2

Rule-set 1

Name and descripbon
Select a storage fype 1o place he WWand acd rules for The applied when W
T :: ci:coc crcaisiores fom e sslacted storags fpe. Adding tags b the 1l PGS tag:
Storage compatbilisy
SrT——— Storage Consumption Model
w Im VoA = A wiftual Sk wath se 100 GBI
Primary sevel of taikures 1o tojerste 06:_ |‘9>
Number of sk siioes per oblect @ [T o
Farce provisioning ) ‘Mo T+|©®
Object space reservaton (%) @ e e
Flaen read cache fesesvaton (%) ) innnnu—iﬂ

=i e -
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3 Deploying the IBM InfoSphere
VDP Appliance OVA

This chapter provides instructions for deploying and configuring the VDP Appliance Open Virtual Appliance (OVA)
using the best practices detailed in Requirements for Installing an IBM InfoSphere VDP Appliance on VMware on
page 1.

Deploying the VDP Appliance OVA on page 9
Configuring CPUs, Cores, and Memory on page 13
Adding SCSI Controllers on page 14

Adding Disks on page 16

Adding Network Interfaces on page 17

Turning the Balloon Driver Off on page 18

Note: At this point the VM must be powered down. Later on, you will power on the VM.

Deploying the VDP Appliance OVA

Once you have obtained a copy of the VDP Appliance OVA from your IBM InfoSphere representative:

Note: 30TB and 50TB licenses require vCenter 5.0 or later.

1. From the vSphere web client, select the host for the VDP Appliance VM.

2. From the vSphere web client’s Actions drop down menu, select Deploy OVF Template:

vmware® vSphere Web Client = O | Adminisralor@VSPHERELOCAL ~ | Heip ~ | (EHIEEEEN

Navigator X _@1?_2.11.75.5 B & [0 [0y B | fgdactons ~ | =¥ | | # WorkIn Progress
BRHEEE [e. Sl e Pa B Ak 1210750 1-Edis..
I I | New Virtual Machine »

-l ij ‘ @ H Q' ‘!— New vApp »

w [[5) vcenter65 sqa actifio com Whatis a Host? @ New Resource Pool

- [l Arun Ahostis a computer that uses virtualizatiofes
| Deploy OVF Te e
Y B2 | Somuars, such o8 Estand £550 1o v e
» EWZ 161111 ‘ machines. Hosts provide the CPU and Connection.

memory resources thatvirtual machines uf L
o Maintenance Mode

» @1?2 16.121.30 and give virtual machines access o storag

by
»
[3 E‘l?z 16.121.32 and network connectivity. Power »
| » [{172.16.121.40 | P, ,
| s Rwwnss |
-3 Storage r
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3. Browse to the OVA file:

¥¢ Deploy OVF Template o
1 Selectemplate Selectiemplate

Select an OVF template
2 Selectname and location

3 Selecta resource Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from your
computer, such as a local hard drive, a network share, or a CD/DVD drive.

4 Review defails
5 Selectstorage (O URL

(=) Local file

6 Readyto complete

I Browse... ‘ 11ile(s) selected, click Next to validate

A\ Use multiple selection to select all the files associated with an OVF template (.ovf, .vmdk, efc.)

Next g Cancel

4, Complete the deployment like any other OVF template including:
o Enter a name for the VDP Appliance.

o Select the cluster/host to store the VDP Appliance.

#@ Deploy OVF Template (2w

+ 1 Selectiemplate Selectstorage
Selectlocation to store the files for the deployed template.
' 2 Selectname and location

| v 3 Selecta resource Selectvitual disk format: | Thick provision eager zeroed | = ]

¥ 4 Remawrenis VM storage policy: [ vsaN Default Storags Policy -]

5 Select stor,
[[] show datastores from Storage DRS clusters (]

6 Selectnetworks

j Filter |

7 Customize emplate
Dalastores Daiasmm(}lusfers‘
8 Ready o complets

® L@ Qe 9
Mame 1a|status VM storage palicy Capacity Free
(=) B vsanDatastore & Normal VM Encryption P 1455 TB 974 TB
“ B »
H 1 Objects [[3Copy ~

5. When selecting storage: Select Thick provisioned eager zero and ensure that the storage selected has
enough room to accommodate the 130GB OS Volume.

Installing an IBM InfoSphere VDP Appliance on a VMware Server



6. If the VDP Appliance will use VMware vSAN (recommended), then select the vSAN policy created for the
appliance’s fault tolerance requirements. See VMware vSAN Requirements on page 7 for details.

#¢ Deploy OVF Template

Selectnetworks

1 Selecttemplate
Select a destination network for each source network.

2 Selectname and location

Source Netwark

4 Review defails Network 1 WM Network

v
v
+ 3 Selecta resource Destination Network
v
v

5 Selectsiorage

6 Selectnetworks

7 Customize template

& Readyto complete

Descripfion - Network 1
The Network 1 network

IP Allocation Setiings
IP protocol: | IPv4 |v IP allocation: Static- Manual @

Back || Next

7. Select the network for the management interface. For appliances that require multiple networks, you will
add those networks after the VDP Appliance is completely installed.

#@ Deploy OVF Template

1 Selecttemplate Customize template
Customize the deployment properties of this software solution
2 Selectname and location

J Selecta resource @ Al properties have valid values Show next... Collapse all...

4 Review details
~ Networking Properties 4 settings

5 Selectstora
e DNS The domain name servers for this WV (comma separated). Leave blank if DHCP is desired

6 Selectnetworks ‘

7 Customize iemplate
Default Gateway The default gateway address for this V. Leave blank if DHCP is desired.

8 Readyto complete ‘

Network 1 IP Address  The IP address for this interface. Leave blank if DHCP is desired

Network 1 Netmask The netmask or prefix for this interface. Leave blank ifDHCP is desired

Cancel

8. For network settings, enter a static IP, Gateway, DNS, and Netmask. DO NOT use DHCP.
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9. Click Next and review your settings:

¥ Deploy OVF Template

1 Selecttemplate Readyto complete
Review configuration data.
2 Selectname and location

3 Selecta resource Name Sky8.0.0-1576

Source VM name Sky8.0.0-1576
D selecirbmne Download size 4268
6 Selectnetworks Size on disk 130.0 GB

v
v
v
' 4 Review details
v
v
v

7 Customize template Folder Discovered virtual machine
v Resource 17217.756
+ Storage mapping 1
» Network mapping 1
» |P allocation settings |Pv4, Static - Manual

DNS = 172.16.1.10

Default Gateway = 172.16.1.1
Network 1 IP Address = 172.16.216 33
Network 1 Netmask = 255 255.255.0

Properties

Finish || Cancel

You can use the Back button to go back and make changes.

10. Click Finish and your VDP Appliance VM will be deployed.
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Configuring CPUs, Cores, and Memory

Once the VM has been deployed, reserve and configure its CPUs, cores, and memory according to your license
requirements. See Requirements for VDP Appliances That WILL Use Dedup Policies on page 3 or Requirements for
VDP Appliances That WILL NOT Use Dedup Policies on page 4 for details.

To configure CPUs, cores, and memory:

Select the VDP Appliance VM.

1.

2.

3.

4.

vmware® vSphere Web Client #=

U | Administrator@VSPHERE LOCAL ~

| Help ~

Navigator

-Eb Sky8.00DocTest & | W & & |_@Aﬂiuusv

| =~ | | # Workn Progress

(o | 8 a

55 Sky-7.1.1-808-1 &
& sky-75-100-vcenter

55 Sky7.1.1-766

55 Sky7.1.2-195

B Sky75-115-AlexFu

&1 Sky8.0.0-1571

& Solaris

& sp-smallvm

& tteentos3

& Unknown (inaccessible)

5 upgrade_win_HOST4_mounika
{5 vCenter Appliance 6.0

5 VM_Mount_Del

(5 Win2k12

5 Win2k3-4

(55 Win2k3-6

J Getti... | Sum.

Monitor  Confi... Perm.

Whatis a Virtual Machine?

Awirtual machine is a software computer that,
like a physical computer, runs an operating
system and applications. An operating
system installed on a virtual machine is
called a guest operating system

Because every virtual machine is an isolated
computing environment, you can use virtual
machines as desktop or workstation
environments, as testing environments, or to
consolidate server applications

In vCenter Server, virtual machines run on
hosts or clusters. The same host can run
many virtual machines

O Recent Objects X % | [¢] RecentTasks

||

Created -

| Viewed |

[y Actions - Sky8.0.0DocTest
Power
Guest 08
Snapshots
[® Open Console
(& Migrate._.
Clone
Template
Fault Tolerance
VM Policies
Compatibility

Export System Logs.

Deploy OVF Template

* NetAppEdgeC1 - EditS..
»

L3

Move To.

Rename.

Edit Notes.

Tags & Custom Atiributes

Add Permission...
Alarms

win2012-ariemis
firtual machine CPU usage

From the Actions drop down menu, select Edit Settings. The Edit Settings dialog box is open to the Virtual

Hardware tab:

[\limlal Hardware ‘ VM Options | SDRS Rules | vApp Options 1

» [ CPU
» Wl Memory ‘ -

» O3 Hard disk 1 130

3 % SCSI controller 0 LSI Logic Parallel

» [l Network adapter 1 [ vM Network

‘ v“ [+ Connected

» [ Video card
b 52 VMCI device
» Other Devices

» Upgrade

[[] Schedule VM Compatibility Upgrade.

New device s Selaci e

[

Compatibility: ESX/ESXi 4.0 and later (VM version 7)

OK Cancel

Reserve the memory, CPUs, and cores to meet your VDP Appliance license requirements. See
Requirements for VDP Appliances That WILL Use Dedup Policies on page 3 for details.

Review the Hardware Summary to ensure you have properly reserved memory, CPUs, and cores.
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Adding SCSI Controllers

The VDP Appliance VM requires three disks, each with its own SCSI controller:
1. The VM’s operating system and the Primary pool disk can both use the 0:0 controller.
2. The Snapshot Pool uses the 1:0 controller. Disks assigned to the Snapshot Pool will use 1:x
3. The Dedup Pool uses the 2:0 controller. Disks assigned to the Dedup Pool will use 2:x.

The controllers for the Snapshot Pool and Dedup Pool must be set to VMware Paravirtual.

Note: VDP Appliances that are not licensed for deduplication do not require a separate SCSI controller for the Dedup
Pool disk(s).

A controller can accommodate up to 16 disks. If you find it necessary to create more than 15 disks for a Snapshot or
Dedup Pool, you will need to define a new controller.

To add SCSI controllers as VMware Paravirtual:
1. Select the VDP Appliance VM.

2. From the Actions drop down menu, select Edit Settings. The Edit Settings dialog box is open to the Virtual
Hardware tab.

3. From the New Device drop down menu at the bottom of the dialog box, select SCSI controller.
| Viriual Hardware ‘ VM Options | SDRS Rules | vApp Options |
» [ CPU Li]
» JR Memory
» (3 Hard disk 1 130 IR
3 G_;T SCSI controller 0 LSI Logic Parallel
» Network adapter 1 | VM Network ‘ -| [+ Connected
+ [ video card
¥ % VMCI device
» Other Devices
» Upgrade [[] Schedule VM Compatibility Upgrade.
New device: | SC8I Controller [+] | Add
Compatibility: ESX/ESXi 4.0 and later (VM version 7) 0K Cancel

14
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4. Click Add and the options for the SCSI controller are displayed.

5. Expand the options under the New SCSI Controller

6. Select VMware Paravirtual and then click OK.

[ virtual Haroware ‘ VM Options | SDRS Rules

vApp Options ‘

» [ CPU

» JR Memory

» 3 Hard disk 1

» SCSl controller 0

3 Network adapter 1

» [ Video card

¥ o, VMCI device

» Other Devices

» Upgrade

~ [@, New SCSl controller

SCSI Bus Sharing

Change Type

New device: |

130

LSl Logic Parallel

Ml ]

[sH

@ [

| WM Network

‘ M [ Connected

[[] Schedule VM Compatibility Upgrade.

VMware Paravirtual

| None

( VMware Paraviriual

)

SCSI Controller |-| Add

Compatibility: ESX/ESXi 4.0 and later (VM version 7)

OK

7. Add another SCSI Controller as needed.

8. Click OK to close the Edit Settings dialog box.

Once you have defined the controllers, you can add disks and assign them to their respective controllers. See Adding

Disks on page 16.

Cancel
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Adding Disks

Once the SCSI controllers are created and are configured, configure the VM’s disks as follows.

Note: The disks defined here will be placed into storage pools later.

1. On the Hardware tab, select Add:

v [ cPU
» @l Memory
» (3 Hard disk 1
+ (&, SCSI controller 0
+ [@, SCSi controlier 1
» Network adapter 1
+ [ video card
¥ 5 VMCI device
» Other Devices
» Upgrade
~ 2\ New Hard disk
Maximum Size
VM storage policy
Location
Disk Provisioning
Sharing
Shares
Limit - 10Ps
Disk Mode

Virtual Device Node

New device:

Virtual Hardware | VM Options | SDRS Rules | vApp Options

Li ]

130 21 (ee -

LSI Logic Parallel

VMware Paravirtual

VI Network = | [¥] Connected
[J.Scheduls VM Compatibility Lipgrade

400 < | GB -

7.10TE

Datastore Default > | @

Store with the virtual machine v

'_Thlc\:pruwsmn eager zeroed [+]
Normal ~| 1,000
Unlimited A

(Independent-Per.. | ~ | ©

| SCSI controller 1 - SCSI(1:1) v

&= New Hard Disk - Add

Compatibility: ESX/ESXi 4.0 and later (VM version 7)

OK Cancel |

2. In the Add Hardware dialog, select Hard Disk.

Note: Disks MUST BE THICK PROVISIONED EAGER ZEROED. Thin provisioned disks will cause capture
operations to fail and the loss of data.

3. Your VDP Appliance requires at least three Thick Provision Eager Zeroed disks.

To size your VDP Appliance, your IBM InfoSphere representative considered the amount of data to be
captured, its type, change rate, growth and how long it would be retained. This same information is
required to allocate space for the VDP Appliance's disks.

o One 400GB disk for the Primary Pool. This disk is used by the VDP Appliance.

o Onedisk for the Snapshot Pool. Allocate enough space to accommodate the full copies (snapshots)
to be retained, plus enough space for growth. A minimum of 10 GB is required. You can add
additional disks in vSphere to accommodate growth.

o Onedisk for the Dedup Pool. Allocate enough space to accommodate the deduplicated data to be
retained, plus enough space for growth. A minimum of 1TB is required. You can add additional
disks in vSphere to accommodate growth.

For VDP Appliances that are not licensed for deduplication, you must add a Dedup Pool disk of 1TB. Such
configurations do not require a separate SCSI controller.

Note: The pool names associated with these disks are used in Configuring an IBM InfoSphere VDP

Appliance.

16
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4. For the disks that will be assigned to the Snapshot Pool and Dedup Pool, from the Virtual Device Node drop
down menu, select the SCSI controller you created to which this disk will be assigned.

o Disks for the Snapshot Pool use 1:x

o Disks for the Dedup Pool use 2:x.
5. Under Mode, check Independent and accept the default of Persistent.
6. Click OK and the disk is configured.

Once you have finished configuring all of the disks, you can power up the VM.

Note: Do not resize disks for Snapshot and Dedup Pools. If additional storage is needed, add disks.

Adding Network Interfaces

Once the VDP Appliance is up and running, you can add additional network interfaces. For environments that require
multiple NICs (for example, one NIC for data storage and another NIC for management), you must manually add
network adapters to the VDP Appliance VM and then configure the additional adapters through the System
Management user interface. See Adding and Configuring Additional Network Interfaces on page 23 for details.

For VDP Appliance network requirements, see IBM InfoSphere VDP Appliance Networking Requirements on page 6.

Worker Thread Errors
Worker Thread errors such as:

2016-05-26 13:21:39.138 INFO Worker_Thread_Job_0593710 SC6164: Error: 1732: Worker thread
failed: write failed for "\\?\C:\Windows\act\Staging 584181\SPARK CRMO4\F_2016-03-
01T211433.vhd": The storage device is unresponsive [0x8003020a]

Indicate either:
. Memory for the VDP Appliance has been incorrectly allocated.

. The bandwidth for the network on which the VDP Appliance resides is consumed by other devices.
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Turning the Balloon Driver Off

Once the VM has been configured, before you can configure the VDP Appliance, you must power down the VDP
Appliance VM and turn off the Ballooning Driver. The balloon driver must be turned off because any paging or
swapping will cause significant performance impact, and in some cases result in the VDP Appliance deadlocking.

To turn off the ballooning driver:
1. Log into the vSphere host as a user with administrative rights.
Shut down the VDP Appliance.
From the Actions drop down menu, select Edit Settings.
Click the VM Options tab.
On the left-hand side of the VM Options tab, click Advanced.

o ok wNn

Click Edit Configuration.

[ virtual Hardware W SDRS Rules | vApp Options

» VMware Tools Expand for Viware Tools seitings

» Power management Expand for power management settings
» Boot Options Expand for boot options
» Encryption Expand for encryption seftings
~ Advanced
Seftings [] Disable acceleration

[ Enable logging
Debugging and statistics [ Run normally ‘ b ]

Swap file location (=) Default
Use the settings of the cluster or host containing the virtual
machine.

() Virtual machine directory
Store the swap files in the same directory as the virtual
machine.

(_) Datastore specified by host
Store the swap files in the datastore specified by the host to be
used for swap files. If not possible, store the swap files in the
'same directory as the virtual machine. Using a datastore that is
not visible to both hosts during vMotion might affect the vMotion
performance for the affected virtual machines.

CConﬁguIaﬁon Parameters ‘ Edit Configuration. D

Latency Sensitivity Normal [~ | @

Compatibility: ESX/ESXi 4.0 and later (VM version 7)
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Configuration Parameters

& Modify or add configuration parameters as needed for experimental features or as instructed by technical support. Empty
values will be removed (supporied on ESXi 6.0 and later)

(@ Filter

Name Valve

userCPUID.0 ‘ﬂD[I[]DDIJd?559554?€c65746&49656&69

userCPUID.1 ‘DDDZDSd?DUZDﬂEDDDZQEZZDBUfall!bi‘f

userCPUID 80000001 ‘UDUUDDDDDUDDDDDUDDDDDGM 28100800

virtualHW.productCompatibility ‘rms!ed

vmel filter enable ‘true

vmci.peiSiotNumber ‘32

vmotion.checkpoiniFBSize ‘4194304

vmware tools.intemnalversion ‘921 6

vmware fools.requiredversion ‘9349

sched mem maxmemetl ‘IJ

@me: |

7. In the space provided for Name, enter sched.mem.maxmemctl.
8. In the space provided for Value, enter 0.

9. Click Add. Ballooning is turned off.

10. Click OK and exit out of the Edit Settings dialog boxes.

11. Power up the VDP Appliance VM and continue on to Chapter 4, Configuring an IBM InfoSphere VDP
Appliance.
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Deleting an IBM InfoSphere VDP Appliance VM

To delete an IBM InfoSphere VDP Appliance VM:

1.
2.

From the vSphere Web Client’s left-hand navigation frame, select the VDP Appliance VM to be deleted.
Power down the VDP Appliance VM.

vmware® vSphere Web Client  #= U | Administrator@VSPHERELOCAL » | Hep - | (EHEEES
| Navigator 1 Sky8.0.0DOCTESTI | &8 [ & = G | {53 ctions ~ 'Lg Work In Progress X
Back Gefting Star.. | Summary ‘ Monitor  Configure 1 1 Actions - Sky8.0.000CTESTI Ems Update Man... @ Deploy OVF Template @)
Al | Power »
J g | g a SkyB.0.0DOCTESTI Guest 08 » | cru usaGE ] 0 Dopior OV Tempie @
& sky-75-100-veenter e Guesl 0S Cent( Snapshots ¥ 0.00 Hz @ Win2k8-Sky37-1-Edit S
5 Sky7.1.1-766 Compativiity.  ESXfE g8 Open Console MENORY USAGE P Deploy OVF Template  (2)
B, Sky7.1.2-195 Powered OFf Viware Tools: Hotll— 0008
1 Sky75-115-AlexFu More| (B Migrate.. STORAGE USAGE @ Deploy OVF Template (1)
55 Sky8.0.0-1571 DNSName:  localy  Clone » 115378 @ Deploy OVF Template
& Solaris Host: 1721 Fault Tolerance »
g ;p—sr:al\avm 6 VM Policies »
centos: ;| F
{51 Unknown (inaccessibie) + VM Hardware _l Compatibility 4
{3 upgrade_win_HOST4_mounika » CPU 2 CPU(s), 0 MHz used | Export System Logs. r
g\\:’iﬂen’:‘e;u.:?p;ir‘me &0 » Memory D 16384 MB, 0 MB memﬂry% By Edit Resource Seftings... I
EBWIH_ZMZ B + Hard disk 1 130,00 GB | (3 EdtSeffings.. |
51 Win2k3-4 + Hard disk 2 400,00 GB | MowTo. |
) W21 6 Other hard disks 4 hard disks (view disks) | Ritree.
B, Win2kd 5 | EditNotes. |
i windows-sky i » Network adapter 1 VM Network (disconnected) Tags & Cusiom Aftributes »
&b windows-sky2 » Network adapter 2 VM Network [disconne:ted}: Add Permission... B Alarms K x
i ——
, BEE WinTest_247 + Video card 4.00 MB | Alarms » | Al (6) | ew el A
» Other Additional Hardware Remove from Inventory L
» [gCatalog e & Windows 200865
» By Rai Compatibility ESX/ESXi 4.0 and later (VM vi Deleie from Disk ‘ Virual machinie CPU usage
— -
il All vCenter Orchestrator plugin Actions » |
™ Recent Obiects X x| [ RecentTasks | Update Manager d X x
3. From the VMware Web Client’s Action drop down menu, select Delete from Disk. This option is only
available if the VM is powered down.
4, When you click Delete from Disk, a confirmation message is displayed. Ensure that the VM name displayed
in the confirmation message is the name of the VDP Appliance VM you want to delete.
Confirm Delete
Delete the virtual machine "Sky8.0.0DOCTESTII" and its
associated disks?
;!E If other VIMis are sharing their disks, the shared disks will not
be deleted and the VMs will continue to have access to the
shared disks.
5. If the name in the confirmation message matches the name of the VDP Appliance VM that you want to

delete, then click Yes and the VDP Appliance VM and its disks will be deleted.

20

Installing an IBM InfoSphere VDP Appliance on a VMware Server



4 Configuring an IBM InfoSphere
VDP Appliance

After the VM is configured and powered up, it is ready to be configured as an IBM InfoSphere VDP Appliance.

Note: For the following procedure you will need the IP address of the VM. The VM’s IP is on the VM’s vSphere
Summary page.

1. Open a browser and in the address space, enter the IP of the newly configured VDP Appliance VM:
http://<VM IP address>/.

2. The installer opens the first of three tabs:

All Items marked with (*) are required.

Public 1P

Appliance 1P (*) 172 117 . 205 . 106
Appliance Name (%) localhost.localdom

DNS Server 172.17.1.10

Subnet Mask 255 | 255 10 |0
Gateway 172 |17 Al 11

NTF Server

Infrastructure VMWare 3
Timezone Africa/Abidjan hd
System uuid (%) 1415068751:c222a0bd-e7bd-37cc-913a-

04a9cfd86f4b:adb7bod7

License

[ validate License |

Create Admin Password (*)

Canfirm Admin Password (*) | Mext > |
If your VDP Appliance will sit behind a firewall, then in the spaces provided enter the Public IP.
Ensure that the auto-discovered VDP Appliance IP address is correct.
In the space provided, enter a name for the VDP Appliance.

Ensure that the auto discovered network IP addresses are correct.

No o e

From the Infrastructure drop down menu, select VMware.
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10.
11.

12.

13.
14.

15.
16.

17.

18.

Set the time zone as needed.

If you are installing the VDP Appliance as an evaluation, leave the License Number field set to the default
setting and go to Step 14.

Note: The 5TB license is used for evaluations. If you decide to purchase a VDP Appliance, you may keep the
5TB appliance, or contact your IBM InfoSphere representative to resize the VDP Appliance to match the new
license.

If you are not installing this VDP Appliance as an evaluation, then capture the system UUID and include it
in an email license key request for each install to IBM InfoSphere Support. IBM InfoSphere will use the
UUID to generate the VDP Appliance license key.

In the space provided, paste the license key you obtained from the IBM InfoSphere representative.
Click Validate License to ensure the validity of the license entered.

If the license is valid, the Managed Data License (MDL) size will be displayed in a popup window. If there
are any optional add-ons included in the license, they will also be shown here.

If you are using an encryption license, a Pass phrase field is displayed. Enter a pass phrase, record the
pass phrase and keep it in a secure location.

In the spaces provided create a password for the first Admin user of the VDP Appliance.

Click Next, and the Step 2 tab contents are displayed:

STEP 1: Setup Network Configuration | STEP 2: Setup Stor nfiguration STEP 3: Review and Complete Installation §

Drag & Drop available Disks into pools to add storage.

Available Disks (3)
PRIMARY POOL Required Size: 400 GB

) sdb Size: 400.00 GB

SNAPSHOT POOL Required Size: 100 GB

1024.00 sdd Size: 100.00 GB
GB

DEDUP POOL Required Size: 1024 GB

1024.00 @ sdc Size: 1024.00 GB
GB

Validate Installation
= Back -

Select and drag the Available Disks to the pools for which they were created.

Click Validate Installation. The VDP Appliance installer validates the settings, and if no issues are
encountered, advances to the third tab. Any issues will appear in a yellow field at the top of the page 2.

The third tab provides the opportunity to review choices and go back to make changes as needed.

STEP 1: Setup Network Configuration | STEP 2: Setup Storage Configuration | STEP 3: Review and Complete Installation

Your settings have been validated successfully. Once you click "Complete Installation”, the system will complete the installation and rebeot. You will be redirected to 'Actific
Resource Page' but must wait approximately 30 minutes before the system is back online.

< Back Complete Installation

Once choices are verified, click Complete Installation and the VDP Appliance will reboot. The reboot may
take several minutes. The user interface will become responsive before the appliance is ready for use. Do
not attempt any operations until the Dedup light on the Dashboard shows green.
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A Adding and Configuring
Additional Network Interfaces

Adding additional network interfaces to an IBM InfoSphere VDP Appliance requires:
Adding a New Network Adapter
Configuring a VDP Appliance VM Network Adapter

Adding a New Network Adapter

To add a new network adapter to an VDP Appliance VM:
1. In vSphere, select the VDP Appliance VM.

vmware* vSphere Web Client  #=

QU | Administralor@VSPHERE LOCAL ~

Navigator

}Vﬁb SkyB.0.0DocTest | & | M@ @) (5 | {5jActons ¥

‘= | # WorkIn Progress

(o |8 8 @

i Sky-7.1.1-808-1

& sky-75-100-vcenter

i Sky7.1.1-766

{5 Sky7.1.2-195

& Sky75-115-AlexFu

& Sky8.0.0-1571

& Solaris

& sp-smallvm

& ttcentos3

@ Unknown (inaccessible)
@ upgrade_win_HOST4_mounika
{5, vCenter Appliance 6.0
& VM_Mount_Del

& Win2k12

i Win2k3-4

& Win2k3-5

UGEHL"‘ Sum.. Monitor Confi.. Perm.

1 {55 Actions - Sky8.0.0DacTest

Whatis a Virtual Machine?

Avirtual machine is a software computer that,
like @ physical computer, runs an operating
system and applications. An operating
system installed on a virtual machine is
called a guest operating system.

Because every viriual machine is an isolated
computing environment, you can use virtual
machines as desktop or workstation
environments, as testing environments, or to
consolidate server applications

In vCenter Server, virtual machines run on
hosts or clusters. The same hostcan run
many virtual machines.

Power

Guest 08

Snapshots
[ Open Console

& Migrate.
Clone
Template

Fault Tolerance

VM Policies
Compatibility
Export System Logs

it Resource Settings

Deploy OVF Template

* NetAppEdgeC1 - EditS.
»

L3

Move To
Rename.
Edit Noies.

¥ Recent Objects X X [;] RecentTasks

Add Permission..

‘ Viewed Created -
(35 Sky.0.0DocTest
(55 AGME.0.1.10

[ Arun

a 172.16.121.40
{5, AGM_GA_367
(55 RHELG8-2

(55 win2012_electra
Catalog

E 172161337

4 Task Name

Alarms

Tags & Cusiom Aftributes

¥in2012-ariemis
firtual machine CPU usage

All vCenter Orchestrator plugin Actions »

Update Manager

»
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2. From the Actions drop down menu, select Edit Settings. The Edit Settings dialog box is open to the Virtual
Hardware tab.

3. From the New Device drop down menu at the bottom of the page, select Network.

( virtual Hardware | VM Options | SDRS Rules | vApp Options |

» [ CPU 2 |-e

» JR Memory | 16384 |v| | MBE |v|

» (2 Hard disk 1 130 E] (8 |+]

» (3 Hard disk 2 10 = (e [+]

3 % SCSI controller 0 LSI Logic Parallel -

» &, SCSI controller 1 VMware Paravirtual

» Network adapter 1 | VM Network | v.| [ Connect...
3 IEI Video card | Specify custom settings | = |

b o3 VMCI device

+ Other Devices

» Upgrade [[] Schedule VM Compatibility Upgrade...
New Network [ VM Network B IR
Status [ Connect At Power On
Adapter Type [ vMXNET 3 |~
MAC Address [ Automatic |~ |
\ New device: | Network |v] Add /
Compatibility: ESX/ESXi 4.0 and later (WM version 7) 0K Cancel

Click Add.

Expand the options under the New Network and ensure it is using the VMXNET3 option.
Click OK on the Edit Settings dialog box and the new network adapter is added.

No o &

Once the network adapter is added, use the System Management user interface to configure the network.
You can reach the System Management user interface from the Resource Center (at the IP address of the
VDP Appliance).
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Configuring a VDP Appliance VM Network Adapter

The System Management user interface is used to configure VDP Appliance network adapters. You access the System
Management user interface from the Resource Center.

To display the VDP Appliance’s resource page:

1. Open a browser to the VDP Appliance’s Resource Center HTTP://<appliance IP address>/.

nFoSphere Resource Center for VDP 9.0

This message appears if your browser does not CONNECTORS
have Flash Player 6.0.65 or higher installed. Please
upgrade your Flash Player if you wish to install

Adobe Air and Desktop via Flash i B \indows Connector @ ODoployment guide
Otherwise use the links below to install Adobe Air
AlX Co b Vigw all conngcices
and the Desktop. L4 et
@ HP-UX Connector
& Soloris Connector SPARC | xBE
To manually install the Desktop, click on the links below: {} Linux Connector 32 84 | B4 Bit

E Dewnload the Adobe Air Player

. Download the Desktop Alr File SNMP RESOURCES
@ ms

SYSTEM & NETWORK MANAGEMENT

@ Ssystem & Network Management Login Page LICENSES

@ Additional Software Licenses

DOCUMENTATION

@) Release Notes and Product Documentation via the
InfoSphers VDP customes portal Website (Login Required)

@ Download zipped Documentation Library

2. Click System & Network Management Login Page.
3. Log in using the VDP Appliance’s administrator credentials, and the System Management interface is
displayed.

SYSTEM MANAGEMENT & admin LOGOUT
IPs & Interfaces \ Outbound Policies \ Troubleshooting \ Host Resolution

NETWORK SETTINGS

DNS Domain *

Primary DNS * 172254150
DNS Suffix 3 Add DNS Suffix Secondary
Search DNS
services actifio cor | (G
NTP Server *

time.actifio.com

“

4. Ensure that the DNS and NTP settings are correct.
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5.

6.

10.

11.

Click the IPs and Interfaces tab, and the IP and Interfaces settings are displayed:

SYSTEM MANAGEMENT & admin LOGOUT @ I
Hostname, DNS, NTP Qutbound Policies \ Troubleshooting \ Host Resolution

Default Interface none . )

Type Node |P Address Mask MTU
I_\‘ node | nodeo ‘ etho | 172.25.2.250 ‘ 255.255.0.0 | 172.25.1.1 ‘ 1500 ‘

Configured IPs

Click Add and the Configure IP dialog box is displayed:

CONFIGURE IP

Type

Node *

Interface *

IP Address *

Network Mask *

Gateway

MTU

Ensure Type is set to Node.
Ensure Node is set to NodeO.
Select the interface you created on the IBM InfoSphere VDP Appliance VM. In this example it is eth1.
In the spaces provided enter:
o Astatic IP address
o A network mask
o A Gateway

o MTU (Maximum Transmission Unit) can be used to tune the performance characteristics of traffic
on an interface. There are many dependencies to consider when adjusting the MTU, as all network
devices and servers involved in passing network traffic must support the specified MTU, and there
must be space reserved for protocol overhead. If you are not sure what value to use, it is best to
leave this at the default value of 1500.

Click Add and the interface is configured.
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B Adding an SSD to an IBM
InfoSphere VDP Appliance

VDP Appliances that have a dedup pool of 30 TB and greater must use an SSD.

IBM InfoSphere VDP Appliance SSD Requirements

Dedup Pool SSD Size Optional/Required
50TB 512GB Required
30TB 308GB Required
10TB 103GB Optional
5TB 53GB Optional
1TB 11GB Optional

Note: If the dedup pool is built entirely from an SSD, then there is no need to add an SSD.

1. You need the VDP Appliance configuration to configure the SSD from IVGM. To install IVGM, see Installing
and Upgrading InfoSphere VDP - Global Manager on a VMware Server.

2. Use the hypervisor vendor’s best practices to physically add an SSD to a hypervisor.

3. Once the SSD has been added, see Adding an SSD to a VDP Appliance on page 28.

VMware Versions

VDP Appliances are delivered with VMware Virtual Machine Compatibility Level 7. This allows VDP Appliances to
work with older versions of ESX.

For a VDP Appliance to identify SSDs automatically, both of the following must be true:

o The vSphere hosting environment must be version 5.5.0 or greater.
o The VM Compatibility must be updated to version 10.
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Adding an SSD to a VDP Appliance

Once a hypervisor has been updated with the required SSD, modify the VDP Appliance’s Dedup Pool as follows:

1. Open the IVGM to the Domain Manager and right-click the appliance that will get the SSD. Select
Configure Appliance.
2. The Appliance Configuration page opens. Under System/Configuration, select Storage Pools.
3. Select the Dedup tab. The Dedup Pool information page opens.
Appliance Configuration [ urmany | Snapshor | pimany (R0 bovaut
Q enter s ¥ Dedup Pool -
act_ded_pool000
« SECURITY w APPLIANCE DETAILS
}+ ORGANIZATIONS Appliance ID Current Stats
» USERS 1415002134 Used 10665 GB/12%
» ROLES Appliance Name Jap f ;22 gg 2:
'~ SYSTEM SKys.020 Lég\-:i‘l 11.33 TB
~ CONFIGURATION Appliance IP
& Resources it Configure Alert Levels
88%
’ T Warning
4, Click the pencil icon next to the Dedup Pool hame and the Manage Dedup Pool page is displayed. If
necessary, scroll down until the SSD section of the window is visible.
5. In the Unmanaged SSDs column, click the + sign next to the SSD you added for the IBM InfoSphere VDP
Appliance, and it will move to the Selected SSD(s) column.
Note: If the SSD you installed is under unmanaged MDisks and not under Unmanaged SSDs, select the SSD
and click the Tag link. This tags the selected disk as an SSD; it will appear in the Selected SSD column.
_tﬂ
Manage Dedup Pool
Name* act_ded_pool000
Warning EE_:.-,
Extent Size @EJ
Member of Select All, Hone
Organization{s} || ALL
E pusuc
MDiskis)
lmnémgedmi;xs;é Selected Mdisks
sdc
Total Selected Size: 863.6 GB
Eligible Solid State Drive(s) for dedup performance acce\eral\on{'}]
Unmanaged SSD{s)| Selected S50
sdg (1030 GB) - @ | sdar(103.0GB) -]
6. Click Submit and the SSD is added to the VDP Appliance.

Note: Only SSDs large enough to meet your VDP Appliance’s license requirements appear in the dialog box.
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