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1 Introduction 

The integration of IBM Tivoli Storage Manager with IBM Elastic Storage addresses these 
major features: scalable backup processing, hierarchical storage management, and fast 
disaster recovery. When these products are integrated, the solution addresses enterprise 
requirements in data protection and data management for large GPFS file systems. This 
article describes the integration of the products on a high level, and provides an overview 
of the functions. 

2 Scalable backup processing 

File system backup processing in a client/server architecture can be divided in three 
different tasks. The first task is to capture the file system state. This means that the file 
system's directory tree and objects are scanned. The second task is to compare the 
scanned data to the existing backup data on the backup server. As a result of the 
comparison, objects are classified into the following groups and processed, which is the 
final task of the backup:  

 Objects that have to be sent to the backup server for backup 

 Objects that have to be deleted on the backup server 

 Objects that have no change 

Tivoli Storage Manager progressive incremental backup processing covers the tasks 
described above and can be used for GPFS file system backup. Because Tivoli Storage 
Manager progressive incremental backup processing uses standard interfaces to scan the 
file system in a single process, the parallelism of the GPFS cluster can’t be used efficiently. 
Thus there is a scale limitation for this type of backup on the number of objects stored in 
the file system.   

If the time it takes to process the daily backup exceeds the allowed backup duration for the 
user, use the GPFS command mmbackup to perform the file system backup.  

The major advantage to using the mmbackup command, compared to Tivoli Storage 
Manager progressive incremental backup processing, is the ability to use the GPFS policy 
engine for fast file system scans. The command also ensures that all backup activities are 
run in parallel by using the GPFS cluster nodes to send backup data in parallel to the Tivoli 
Storage Manager server.  

One feature of the integration of the products for scalable backup processing is the ability 
to reuse existing Tivoli Storage Manager configuration and backup data. You can switch 
seamlessly from Tivoli Storage Manager progressive incremental backup to backing up 
data by using the mmbackup command. Furthermore, many backup configuration 
parameters that are used in Tivoli Storage Manager enterprise environments are supported 
by the mmbackup command. In this way, the system can be configured to perform 
incremental backup processing with high performance and at scale.  

The Tivoli Storage Manager progressive incremental scan method examines each object 
(directory, file, link, or special object) in the file system and compares its state to the 
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associated data in the Tivoli Storage Manager database. Differences found in the object's 
state triggers the appropriate backup activity. If a directory object is found to be different in 
the database, entries that are not found in the file system but listed in the backup database 
are now known to have been deleted.  This scenario triggers the target object of the 
directory entry to be marked inactive and later to be expired from the Tivoli Storage 
Manager server. A new directory entry represents a new object because the last backup 
and the target of such an entry is considered for backup eligibility.  Tivoli Storage 
Manager's progressive incremental backup processing adheres to a set of patterns known 
as the include/exclude criteria.  These patterns are configurable and are used to limit 
backup processing to only those objects that the administrator has classified as 
appropriate for backup. 

The mmbackup command functions in phases that are independently parallelized. The file 
system scan and backup processing are in separate phases. The following mmbackup 

command process is illustrated in figure 1: 

 When the mmbackup command is used for the first time on a Tivoli Storage 

Manager protected file system, it queries the Tivoli Storage Manager server for 
backup data of previous backup procedures performed by the Tivoli Storage 
Manager backup archive client. Based on this information, it creates a shadow 
database. The shadow database is used to compute later backups performed by 
the mmbackup command and is updated accordingly. While the backup is in 
progress, the shadow database is updated by the mmbackup processing 
frequently to ensure the consistency and accuracy of the stored information over 
the whole backup process. 

 To generate a list of file system changes, mmbackup processing uses the GPFS 

policy engine to scan the file system. The scan is guided by the include/exclude 
criteria in the Tivoli Storage Manager configuration.  The scan result is next 
compared to the content stored in the shadow database.  The comparison results 
in three actions:   

o File system objects that were removed from the file system since the last 
backup are expired. 

o File system objects are updated if metadata is changed 

o File system objects whose data content or ACL / EA information have 
changed are backed up 

 Lists of the file system objects are created in a shared working directory. The file 
lists are processed by the GPFS policy system on select nodes in the GPFS 
cluster that have the Tivoli Storage Manager backup-archive client installed. On 
these nodes, the Tivoli Storage Manager backup-archive client performs either a 
file list-based selective backup (send file data), an incremental backup (update file 
metadata), or expires the data (delete files from Tivoli Storage Manager Server) for 
the named file system objects.  The policy engine distributes the work by 
subdividing each large list into several smaller lists to be operated upon in a thread 
on a selected node.  The number of threads, the nodes selected, and the size of 
each sub list are all controllable by using the mmbackup command options. 

 After all the backup processing has finished, the updated shadow database is sent 
to the Tivoli Storage Manager server for backup to ensure the availability of the 
information as baseline for the next backup in case something happens to the 
online copy kept in the root. 
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Figure 1: Illustration of the mmbackup command backup procedure 

Most of the functions of Tivoli Storage Manager progressive incremental backup 
processing are implemented by using the mmbackup command, too. . Because 
processing is different, some changes in the environment that are detected from Tivoli 
Storage Manager progressive incremental backup processing cannot be detected by 
mmbackup command processing. Table 1 compares the backup methods and shows the 

differences. 

Table 1: Backup methods comparison 

 Tivoli Storage Manager 
progressive incremental 
backup (dsmc incremental) 

GPFS policy-driven backup 
(mmbackup) 

Detects changes in files and 
sends a new copy of the file 
to the server. 

Yes Yes 

Detects changes in metadata 
and updates the file 

Yes Yes 
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metadata on the server or 
sends a new copy of the file 
to the server (in terms of 
ACL/EA changes). 

Detects directory move, copy 
or rename functions, and 
sends a new copy of the file 
to the server. 

Yes Yes 

Detects local file deletion and 
expires the file on the server. 

Yes Yes 

Detects Tivoli Storage 
Manager file space deletion 
or node/policy changes, and 
sends a new copy of the file 
to the server. 

Yes No* 

Detects file deletion from the 
Tivoli Storage Manager 
server and sends a new copy 
of the file to the server. 

Yes No* 

Detects additions of new 
exclude rules and expires the 
file on the server. 

Yes Yes 

Detects policy changes to 
new include rules and 
rebinds the file to the new 
storage pool. 

Yes No** 

Detects copy mode and copy 
frequency configuration 
changes. 

Yes No* 

Detects migration state 
changes (Tivoli Storage 
Manager for Space 
Management) and updates 
the server object. 

Yes Yes 

Detects that a file wasn't 
processed successfully 
during a backup operation 
and attempts again at the 
next backup. 

Yes Yes 

* The mmbackup command queries the Tivoli Storage Manager server only once at the 

time of the first backup. Changes that are performed on the Tivoli Storage Manager server 
by using the Tivoli Storage Manager administrative client cannot be detected by 
mmbackup processing. You must rebuild the mmbackup shadow database if the Tivoli 
Storage Manager server file space changes. 
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** Tivoli Storage Manager includes rules with associated management class bindings that 
cannot be detected by mmbackup processing. Therefore mmbackup processing does not 

rebind a file if a management class changes include rules. 

 

. 

3 Hierarchical storage management 

A hierarchical storage management (HSM) solution is typically a virtual expansion of the 
file system space because it introduces additional hierarchical storage tiers. The reason for 
introducing storage tiers is to store large amounts of data at lower cost and higher 
efficiency than traditional rotating magnetic disks. In many cases, HSM-tiered 
environments are composed of different SSD classes, HDD classes, and tape as the last 
tier in the hierarchy. The process of moving files between tiers is called migration and 
recall. The term migration refer to moving the file data to the next lower tier and replace the 
data on the higher tier with only the metadata that is required to identify the new location of 
the file data in the lower tier for later recall. The metadata is typically called a stub file and 
consumes nearly no space. The term recall refers to moving the data back to the higher 
tier in the storage hierarchy. The physical location of the file data is transparent. An HSM 
solution does not distinguish between different file versions. A change to file data requires 
the recall from the lower tiers to a higher tier. 

Tivoli Storage Manager for Space Management (also known as UNIX HSM) is the solution 
provided by Tivoli Storage Manager for the GPFS file system Tivoli Storage Manager for 
Space Management can be installed on multiple compute nodes in the GPFS cluster. All 
nodes that have UNIX HSM installed participate in file system management. HSM activities 
like migration and recall of files are distributed to all cluster nodes to use the parallelism 
inherent in the GPFS cluster. Furthermore, the processing is parallelized within each 
cluster node as well.  

Elastic Storage supports the industry standard mechanism for coupling HSM functions to 
the file system's internal data. This standard is called the Data Management application 
programming interface (DMAPI). DMAPI is provided by GPFS and Tivoli Storage Manager 
for Space Management links to the GPFS DMAPI library.  This integration point permits the 
UNIX HSM to be a qualified data management application to GPFS. 

In terms of migrating files from a higher tier to a lower tier, UNIX HSM has the following file 
migration states: 

 Resident: The file data exists only on the live file system (tier 0). No valid copy of 

the file resides in the Tivoli Storage Manager server (tier 1). This is the migration 
state for new or changed files. 

 Premigrated: The file data has a valid copy in both the file system (tier 0) and also 

on the Tivoli Storage Manager server (tier 1). If a file was opened for read and then 
recalled from the Tivoli Storage Manager server, the pre-migrated state also 
applied.  
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 Migrated: The file in tier 0 was replaced by a stub file and exists only on the Tivoli 

Storage Manager server (tier 1). This is the migration state persists until a data 
access is attempted on the file data. 

When a file data access is performed a recall is initiated.  The data is staged to tier 0 while 
the data access system call is blocked, waiting for it to complete.  You can recall files from 
a lower tier to a higher tier by either explicitly invoking  an HSM command to recall a file or 
list of files, or by using the GPFS mmapplypolicy command to recall files whose attributes 
match a set of policy rule criteria.  UNIX HSM provides several ways to recall a file. Three 
recall styles can be used for either manual or transparent recall. The tape-optimized recall 
method can be used only for a user-initiated list-based recall. 

 Normal: The application that triggered the recall by accessing the file must wait 

until the complete file data was recalled from the Tivoli Storage Manager server to 
the file system. The type of the access (which can be read, write or truncate) has 
no impact on the recall mode. 

 Partial: Only the portion of the file that was accessed is recalled. Depending on 

the access type, this might be a single block of the file or a number of collocated 
blocks. The recall mode can be applied only for read access to the file. For write or 
truncate access, the recall mode switches back to normal recall automatically. 

 Streaming: The application can access the file in streaming mode beginning at 
byte 0. The recall occurs in the background while the application is allowed to 
access the file sequentially. The recall mode can be applied only for read access 
to the file. For write or truncate access, the recall mode switches back to normal 
recall automatically. 

 Tape optimized: You generate a list of files to be recalled from tape. The recall 

command preprocesses the file list and creates ordered file lists, one for each 
tape. The tape ordered file lists can then be submitted to the HSM recall command 
and the files are recalled.  

Each file system that is enabled for UNIX HSM has one management node. In cases of 
node or network failure, the file system management automatically fails over to another 
UNIX HSM node in the cluster. Reconciliation methods ensure that the file system content 
and the content at the Tivoli Storage Manager server are synchronized. 
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Figure 2: Integrating Tivoli Storage Manager for Space Management with IBM Elastic Storage  

The Tivoli Storage Manager for Space Management client is integrated with Elastic 
Storage to provide additional hierarchical storage tiers like disk pools and tape pools, 
which are provided by the Tivoli Storage Manager server. Tivoli Storage Manager for 
Space Management acts as an external storage pool and integrates seamlessly with the 
GPFS storage pool concept. The integration between GPFS and Tivoli Storage Manager 
for Space Management addresses the following functions: 

 Threshold Migration: Tivoli Storage Manager for Space Management uses the 

GPFS policy engine to monitor the file system thresholds when the user-defined 
thresholds are reached, the GPFS policy engine scans the file system and 
generates candidate lists for migration based on user-defined, fine-grain policy 
rules. Typically, the rules nominate the large and less frequently used files. 
Compared to standard file-system scan methods, the policy engine significantly 
increases the overall performance of the threshold migration. 

 Reconciliation: Data is synchronized between the file system and the Tivoli 

Storage Manager server. The Tivoli Storage Manager for Space Management 
client uses the GPFS policy engine to generate a list of all migrated files in the file 
system and performs a comparison of the files listed and the files stored on the 
Tivoli Storage Manager server. 

High Availability: The Tivoli Storage Manager for Space Management failover function ensures 
the high availability of the HSM services. Typically, one node in the Tivoli Storage Manager GPFS 
cluster is responsible for the HSM activities for a file system. If this node fails (for example, 
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because of network failures or if the system is powered off) the HSM service automatically fails 
over to another node in the cluster. GPFS user exit callbacks are used for this function of the Tivoli 
Storage Manager for Space Management Disaster recovery 

4 Disaster recovery 

The Elastic Storage Scale Out Backup And Restore (SOBAR) feature is a fast disaster 
recovery solution for GPFS file systems. It requires the Tivoli Storage Manager for Space 
Management client and the Tivoli Storage Manager backup-archive client. The solution 
reduces the recovery time objective (RTO) of a GPFS file system after a disaster.  

To be able to recover a GPFS file system from a disaster, four types of information must be 
copied or backed up before a data loss. Figure 3 illustrates the types of information to be 
backed up. 

 

Figure 3: Types of protected data in a GPFS file system 

 Metadata: The metadata includes the inode information of the file system including 
all extended attributes and access control lists. The metadata information includes 
both file metadata and directory metadata. 

 File data:  The user data that is stored in files in the directory tree of the file 

system. 

 Directory data: The path names of all objects and the relation of the directories in 

the file system directory tree.  

 File system configuration data: For GPFS, the file system setup information and 

the GPFS network shared disk (NSD) information for all storage devices. File set 
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definitions, quotas, and storage pool definitions.  The GPFS cluster configuration is 
not part of this category and must be handled separately. 

During disaster recovery of a GPFS file system, the file system is re-created in the same 
configuration as it was before the disaster occurred. Furthermore, the file system content 
(all file sets, storage pools, files, directories, access control lists and extended attributes) 
are re-created as part of disaster recovery. The required processing is called “SOBAR 
backup,” and consists of the following steps as illustrated in figure 4: 

 Meet requirements: The GPFS file system must be HSM-managed from Tivoli 

Storage Manager for Space Management. Furthermore, the Tivoli Storage 
Manager backup-archive client must be set up back up the file-system metadata 
image to the Tivoli Storage Manager server. 

 Protect file data:  All files in the file system must be HSM-premigrated or migrated 

to the Tivoli Storage Manager server so that a valid copy of the file data exists for 
recall after disaster recovery. 

 Protect configuration: The file system configuration must be dumped to a file. 

This configuration file must be backed up to the Tivoli Storage Manager server.  

 Protect metadata: A file-system metadata image must be created. By using the 
commands provided from GPFS, several files are created to hold this information. 
These metadata image files are backed up to the Tivoli Storage Manager server. 

 

 

Figure 4: SOBAR backup process 

To recover from a disaster, the process called “SOBAR restore” must be applied. This 
process consists of the following steps as illustrated in figure 5: 

 Restore configuration and metadata: Use the Tivoli Storage Manager restore 

function to restore the file-system configuration data from the Tivoli Storage 
Manager server backup. The metadata image files must be restored to a location 
that is accessible by GPFS nodes that will have access to the file system that must 
be recovered.  
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 Recover configuration: The configuration information is used to re-create the 

GPFS file system with the configuration as it was before the disaster occurred.  
GPFS file sets and storage pools are re-created in an empty file system that is 
formatted on the disk devices. 

 Recover metadata: The file system metadata must be extracted in the new file 

system. The extraction process re-creates the inode table of the file system 
including all extended attributes and access control lists. The directory tree is re-
created. All file inodes are re-created in UNIX HSM stub-file format, and the 
migration state of the files are set to “migrated.”  

 Recover file data: After the file system is created and the file system metadata is 

extracted, the file system can be mounted and UNIX HSM management can be 
restored to the file system. Because the files are now in UNIX HSM stub format, 
they can be accessed immediately and are recalled on demand. In addition to the 
transparent recall of files, a job can be set up that recalls files in tape-optimized 
order in the background. 

 

 

Figure 5: SOBAR recovery process 

Compared to typical file restore processing of all files that are stored in a file system, 
SOBAR-based recovery processing takes only a fraction of the usual time to return the file 
system back to production. Therefore, file system disaster protection by using Elastic 
Storage SOBAR in combination with Tivoli Storage Manager for Space Management and 
the Tivoli Storage Manager backup-archive client can be applied as disaster recovery 
solution for an enterprise business. 
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