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IBM Security applies AI technologies such as  
machine learning and natural language processing  
to help security operations analysts stay ahead of 
threats while reducing response times and costs.  
For more information, please visit: ibm.com/security/
artificial-intelligence.

How IBM 
can help

http://www.ibm.com/security/artificial-intelligence
http://www.ibm.com/security/artificial-intelligence
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The pace and volume of security 
incidents demand a new  
operational approach
AI plus automation increases visibility and 
productivity across security operations. Leading  
AI Adopters are monitoring 95% of network 
communications and cutting time to detect  
incidents by a third.

AI for security is gaining traction
Executives report widespread adoption of AI for 
security operations, with 93% either already  
using or considering implementation.

Leaders in security AI adoption 
are improving key cost 
performance measures
Top performers increased their return on security 
investment (ROSI) by 40% or more and reduced 
data breach costs by at least 18%, helping to  
free funding that can be reinvested in their 
cybersecurity workforces.

By offloading routine tasks, 
 AI plus automation enables 
cybersecurity teams to use 
scarce human expertise  
where it is needed most.

Key 
takeaways
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Rapid change  
elevates cyber risk

Cybersecurity threats surged in 2021, with Colonial Pipeline and 
several water treatment facilities in the United States among the 
targets whose systems were attacked.1 One recent study reported 
ransomware increased 105% from 2020 to 2021, with manufacturing 
becoming the most targeted industry.2 The past year has also seen 
some of the most impactful supply chain attacks to date. From 
the SolarWinds and Microsoft Exchange Server exploits to Apache 
Log4j vulnerabilities, high-profile attacks filled news feeds, raising 
awareness—and alarm—among business leaders and their customers.3

What makes today’s situation categorically different from the past?

In brief, the pandemic accelerated digital transformation, amplifying both opportu-
nities and risks.4 Now there are substantially more remote workers. More cloud users. 
More cloud services. Essential systems integrations with third-party partners. An 
astounding number of edge devices passing IoT data to the cloud. All interconnected 
and interdependent, delivering sophisticated connectivity and creating value at 
speeds and scales impossible just a few years ago.

But the benefits of innovation also come with a cost: new devices, new partners, and 
new integrations open the organization in ways that can radically increase its overall 
attack surface. More threat vectors have emerged—from an unwitting supplier to a 
disgruntled employee, from exfiltration of data to denial of service to ransomware. 
And to complicate matters further, threat actors are evolving their own tactics, 
techniques, and procedures—using artificial intelligence (AI) and automation to  
probe for weaknesses and unleash more efficient attacks (see Figure 1).5

The net result is a stark realization for many executives: today’s “always-on”  
digital operations are driving value but also creating new vulnerabilities. For all  
the efficiencies enabled by advanced technology services, many organizations are 
slowly realizing their digital footprints are replete with complexities and unknowns.  
Adding to the dynamics, short-handed security teams are overwhelmed with too much 
data from disparate sources, an abundance of tools, yet often a scarcity of insights. 
These challenges can easily exceed the skills of even the most knowledgeable 
security experts and the capacity of the largest, most talented cybersecurity 
operations teams.

Modern digital 
operations are 
driving value yet 
also creating new 
vulnerabilities.
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Current operational reality 
demands a new approach

To position their teams for success, cybersecurity 
leaders must assume a more preventive and 
proactive posture for protecting core business 
operations. Our research suggests more organiza-
tions are opting for a forward-looking approach to 
threat management, adopting AI-powered 
automation to drive improved insights, productivity, 
and economies of scale.

AI technologies can transform security in four  
key ways: 

 – Machine learning capabilities help identify 
patterns, take inventory of new assets and 
services, and refine the performance of AI models.

 – Reasoning capabilities help inform data analysis, 
enhance scenario modeling, and anticipate new 
attack vectors.

 – Natural language processing can be used to mine 
text data sources, improve threat intelligence, and 
enrich knowledge resources.

 – Automation can help orchestrate time-intensive 
tasks, improve response times, and reduce the 
burden for human analysts.  

Taken together, these capabilities have the potential 
to transform security operations.

In this report, we show how this combination of AI 
and automation can deliver substantially better 
performance, whether in the form of speed, insights, 
or flexibility. These performance improvements 
enable cybersecurity teams to shift their focus to 
what really matters: proactively protecting against, 
detecting, responding to, and recovering from threats 
while reducing costs and complexity.

FIGURE 1 

Security  
disruptors

Security operations 
teams are facing 
new challenges

New and expanding 
attack vectors

Attackers are shifting 
to adaptive, multi-
variant threats

Attackers are shifting 
to automation

Lack of visibility and 
coordination with  
third-party providers

Lack of insights  
across data types–
metadata, contextual, 
behavioral

Information overload 
from disparate data 
sources and tools

Cyber skills gap and 
capacity constraints
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AI for security rapidly  
gains traction
To understand how AI is being used to support security operations and to quantify  
its impact on cybersecurity performance, the IBM Institute for Business Value (IBV) 
partnered with APQC (American Productivity and Quality Center) to survey 1,000 
executives with overall responsibility for their organization’s IT and operational 
technology (OT) cybersecurity. They represent 16 industries and 5 global regions 
(see Study and research methodology on page 32).

We asked respondents to provide information about the performance of their organi-
zation’s security function and the extent to which they are applying AI and automation 
to manage cyber risk and compliance. They also described how they are using AI to 
support security operations for protection and prevention as well as detection and 
response processes. We used these insights to assess the impact of AI on cyberse-
curity performance, with an emphasis on productivity, resilience, and associated 
business benefits.

Overall, we found the majority of companies—globally and across industries—are 
adopting or are considering adoption of AI plus automation in their security functions. 
64% of respondents have implemented AI for security capabilities in at least one of 
the security lifecycle processes, and 29% are considering it. In other words, AI for 
security may soon become a near universal capability (see Figure 2). The remaining 
7% who are not considering use of AI plus automation for security place themselves  
in a precarious position, where they most likely will struggle to keep pace with the 
increasing speed and volume of security events.

FIGURE 2 

Widespread 
adoption

Only a small group is not 
considering use of AI in 
security operations

93% 
Organizations using or  

considering use of AI

7% 
Organizations not  
considering AI 

Chapter 1
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We refer to the 64% who are currently piloting,  
implementing, operating, or optimizing AI security 
solutions as the “AI Adopters.” While their application 
of AI for security is still nascent—most have been using 
it for less than 2 years in a business-as-usual 
environment—the uptake is expected to be rapid. 
When considering their specific uses of AI, the 
percentage of AI Adopters leveraging AI to support 
protection and prevention will grow by approximately 
40%, on average, in the next three years, with the 
same growth expected across detection and response.

This expected accelerated adoption of AI for security 
is consistent with findings from other research.  
One recent study predicts cybersecurity-related AI 
spending will increase at a compound annual growth 
rate of 24% through 2027 to reach a market value of 
$46 billion.6 

Technology plus talent  
yields positive results

AI Adopters recognize how AI-driven insights and 
AI-powered automation complement the expert-level 
identification and response capabilities of their 
security subject matter experts. They see that like a 
skilled security analyst, security AI systems are adept 
at identifying abnormal behaviors, assessing vulnera-
bilities dynamically, and flagging anomalous activity 
that can indicate new threats. 65% of Adopters report 
that this application of AI has had a significant 
positive impact on their security operations (see 
Figure 3 on page 7). But unlike a human analyst, 
security AI uses machine learning and automation  
to match the relentless speed and scale of hybrid 
multicloud operations—with a level of consistency 
and depth far beyond the capabilities of even the 
most capable, most qualified security professional. 
(See Perspective “What makes security AI so 
effective?”)

5

For example, AI is being used to track normal 
behaviors and automate model building. To do this,  
AI security solutions flag variances from expected 
behaviors and analyze the threat implications of 
exception paths. Augmenting threat response to 
automate containment and optimize business 
continuity is cited as highly impactful by 57% of 
Adopters. By understanding anomalous activity in 
context, AI security solutions can determine which 
security policies and controls are at risk, supplement 
an alert with relevant insights, then initiate prescribed 
remediation actions.

This way of working as a “cyber assistant” for  
human experts underscores one of the most vital 
benefits of security AI: relieving pressure on  
security teams facing ongoing shortfalls in skills and 
resources. 60% of AI Adopters report that automated 
data enrichment and second-screen capabilities that  
help analysts operate more efficiently have been 
extremely beneficial for their security functions. 
Because AI threat models reference far more  
events over longer time horizons and across a  
variety of operating conditions, they can bring  
expert capabilities to bear on threats that may  
elude human analysts.

Enriched by AI-generated insights, AI-driven 
automation capabilities can isolate threats by  
user, device, or location, then initiate appropriate 
notification and escalation measures while human 
experts determine how best to investigate and 
remediate. For organizations that have developed 
these capabilities, cybersecurity analysts can shift 
their focus to what really matters: developing the 
skills and expertise to address more complex 
problems that require human judgement.
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Security AI and automation are rapidly becoming essential to defending an 
expanding attack surface and responding to the huge increase in security events. 
What makes AI so effective? In short, it’s the combination of iterative machine 
learning and analytical model tuning.

Tuning is the process of optimizing an analytical model’s performance without 
making it overly reliant on variables that are likely to change from one situation  
to the next. Behind the scenes, machine learning algorithms use countless 
examples to identify patterns and learn how best to respond to different 
variables. This training process is key to improving how the AI model performs.

Improving model precision and recall through machine learning, AI security 
solutions can help reduce alert fatigue for analysts by distinguishing actual 
security threats—true positives—from ordinary events—false positives and true 
negatives (see Figure). These solutions help triage the majority of security 
events, enrich those events with contextual data insights, then support analyst 
inspection and investigation activities. By using AI to improve the signal-to-noise 
ratio, analysts can spend their time focusing on actual threats that pose the 
greatest risk. 

Perspective

What makes  
security AI  
so effective?

True 
positives

False 
positives

False negatives True negatives

Retrieved elements

Relevant elements

How many retrieved 
items are relevant?

Precision =

How many relevant 
items are retrieved?

Recall =

Source: Adapted from 
https://en.wikipedia.org/
wiki/F-score
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Because AI can analyze both unstructured and 
structured data sources—synthesizing internal and 
external data with threat intelligence services and 
open source intelligence (OSINT)—it can provide a 
comprehensive portrait of situational variables and 
threats in context. For cybersecurity analysts, this 
reduces the time to detect, respond to, and recover 
from incidents. 

By facilitating more efficient escalation, review, and 
remediation procedures, AI enhances security 
governance and compliance. By automating 
repeatable, time-intensive tasks, AI can mitigate 
fatigue and help improve the analyst’s ability to make 
better, more informed decisions—faster and with fewer 
errors. And by routing the sheer volume of events 
through security AI plus automation solutions, leaders 
make the most of skilled human analysts and their 
hard-to-find skills. The end result is a more enriching, 
more satisfying work environment—something that  
can make a real difference in attracting and retaining 
hard-to-find cybersecurity talent.

AI Adopters who have successfully coupled AI 
insights and automation with the expertise of their 
employees cite additional beneficial impacts of AI 
applications on their security outcomes (see Figure 
3). 67% report that the ability to triage Tier 1 threats 
more effectively is helping to eliminate the costs  
and time associated with basic detection. Another  
65% say that reducing false positives and noise  
has reduced the need for human analyst inspection. 
And 65% state that use of behavioral analytics is 
supporting prediction of future threats, an important 
step in becoming more proactive.

AI plus automation ultimately 
creates more enriching work 
environments by allowing analysts  
to refocus on complex problems 
that require human judgement.

 

FIGURE 3

AI advantage

AI Adopters improve 
performance by using AI 
solutions for critical 
capabilities

Q: Which of the following AI applications has had the greatest 
impact on your security operations (select the top 5)?

Triage of Tier 1 threats 

Correlation of user 
behavior with threat 
indicators

67%

66%

61%

Detection of zero-day 
attacks and threats65%

7

60

50

Prediction of future 
threats 
Reduction of false 
positives and noise
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AI investments pay off

One source estimates that by 2025, cybercrime will 
cost the world economy an average of $10.5 trillion 
every year.7 In 2021, according to the annual 
Ponemon Institute and IBM Cost of a Data Breach 
report, the average cost of a data breach reached an 
all-time high, while the number of data breaches 
jumped an alarming 68%, magnifying those costs.8 

The results of our research reveal that initial AI 
investments across the security lifecycle are helping 
organizations more efficiently combat cybercrime,  
as reflected by security cost performance measures. 
In fact, the top 25% of Adopters—those that perform 
in the 75th or 25th percentile on each metric—credit 
AI plus automation with significant improvements  
in 3 key performance metrics, resulting in a 
fundamental improvement in the performance and 
effectiveness of their security functions. (For more 
information about top performer measurements,  
see Study and research methodology on page 32.) 
They have:

 – Reduced their total cybersecurity costs by at least 
15%, indicating efficiency and productivity gains 
across security lifecycle processes for protection 
and prevention as well as detection and response

 – Reduced data breach costs by at least 18%, 
indicating an improvement in the efficiency of their 
detection and response processes. This is reflected 
in a reduction—or avoidance—of associated 
operational and reputational costs, including 
potential lost business (customers and suppliers), 
investment, and future business opportunities

 – Improved their return on security investment 
(ROSI) by 40% or more, indicating a reduction in 
and avoidance of cyber risk and the associated 
operational and reputational costs.

If an organization takes 230 calendar days 
to detect, respond to, and recover from cyber 
incidents without the use of AI, it could cut 
that time by up to 99 days by applying AI.

Top 25% 
131 days

230 days

Our research is consistent with other studies that 
have found AI delivers similar benefits. The Ponemon 
Institute and IBM reported that the combination of AI 
and automation was found to be the single greatest 
factor in reducing the overall costs of a data breach.9  
Similarly, an IBV study on zero trust security found 
that 61% of leading organizations used security 
automation and orchestration to reduce security 
capital and operational costs.10  

These results offer compelling evidence for why 
security leaders are embracing AI and automation 
across the security lifecycle. Next, we’ll explore how 
leaders are driving performance across two critical 
areas: protection and prevention and detection  
and response.

May
11

Jan
1
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By improving 
operations 
performance,  
AI plus automation 
helps strengthen 
overall cyber 
resilience.

AI drives performance across 
the security lifecycle
Along with the shared responsibility model inherent in cloud security and 
the IT integration inherent in a zero trust approach, AI plus automation 
represents a fundamantal capability for security operations going forward.

Security AI plus automation can generate meaningful insights enriched by 
context and historical data, then facilitate greater coordination and collabo-
ration with partners inside and outside the organization. This frees skilled 
resources to investigate threats before they have a chance to mature.  
By improving performance across both protection and prevention and 
detection and response processes, AI plus automation can have a 
significant impact on the organization’s overall cyber resilience.

To better understand this influence, we examined how Adopters are using 
AI and automation across the security operations lifecycle, in both their 
protection and prevention as well as detection and response processes. 
These insights helped us assess how the combination of these technologies 
is driving greater operational efficiency and effectiveness. They also helped 
us explain how improved performance can deliver downstream business 
benefits, such as greater productivity and a better employee experience.

Chapter 2
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Protect and prevent: Using AI  
to mitigate risk, control costs,  
and build trust

The challenges

As the number of remote workers and cloud-based 
applications and servers has expanded in recent 
years, so has the number of endpoints and applica-
tions that must be monitored. Cybercriminals are 
exploiting connected services to create new threat 
vectors, with attacks evolving from opportunistic 
phishing to coordinated ransomware campaigns—
where a business is essentially held hostage until it 
pays. Ransomware ranked as the top attack type 
observed by IBM X-Force® in 2021, while phishing 
operations were the top pathway to compromise—
occurring in 41% of attacks.11 

This increasing sophistication of cybersecurity 
threats impacts both businesses and their customers. 
To earn and grow the trust of customers, partners, 
and employees, AI Adopters are proactively priori-
tizing reducing risks, protecting sensitive data, and 
preserving intellectual property y (see Figure 4).

 

FIGURE 4

AI on guard

AI Adopters aim to protect 
business and customer 
data and preserve trust

Q: What are the primary drivers of AI in your organization? 
(Objectives focused on protection and prevention.)

Protect sensitive/ 
confidential data 

43%

38%

31%

35%

23%

Build employee and 
customer trust 

Protect intellectual 
property 

Comply with 
regulations 

Enable digital 
transformation 
initiatives 20

10



11

The AI value proposition

Perhaps the most significant business advantage comes from combining AI plus 
automation with a zero trust model. For protection and prevention, these capabilities 
break down operational silos and improve visibility across the organization’s digital 
estate—data, devices, users, network, workloads, applications, and partner interactions 
across the ecosystem.

AI plus automation can facilitate this view by regularly performing sensitive data 
discovery and classification—on premises, at the endpoint, in transit, and in the cloud. 
The technologies allow companies to use source data and metadata to recreate the full 
context for any given interaction as well as to understand where the most sensitive data 
resides, who has access to it (and how), who is accessing it (and when), and what they’re 
doing with it. This can help meet standards for data privacy and regulatory compliance, 
as well as support monitoring and control of access to highly sensitive data repositories.

In pursuit of this more holistic view of their digital landscape, AI Adopters have identified 
endpoint discovery and asset management as their top AI use case. 35% are currently 
applying AI and automation to this capability with plans to increase usage to almost 
50% in 3 years (see Figure 5). This application is followed closely by vulnerability 
management, at 34%. AI Adopters expect to increase their use of AI for protection and 
prevention by around 40%, on average, in the next 3 years. (See Perspective “How AI 
helps protect and prevent.”)

Today                           In 3 years

0 20 40 60 80                       100 

FIGURE 5

Applying AI for  
protection and  
prevention

Adopters are using AI to 
extend their view across  
an expanding digital estate

Q. What use cases for  
AI automation are being 
implemented today? And in  
3 years? (Use cases focused 
on protection and prevention.)

Endpoint discovery and asset management

Vulnerability and patch management

Access management

Threat simulation

Identity management

Identification of database misconfigurations

Secure data lifecycle management
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Perspective

How AI helps 
protect and  
prevent

With these top 5 use cases, AI Adopters are investing in protecting  
the underlying value of their businesses with a focus on reducing risks, 
preventing attacks, and, in turn, building trust.

AI for endpoint discovery and asset management. Unauthorized 
devices operate under the radar of organizations’ traditional security 
policies, making them difficult to detect. AI can learn the context, 
environment,  
and behaviors associated with specific asset types, network services, and 
endpoints, and companies can then limit access to authorized devices  
and prevent access for unauthorized and unmanaged devices. 

AI for vulnerability management. AI-powered vulnerability 
assessments can help identify improperly configured devices so adminis-
trators can remove or re-configure them. While active vulnerability scanning 
in operational technology (OT) environments can destabilize systems,  
organizations can use AI plus automation to perform passive monitoring.  
AI can also help prioritize vulnerability patching by providing information 
about weaponized exploits so clients can take a risk-based approach to 
vulnerability management.

AI for access management. Companies can use AI to audit access to 
data and services by users and applications. Once entitlements to sensitive 
resources are established, AI can coordinate activities across the control 
plane—monitoring behaviors, flagging anomalies, generating contextual 
insights, sending alerts, and initiating remedial actions. 

AI for threat simulation. Threat simulators can connect to software 
endpoints across an organization’s network to emulate the lifecycle of a 
cybersecurity incident. This tests live security defenses without interacting 
with production servers or endpoints, allowing companies to identify and 
address gaps in their defenses without impacting their operations.

AI for identity management. Zero trust security operations place 
greater demands on IT infrastructure and security authentication capabil-
ities, notably the need to resolve identity in near real time. While zero trust 
can represent a significant enhancement in operational capabilities, it also 
presents new challenges in operations capacity and coordination (for 
example, supporting remote workers using multiple devices from multiple 
locations). AI can enhance authentication services by creating a unique  
user profile based on a combination of historical behaviors, contextual data, 
and role-based policies.

12
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AI-enabled automation is improving the ability of organizations to protect more  
of their endpoints and applications as well as increase monitoring of network 
communications (see Figure 6). Top-performing AI Adopters report they are applying 
automated identity management and governance to 63% of their applications and 
55% of their endpoints. These percentages represent an increase of 67% more  
applications and 50% more endpoints gained through AI. This provides broader 
visibility over an expanding operations footprint that relies on services spanning 
multiple clouds. 

FIGURE 6

Expanding visibility

Automation allows AI 
Adopters to govern and 
monitor more assets

55% 
40% 
25%

Endpoints 
governed by 
automated 
identity 
management  
and governance 
processes

Network  
communications 
monitored for 
suspicious  
activity

Endpoint devices 
monitored  
for suspicious 
activity,  
vulnerabilities, 
and policy 
violations

95% 
85% 
75%

90% 
80% 
70%

63% 
45% 
25%

Applications 
governed by 
automated identity 
management and 
governance 
processes

100

50

0

Top 25% of AI Adopters      
Median of AI Adopters      
Bottom 25% of AI Adopters

Percentage of assets being governed and monitored using AI
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Leading AI Adopters  
are using automation  
to govern 63% of their 
applications and 55%  
of their endpoints.

Even the median percentages reported for these 
areas reflect solid numbers of applications and 
endpoints being governed with automation, with 
substantially more upside available as performance 
improves. AI Adopters report even better progress  
in using AI plus automation to watch network commu-
nications and endpoint devices for suspicious activity. 
Top-performing AI Adopters say they are using AI to 
monitor 95% of network communications and 90%  
of endpoint devices.

The true value of protection and prevention is  
rooted in something inherently difficult to measure: 
avoidance. Given more relevant and timely perfor-
mance insights from across all digital assets, security 
teams can more effectively avoid threats, mitigate 
risks, and protect and preserve their organizations’ 
bottom lines and brand reputations.
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Human users and behaviors

Hybrid multicloud

Networks

Endpoints

Applications

Data

Critical assets

Zero trust fabric

Protection and prevention
AI supports monitoring multiple layers  
across multicloud environments

Perspective

The combination of AI and 
automation enables better 
security controls
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Implement 
emergency change

4% 
manually 
escalated

62% 
automatically 
closed

15% 
escalated

23%  
manually  
closed

73% 
automated

27% 
indeterminate

11% 
automatically 
escalated

<1 minute

AI auto- 
triage

Queue  
and manual 

analysis
minutes

The future analyst’s experience

Without AI

8 tools/screens
19 steps
Response time in hours/days

With AI plus automation

1 screen
6 steps
Response time in minutes

Endpoints

Network

Users

OT/IoT

Apps and 
data

Cloud

Threat 
intelligence

Source: IBM Security Services based on an analysis of aggregated 2021 performance data. 
Note: Performance thresholds depicted are expected to improve on a continuing basis.

Perspective

The combination of AI and automation  
improves security operations performance
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11K  
alerts 

per day

85% 
closed

Multi-billion 
events  
per day

Detect Respond Recover

Detection and response
Using AI and automation can compress  
performance metrics
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Detect and respond: Using AI to boost  
productivity and accelerate recovery 

The challenges

The well-being of the business is not only based on protecting against and preventing 
incidents, but on how rapidly organizations can detect, respond to, and recover from 
them. Zero trust design principles suggest security professionals should assume their 
organizations have already been breached and will be breached again in the future.

Multiple issues are feeding the primary drivers for using AI in detection and response 
activities. As noted previously, the rapidly expanding digital footprints of most organi-
zations, the move to increasingly open business models, and the sharp rise in the 
number of remote employees are generating a torrent of new security events. Many 
security organizations simply don’t have the capacity to manually monitor, manage, 
and act on all of them quickly and effectively.

A cyber talent shortage compounds the situation. A lack of skilled employees has  
a major impact on the organization’s security posture—both in terms of applying 
resources more efficiently to improve response times and leveraging expertise to 
strengthen the quality of security outcomes.

According to EMSI, a national labor analytics firm, for every 100 cybersecurity  
roles needed, there are only 68 qualified candidates, many of whom are already 
gainfully employed.12 A recent IBV study found organizations need 150 days to fill  
a cybersecurity vacancy with a skilled candidate.13 New front-line analysts, who  
need additional operational support to do their jobs effectively, are not necessarily 
alleviating the talent shortage. They are often inexperienced in the industry and 
require time to truly develop the confidence and maturity in their threat assessment 
and investigation skills. 

AI plus automation can support these analysts with knowledge management,  
case management, and operational support capabilities (for example, front-line 
chatbots and natural language knowledge repositories). The net result is ground-
breaking: an augmented intelligence capability made possible by the combination of 
human judgement and AI plus automation.  (See Perspective “AI plus automation—a 
talent revolution.”)
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AI demands  
a skills mix

Cybersecurity employees 
need both hard and soft 
skills to succeed with AI

Perspective

AI plus  
automation– 
a talent  
revolution

40% |    Active listening

39% |    Creativity and innovation

38% |    Strategic thinking

38% |    Complex problem solving

35% |    Agility and flexibility

40% |    Security management

39% |    Communications

36% |    Project management

36% |    Business analytics

36% |    Extract insights from systems

35% |    Data science, machine learning

Behavioral skills

Core/technical skills
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Q. What skills do/will your 
cybersecurity staff need to 
develop/enhance as a  
result of AI? 

Cybercultural awareness and cybersecurity talent play a critical role in delivering 
security and business outcomes. Successful AI programs don’t make talent obsolete. 
They enhance the efficiency and effectiveness of security analysts and the reach of 
security knowledge workers. By opening the door to a more flexible engagement 
model, AI alleviates some of the resource and skill constraints that play a decisive 
factor in positive and negative security outcomes.14  

AI Adopters are experiencing an acute demand for new talent. Over the past  
12 months, they added 15% net new cybersecurity employees and attribute 40%  
of this change to their adoption of security AI. Respondents told us 34% of security 
roles had skills requirement changes, 35% of which were driven directly or indirectly 
by the adoption of AI.

By combining human factors with technology, AI Adopters can address the resource 
gap directly by reinvesting in their cybersecurity workforce. Organizations can grow 
talent natively by making automation less about cost optimization and more about 
specialization and a better work experience, helping employees to expand their skills.

AI Adopters prioritize a combination of behavioral and technical skills in their 
employees. From a behavioral perspective, 40% cite active listening as the most 
important skill employees need as a result of AI; 39% say the same for innovation and 
creativity. On the technical side, 40% consider security management skills to be most 
important, while 39% are focused on communication skills (see Figure). This greater 
flexibility in integrating soft and hard skills is one of the most promising areas for  
new AI value propositions.
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In response to the staffing challenges, AI Adopters are deploying AI plus automation  
to improve the productivity and work experience for overstretched resources. In fact,  
43% cite increasing the productivity of cyber resources as a top driver for using AI.  
42% report that reducing security events, incidents, and breaches is a goal, and 38%  
are focused on using AI to improve the accuracy of cybersecurity analysts (see Figure 7). 

Considered as a whole, AI and automation can have a dramatic positive impact on  
the ability to address the sheer volume and tempo of security events, a key factor in 
improving the security analyst’s work environment. By better understanding which 
threats require greater attention, analysts can shift from routine triage to higher-value 
threat investigation activities. The ultimate outcome: gains in both capacity and 
specialization across the cybersecurity workforce.

The AI value proposition
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FIGURE 7
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Q: What are the primary drivers of AI in your organization? 
(Objectives focused on operations, detection, and response.)

Increase productivity of cybersecurity resources
43%

42%

34%

38%
37%

Reduce cybersecurity costs 

Reduce cybersecurity events, incidents, and breaches 

Reduce reliance/redeploy cybersecurity resources 

Identify potential cybersecurity 
issues not visible to humans

29%

33%

Improve accuracy of 
cybersecurity analysts

Improve visibility of enterprise 
cybersecurity data

Speed up detection and 
reduce response times

Predict 
cyberattacks

20

30

20



21

The AI value proposition

The secret to improving productivity is supporting the workforce by applying 
technology where it can be most effective. For example, threat detection is an ideal 
use case for reducing manual methods and gaining efficiencies through AI plus 
automation. Automated, AI-driven investigation processes can selectively protect 
high-value data and assets, network segments, and cloud services. By providing 
greater visibility into network communications, traffic, and endpoint devices, AI plus 
automation helps improve the ability to identify potential threats, allowing cyber 
resources to consistently make better, more informed decisions. 

AI Adopters recognize the potential of using AI plus automation for threat 
management. 34% indicate this is their top AI use case for detection and response 
activities (see Figure 8). This is closely followed by automated detection and response, 
which will become the most widely implemented in three years, according to 49%. 
And, as with the protect and prevent use cases, Adopters expect to increase their use 
of AI for detect and respond use cases by an average of around 40% within the next  
3 years. (See Perspective “Using AI to detect and respond faster.”)

FIGURE 8

Applying AI for  
detection and  
response

Adopters are using AI  
to identify threats faster  
and respond proactively 
to cyberattacks

Today                           In 3 years

Q. What use cases for  
AI automation are being 
implemented today?  And in 
3 years? (Use cases focused 
on detection and response.)
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Enterprise data monitoring

Alert management

Knowledge management

Security operations support
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Perspective

Using AI  
to detect  
and respond 
faster

AI Adopters are using AI plus automation to significantly improve the productivity 
of their cybersecurity workforce, as measured by several key performance 
indicators. These 5 use cases demonstrate how.

Automated detection and response. Security AI plus automation 
automates the collection, integration, and analysis of data from hundreds and 
even thousands of control points, synthesizing system logs, network flows, 
endpoint data, cloud API calls, and user behaviors. Together with threat 
management and alert prioritization, organizations can complement existing 
telemetry solutions with endpoint detection and response (EDR) and cross-layer 
detection and response (XDR) capabilities. These allow security operations teams 
to fully understand the context of security exceptions, establish priorities, and 
devote sufficient resources to investigating high-impact threats.

Threat intelligence. AI-enabled security intelligence enables organizations 
to analyze live data streams to detect abnormal behavior in real time. Combining 
security information across domains—by integrating internal telemetry signals 
with external intelligence sources—provides actionable intelligence in an 
actionable window, improving the effectiveness of security policies, especially 
those associated with emergent threats. In addition, log capture capabilities can 
be extended by applying the same procedures across cloud environments—
scanning for irregular configurations that may point to more elusive attack 
signatures like zero days and advanced persistent threats (APTs).

Case management. Security case management functionality allows a security 
team to gather information on suspicious activity and escalate investigations with 
detailed, case-related information and logs. Applying AI can increase the speed 
and volume of data processed and integrate data science techniques, allowing for 
automated identification and classification of data in documents. Because AI can 
understand context, it can group data by topic without prior classification, helping 
security teams use data recognized as related to make inferences and find similar-
ities that are not readily apparent. 

Threat management. AI helps analysts triage alerts effectively by focusing on 
the most critical ones first, helping distinguish between false negatives and false 
positives and greatly reducing the chances of missing critical incidents. It also 
classifies and prioritizes threats to trigger alerts based on attack signatures, 
indicators of compromise (IOC) and indicators of behavior (IOBs).

Behavior modeling and anomaly detection. Automated AI security 
models can recognize abnormal behaviors, assess vulnerabilities dynamically, 
and flag anomalous activity—all potential indicators of compromise. Then, 
machine learning can suggest remediation options based on a broad spectrum of 
factors like situational variables, historical precedents, or threat intelligence 
sources—followed by updates to policy administration at specific control points.
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AI Adopters report successfully reducing the time to detect and respond to incidents 
(see Figure 9). Compared to performance estimates before they implemented AI,  
the Adopters report the median days to detect incidents decreased by 12%, while  
the median days to respond to and recover from incidents declined by 11%. When 
looking at the leading performers, we see the real opportunity for AI plus automation 
to deliver significant improvements. The top 25% of AI Adopters report they have 
used AI to cut the time to investigate incidents by nearly one third and the time to 
respond and recover by nearly a quarter. They have also reduced dwell times by 45%. 

AI Adopters are demonstrating that deploying AI plus automation across the entire 
security operations lifecycle enhances protection and prevention capabilities while 
improving their detection and response performance. Their success reveals how 
organizations can potentially use AI to greatly enhance overall cyber resilience during 
challenging times. (See case study “AI plus automation—Better work environment, 
better performance.”)

Top-performing AI 
Adopters cut the 
time to investigate 
cybersecurity 
incidents by  
nearly 30%.
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FIGURE 9
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Case study

Global managed 
security services 
provider

AI plus automation – Better work environment, better 
performance

A managed security services provider serving hundreds of global clients 
from across industries was encountering recurring capacity issues, 
despite having modernized security operations with hybrid cloud and zero 
trust capabilities. “The attack surface is only getting bigger,” said one of 
the client’s lead security analysts. “We see both sides of the issue: either 
too much information from too many sources or a lack of relevant 
information at the right moment, when it matters most.”

Making matters more challenging, skills and specialization were in short 
supply. “We are competing for hard-to-find talent and any advantage can 
give us an edge,” said the lead client executive. Using design thinking and 
IBM Garage™ collaboration methodologies, client leaders started by 
framing the opportunity in terms of business outcomes. “We wanted to 
create a better work experience for our analysts. We were also interested 
in seeing how greater automation might improve the team’s performance,” 
the client executive said.

An integrated development and operations team articulated four  
primary goals:

 – Reduce noise for analysts so they can focus on high value alerts

 – Reduce triage time by compiling contextual data, metadata, and  
service logs to faithfully re-create the threat environment

 – Speed investigations through greater context and enriched  
data/metadata

 – Supplement pinpoint recommendations with explanation and reasoning

After nearly a year, the client has dramatically improved operational 
efficiency by:

 – Automating the triage of 73% of alerts—up from 40%—at a confidence 
level greater than 90%

 – Reducing the total attack surface—and associated risk—by an estimated 
50% using workload-specific zero trust controls

 – Reducing attacker dwell time and windows of vulnerability by 50%

 – Reducing security incidents by 75% and doubling mean-time-to-breach 
performance

While AI powers automation, the solution’s impact on the human side of 
the equation is perhaps even more powerful. The combination of AI and 
automation frees analysts to focus on higher-impact threats, such as zero 
days, APT detection, threat hunting, and forensics. Security analysts 
provide ongoing feedback to make the solution smarter but also more 
human-friendly. The client executive sums up the impact to the business: 
“For us, the ability to combine automation with a better work environment 
for our team made all the difference.”

25
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Planning your roadmap  
for security AI adoption
As you look at integrating AI insights and automation into your security operations, 
consider what a successful deployment might look like. AI Adopters are using a mix of 
off-the-shelf solutions and custom-built tools. For cyber risk and compliance as well 
as threat detection and incident response, more AI Adopters report configurable, 
off-the-shelf software is the most successful deployment type (see Figure 10). But for 
digital identity and trust management, AI Adopters say that custom software built 
either in-house or by a third party has led to more successful outcomes.

FIGURE 10

Security AI  
enablement

The most successful 
deployments typically  
involve some form of 
customization

41% Off-the-shelf software customized  
for the organization

36% Custom software built by  
a third party

34% Off-the-shelf software with little  
to no customization

34% Custom software built in-house

Cyber risk and compliance management

41% Off-the-shelf software customized  
for the organization

37% Off-the-shelf software with little  
to no customization 

35% Custom software built by  
a third party

33% Custom software built in-house

Threat detection and incident response

42% Custom software built  
by a third party

40% Custom software built  
in-house

40% Off-the-shelf software with little  
to no customization

30% Off-the-shelf software customized  
for the organization

Digital identity and trust

Q. How would you describe your 
organization’s deployment of  
AI technology for cyber risk and 
compliance management? 
(Select the top 3.)

Q. How would you describe your 
organization’s deployment of  
AI technology for threat 
detection and incident response 
management? (Select the top 3.)

Q. How would you describe your 
organization’s deployment of AI 
technology for the management 
of digital identity and trust? 
(Select the top 3.)

Chapter 3
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Highly configured and custom-developed security solutions can deliver greater 
capabilities—and greater benefits, yet the continuing costs associated with 
development and support must be factored into your security operations budget.

While some industries may benefit from specialized AI security applications  
(for example, banking and financial markets), ongoing support costs, staffing  
requirements, and patch schedules must be considered carefully, particularly for 
maintenance and vulnerability management. The decision to customize a solution 
should reflect a compelling business rationale based on the organization’s evolving 
risk posture and potential security vulnerabilities.

A custom AI  
solution should 
factor in ongoing 
support costs.
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 Action guide
Applying security AI and automation  
to deliver business value

Even the most successful security organization is a 
work-in-progress. The dynamic nature of operations 
and the continuous emergence of new threat vectors 
require you to prioritize readiness and resilience. It is 
not a matter of if your organization will be breached, 
but when and to what extent.

Similarly, recognize that AI models must continue  
to learn, and your security teams must keep  
feeding them with new performance insights.  
This commitment to constant learning influences  
the outcomes you can achieve.

For AI Adopters, security performance is impacting 
both operational efficiency and business value, while 
creating a more empowered, more adaptable work 
environment for security analysts. Taken together, 
these factors can have a significant impact on the 
organization’s overall cyber resilience.

Whether you are piloting these capabilities for the 
first time or expanding the functionality of existing 
applications, three recommendations can guide 
these efforts. 

01
Benchmark your performance across  
key security metrics

Identify the drivers of security improvement 

 – Understand the pressing strategic rationale for 
deploying AI and automation capabilities to your 
security operations; then update your cyber risk 
and cybersecurity strategy to reflect this change  
in priorities. Is it to reduce cybersecurity incidents 
and breaches or to reduce costs through 
operational efficiencies? Or perhaps to improve 
customer, employee, or partner trust? 

Identify areas for improvement based on benchmark 
comparisons

 – Examine key risk and security metrics—for 
protection and prevention as well as for detection 
and response—and compare your organization’s 
performance with peers. Gaps represent areas 
where you can focus improvement initiatives, 
targeting areas where AI plus automation can help 
the most.

 – To perform comparisons, some organizations offer 
formal benchmarking services. Alternatively, you 
can find security metrics through online sources 
such as the Ponemon Institute, Gartner, Forrester, 
IDC, SANS Institute, the Cloud Security Alliance 
(CSA), and others.

 



29

  

03
Develop key enablers for security 
improvement initiatives

Define a security AI strategy and a corresponding 
operations plan

 – Implement, govern, and manage your AI 
applications in line with your organization’s  
broader cyber risk and security strategies.  
Make sure these are reflected in operational 
policies, controls, and processes. 

Determine and develop the behavioral and technical 
skills your organization needs to be successful

 – Consider the impact of automation on your 
cybersecurity workforce. Will they perceive 
automation as a threat or as an opportunity? What 
is the right way to engage in this conversation?

 – When considering what makes security AI plus 
automation successful, factor in development and 
retention components like work environment, the 
demand for specialization and expertise, and 
associated upskilling or reskilling. What mix of 
skills is required in an AI-plus-automation 
environment?

 – Determine where AI plus automation can provide 
the greatest benefit to your cybersecurity 
workforce. Identify gaps and provide role-based 
training to build and enhance the required 
behavioral and technical skills. Consider human 
factors like experiential learning and cybersecurity 
simulations to build skills while providing real, 
practical experience, using either in-house or 
external workforce partner services.

 – Finally, monitor your progress. As new AI 
applications and functionality are deployed, 
validate your actual performance against target 
benchmarks to determine the relative efficiency  
of various investments.

02
Prioritize security improvements that 
deliver the most value and align with  
your top security goals

Set priorities based on impact and target  
improvements across key performance measures

 – Evaluate the potential benefits that can be realized 
from improving performance on each of your key 
performance metrics. This helps you see which 
areas can deliver the greatest value in terms of 
operational factors like cost, efficiency, quality, and 
time. Assuming the potential areas align with your 
security strategy, their measures should contribute 
the most to achieving your strategic objectives.

Identify the AI applications that are most likely to 
improve performance

 – Understand the performance measures most 
closely associated with protection and prevention 
and detection and response. For example, for 
protection and prevention, a key measure is the 
number of applications and endpoints governed  
by automated identity or endpoint management. 
For detection and response, dwell time is an 
important metric.

 – Consider the AI applications in both areas that  
are most likely to deliver the performance 
improvements and business benefits you have 
determined are most important. Use these 
priorities to define your organization’s security  
AI and automation roadmaps. Determine your 
strengths and identify where you can leverage 
partners to extend your expertise. Lastly, select 
 the AI deployment model that is most likely to  
be successful—whether configuring an existing 
solution or developing a specialized solution—and 
to what extent you wish to rely on third parties for 
development and support.
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Study and research  
methodology
The IBM Institute for Business Value partnered with 
APQC (American Productivity and Quality Center) to 
survey 1,000 executives with overall responsibility  
for IT and operational technology (OT) cybersecurity 
and information security at their organizations. 
Respondents represent 16 industries, including 
banking and financial markets, electronics and 
software, government, insurance, media and enter-
tainment, retail, and services. They are distributed 
among 5 global regions: Africa and Middle Easter, Asia 
Pacific, Central and South America, Europe, and the  
US and Canada. Companies not applying AI in their 
security function processes are included.

Respondents were asked to provide information about 
the current and planned application of AI in their cyber 
risk and cybersecurity processes, as well as the 
performance of their security functions. Because many 
factors influence performance, we asked AI Adopters—
the 637 companies that are piloting, implementing, 
operating, or optimizing AI in at least one security 
process—to provide their own estimate of how AI had 
influenced performance on common cyber risk and 
security function KPIs. This allowed us to calculate the 
range of performance on each KPI as well as the range 
of impact that AI has had on each KPI. 

The KPIs in this report are defined as follows:

Dwell time is the time between a successful 
incursion/compromise and its discovery/detection.

Average time (in calendar days) to respond to 
and recover from cybersecurity incidents begins when  
an incident has been detected and its scope has been 
established. It includes activities to remove the threat 
and restore the affected systems to their pre-incident 
condition; testing, monitoring, and validating affected 
systems; and restoring operations.

Average time (in hours) to investigate cyberse-
curity incidents starts from the time a security alert is 
escalated for investigation until the investigation  
is complete.

Cybersecurity cost as a percentage of IT 
cost includes IT costs related to application, cloud 
and data security, identity access management, infra-
structure protection, integrated risk management, 
network security equipment, other information 
security software, security services, and consumer 
security software. It includes all costs for processes to 
support enterprise operations and excludes depreci-
ation/amortization (that is, based on cash flow) and  
“resold IT.” 
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Return on security investment (ROSI) is 
expressed as a percentage and is equal to {[the 
estimated total loss in USD x total cost of cybersecurity 
(the percentage mitigation afforded by cybersecurity 
solution(s) or efforts)] – total cost of cybersecurity (the 
total cost of cybersecurity solution(s) or efforts)} / total 
cost of cybersecurity (the total cost of cybersecurity 
solution(s) or efforts)

Cost of a data breach includes direct and indirect 
expenses incurred for the detection, escalation, notifi-
cation, and post data breach response activities. The 
average cost of a data breach is: (annual number of 
breaches multiplied by all cost factors) / (annual 
number of breaches).

The performance ranges used in this report are  
defined as follows: 

Top performers are AI Adopters performing in the  
75th or 25th percentile on each metric, dependent on 
whether it is better to have a higher or lower value for a 
given measure. If, for a particular metric, it is better for 
a value to be higher, then top performers—the top 25% 
of AI Adopters—are organizations performing in the 
75th percentile. 75% of respondents perform below 
and 25% perform at or above this level. If it is better  
for a value to be lower, then top performers are AI 
Adopters performing in the 25th percentile. 25% of 
respondents perform at or below this level and 75% 
perform above. The median is the midpoint value in the 
distribution of responses; half of respondents perform 
below this level and half perform above.
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