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About this information

This edition applies to IBM Storage Scale version 5.2.0 for AIX®, Linux®, and Windows.

IBM Storage Scale is a file management infrastructure, based on IBM General Parallel File System (GPFS)
technology, which provides unmatched performance and reliability with scalable access to critical file
data.

To find out which version of IBM Storage Scale is running on a particular AIX node, enter:
1slpp -1 gpfs\*
To find out which version of IBM Storage Scale is running on a particular Linux node, enter:
rpm -qa | grep gpfs (for SLES and Red Hat Enterprise Linux)
dpkg -1 | grep gpfs (for Ubuntu Linux)
To find out which version of IBM Storage Scale is running on a particular Windows node, open Programs

and Features in the control panel. The IBM Storage Scale installed program name includes the version
number.

Which IBM Storage Scale information unit provides the information you need?

The IBM Storage Scale library consists of the information units listed in Table 1 on page xviii.

To use these information units effectively, you must be familiar with IBM Storage Scale and the AIX,
Linux, or Windows operating system, or all of them, depending on which operating systems are in use at
your installation. Where necessary, these information units provide some background information relating
to AIX, Linux, or Windows. However, more commonly they refer to the appropriate operating system
documentation.

Note: Throughout this documentation, the term "Linux" refers to all supported distributions of Linux,
unless otherwise specified.
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Table 1. IBM Storage Scale library information units

Information unit

Type of information

Intended users

IBM Storage Scale:
Concepts, Planning, and
Installation Guide

This guide provides the following
information:

Product overview

« Overview of IBM Storage Scale
« GPFS architecture

» Protocols support overview:
Integration of protocol access
methods with GPFS

« Active File Management

« AFM-based Asynchronous
Disaster Recovery (AFM DR)

« Introduction to AFM to cloud
object storage

« Introduction to system health and
troubleshooting

« Introduction to performance
monitoring

« Data protection and disaster
recovery in IBM Storage Scale

« Introduction to IBM Storage Scale
GUI

- IBM Storage Scale management
API

« Introduction to Cloud services
« Introduction to file audit logging

« Introduction to clustered watch
folder

« Understanding call home

« IBM Storage Scale in an
OpenStack cloud deployment

- IBM Storage Scale product
editions

- IBM Storage Scale license
designation

« Capacity-based licensing
« Dynamic pagepool

System administrators, analysts,
installers, planners, and
programmers of IBM Storage Scale
clusters who are very experienced
with the operating systems on
which each IBM Storage Scale
cluster is based
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale:
Concepts, Planning, and
Installation Guide

Planning

- Planning for GPFS
« Planning for protocols
« Planning for cloud services

- Planning for IBM Storage Scale on
Public Clouds

 Planning for AFM
- Planning for AFM DR

- Planning for AFM to cloud object
storage

« Planning for performance
monitoring tool

« Planning for UEFI secure boot

IBM Storage Scale:
Concepts, Planning, and
Installation Guide

« Firewall recommendations

« Considerations for GPFS
applications

« Security-Enhanced Linux support

« Space requirements for call home
data upload
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale:
Concepts, Planning, and
Installation Guide

Installing

- Steps for establishing and starting
your IBM Storage Scale cluster

- Installing IBM Storage Scale
on Linux nodes and deploying
protocols

- Installing IBM Storage Scale on
public cloud by using cloudkit

- Installing IBM Storage Scale on
AIX nodes

- Installing IBM Storage Scale on
Windows nodes

- Installing Cloud services on IBM
Storage Scale nodes

- Installing and configuring IBM
Storage Scale management API

- Installing GPUDirect Storage for
IBM Storage Scale

« Installation of Active File
Management (AFM)

- Installing AFM Disaster Recovery
e Installing call home

- Installing file audit logging

- Installing clustered watch folder

« Installing the signed kernel
modules for UEFI secure boot

« Steps to permanently uninstall
IBM Storage Scale

Upgrading

- IBM Storage Scale supported
upgrade paths

« Online upgrade support for
protocols and performance
monitoring

« Upgrading IBM Storage Scale
nodes

System administrators, analysts,
installers, planners, and
programmers of IBM Storage Scale
clusters who are very experienced
with the operating systems on
which each IBM Storage Scale
cluster is based
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale:
Concepts, Planning, and
Installation Guide

« Upgrading IBM Storage Scale
non-protocol Linux nodes

- Upgrading IBM Storage Scale
protocol nodes

« Upgrading IBM Storage Scale on
cloud

« Upgrading GPUDirect Storage
« Upgrading AFM and AFM DR
« Upgrading object packages

« Upgrading SMB packages

« Upgrading NFS packages

« Upgrading call home

« Upgrading the performance
monitoring tool

« Upgrading signed kernel modules
for UEFI secure boot

- Manually upgrading pmswift

- Manually upgrading the IBM
Storage Scale management GUI

 Upgrading Cloud services

« Upgrading to IBM Cloud Object
Storage software level 3.7.2 and
above

« Upgrade paths and commands for
file audit logging and clustered
watch folder

« Upgrading IBM Storage Scale
components with the installation
toolkit

« Protocol authentication
configuration changes during
upgrade

« Changing the IBM Storage Scale
product edition

« Completing the upgrade to a new
level of IBM Storage Scale

 Reverting to the previous level of
IBM Storage Scale

System administrators, analysts,
installers, planners, and
programmers of IBM Storage Scale
clusters who are very experienced
with the operating systems on
which each IBM Storage Scale
cluster is based
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale:
Concepts, Planning, and
Installation Guide

« Coexistence considerations
« Compatibility considerations

- Considerations for IBM Storage
Protect for Space Management

« Applying maintenance to your
IBM Storage Scale system

 Guidance for upgrading the
operating system on IBM Storage
Scale nodes

« Considerations for upgrading
from an operating system not
supported in IBM Storage Scale
5.1.x.x

- Servicing IBM Storage Scale
protocol nodes

- Offline upgrade with complete
cluster shutdown
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Table 1. IBM Storage Scale library information units (continued)

Information unit Type of information Intended users

IBM Storage Scale: This guide provides the following System administrators or

Administration Guide information: programmers of IBM Storage Scale
Configuring systems

« Configuring the GPFS cluster

« Configuring GPUDirect Storage for
IBM Storage Scale

 Configuring the CES and protocol
configuration

« Configuring and tuning your
system for GPFS

« Parameters for performance
tuning and optimization

 Ensuring high availability of the
GUI service

« Configuring and tuning your
system for Cloud services

« Configuring IBM Power Systems
for IBM Storage Scale

 Configuring file audit logging

« Configuring clustered watch
folder

« Configuring the cloudkit

 Configuring Active File
Management

« Configuring AFM-based DR

 Configuring AFM to cloud object
storage

e Tuning for Kernel NFS backend on
AFM and AFM DR

« Configuring call home

- Integrating IBM Storage Scale
Cinder driver with Red Hat
OpenStack Platform 16.1

 Configuring Multi-Rail over TCP
(MROT)

« Dynamic pagepool configuration
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale:
Administration Guide

Administering

 Performing GPFS administration
tasks

 Performing parallel copy with
mmxcp command

- Protecting file data: IBM Storage
Scale safeguarded copy

« Verifying network operation with
the mmnetverify command

- Managing file systems

File system format changes
between versions of IBM Storage
Scale

Managing disks

System administrators or
programmers of IBM Storage Scale
systems
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Table 1. IBM Storage Scale library information units (continued)

Information unit Type of information Intended users
IBM Storage Scale: . Managing protocol services System administrators or
Administration Guide programmers of IBM Storage Scale

. Managiqg protocol user systems
authentication

- Managing protocol data exports
- Managing object storage

- Managing GPFS quotas

- Managing GUI users

« Managing GPFS access control
lists

« Native NFS and GPFS

- Accessing a remote GPFS file
system

« Information lifecycle
management for IBM Storage
Scale

 Creating and maintaining
snapshots of file systems

 Creating and managing file clones

« Scale Out Backup and Restore
(SOBAR)

 Data Mirroring and Replication

« Implementing a clustered NFS
environment on Linux

« Implementing Cluster Export
Services

- Identity management on
Windows / RFC 2307 Attributes

« Protocols cluster disaster
recovery

« File Placement Optimizer
« Encryption

- Managing certificates to secure
communications between GUI
web server and web browsers

 Securing protocol data
- Managing file audit logging
- RDMA tuning

- Configuring Mellanox Memory
Translation Table (MTT) for GPFS
RDMA VERBS Operation

« Administering cloudkit
- Administering AFM
« Administering AFM DR
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Table 1. IBM Storage Scale library information units (continued)

« Highly available write cache
(HAWC)

 Local read-only cache

« Miscellaneous advanced
administration topics

« GUI limitations

Information unit Type of information Intended users
IBM Storage Scale: « Administering AFM to cloud System administrators or
Administration Guide object storage programmers of IBM Storage Scale

systems
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale: Problem
Determination Guide

This guide provides the following
information:

Monitoring

« Monitoring system health by using
IBM Storage Scale GUI

« Monitoring system health by using
the mmhealth command

« Dynamic pagepool monitoring
« Performance monitoring
- Monitoring GPUDirect storage

- Monitoring events through
callbacks

« Monitoring capacity through GUI
« Monitoring AFM and AFM DR

« Monitoring AFM to cloud object
storage

« GPFS SNMP support

« Monitoring the IBM Storage Scale
system by using call home

« Monitoring remote cluster through
GUI

« Monitoring file audit logging
« Monitoring clustered watch folder
« Monitoring local read-only cache

Troubleshooting

« Best practices for troubleshooting

« Understanding the system
limitations

« Collecting details of the issues
« Managing deadlocks

« Installation and configuration
issues

« Upgrade issues

e CCRissues

» Network issues

- File system issues
- Disk issues

« GPUDirect Storage
troubleshooting

« Security issues

« Protocol issues

« Disaster recovery issues
« Performance issues

System administrators of GPFS
systems who are experienced with
the subsystems used to manage
disks and who are familiar with
the concepts presented in the IBM
Storage Scale: Concepts, Planning,
and Installation Guide
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale: Problem
Determination Guide

GUI and monitoring issues
AFM issues
AFM DR issues

AFM to cloud object storage
issues

Transparent cloud tiering issues
File audit logging issues
Cloudkit issues
Troubleshooting mmwatch
Maintenance procedures
Recovery procedures

Support for troubleshooting
References
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale:
Command and Programming
Reference Guide

This guide provides the following
information:

Command reference

cloudkit command
gpfs.snap command
mmaddcallback command
mmadddisk command
mmaddnode command
mmadquery command
mmafmconfig command
mmafmcosaccess command
mmafmcosconfig command
mmafmcosctl command
mmafmcoskeys command
mmafmctl command
mmafmlocal command
mmapplypolicy command
mmaudit command
mmauth command
mmbackup command
mmbackupconfig command
mmbuildgpl command
mmcachectl command
mmcallhome command
mmces command
mmchattr command
mmchcluster command
mmchconfig command
mmchdisk command
mmcheckquota command
mmchfileset command
mmchfs command
mmchlicense command
mmchmgr command
mmchnode command
mmchnodeclass command
mmchnsd command
mmchpolicy command
mmchpool command
mmchgos command
mmclidecode command

« System administrators of IBM
Storage Scale systems

« Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale:
Command and Programming
Reference Guide

« mmclone command

- mmcloudgateway command
- mmcrcluster command

- mmcrfileset command

- mmcrfs command

- mmcrnodeclass command
« mmcrnsd command

« mmcrsnapshot command
« mmdefedquota command
- mmdefquotaoff command
« mmdefquotaon command
« mmdefragfs command

- mmdelacl command

- mmdelcallback command
- mmdeldisk command

- mmdelfileset command

- mmdelfs command

- mmdelnode command

- mmdelnodeclass command
- mmdelnsd command

- mmdelsnapshot command
« mmdf command

« mmdiag command

- mmdsh command

- mmeditacl command

« mmedquota command

- mmexportfs command

- mmfsck command

- mmfsckx command

- mmfsctl command

- mmgetacl command

- mmgetstate command

- mmhadoopctl command

« mmhdfs command

- mmhealth command

- mmimgbackup command
« mmimgrestore command
« mmimportfs command

- mmkeyserv command

« System administrators of IBM
Storage Scale systems

« Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale:
Command and Programming
Reference Guide

mmlinkfileset command
mmlsattr command
mmlscallback command
mmlscluster command
mmlsconfig command
mmlsdisk command
mmlsfileset command
mmlsfs command
mmlslicense command
mmlsmgr command
mmlsmount command
mmlsnodeclass command
mmlsnsd command
mmlspolicy command
mmlspool command
mmlsqos command
mmlsquota command
mmlssnapshot command
mmmigratefs command
mmmount command
mmnetverify command
mmnfs command
mmnsddiscover command
mmobj command
mmperfmon command
mmpmon command
mmprotocoltrace command
mmpsnap command
mmputacl command
mmgos command
mmquotaoff command
mmaquotaon command
mmreclaimspace command
mmremotecluster command
mmremotefs command
mmrepquota command
mmrestoreconfig command
mmrestorefs command
mmrestrictedctl command
mmrestripefile command

« System administrators of IBM
Storage Scale systems

« Application programmers who are

experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Storage Scale library information units (continued)

Information unit Type of information

Intended users

IBM Storage Scale: |+ mmrestripefs command
Command and Programming

Reference Guide « mmrpldisk command

« mmsdrrestore command
« mmsetquota command

« mmshutdown command
« mmsmb command

« mmsnapdir command

« mmstartup command

- mmstartpolicy command
- mmtracectl command

« mmumount command

« mmunlinkfileset command
e mmuserauth command

« mmwatch command

« mmwinservctl command
e mmxcp command

« spectrumscale command

Programming reference

- IBM Storage Scale Data
Management API for GPFS
information

« GPFS programming interfaces
« GPFS user exits

- IBM Storage Scale management
API endpoints

« Considerations for GPFS
applications

« System administrators of IBM
Storage Scale systems

 Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale: Big Data
and Analytics Guide

This guide provides the following
information:

Summary of changes
Big data and analytics support
Hadoop Scale Storage Architecture

- Elastic Storage Server
« Erasure Code Edition

Share Storage (SAN-based
storage)

« File Placement Optimizer (FPO)
 Deployment model

 Additional supported storage
features

IBM Spectrum® Scale support for
Hadoop

« HDFS transparency overview

« Supported IBM Storage Scale
storage modes

- Hadoop cluster planning

« CES HDFS

« Non-CES HDFS

 Security

« Advanced features

« Hadoop distribution support

« Limitations and differences from
native HDFS

* Problem determination

IBM Storage Scale Hadoop
performance tuning guide

« Overview
« Performance overview

« Hadoop Performance Planning
over IBM Storage Scale

 Performance guide

« System administrators of IBM
Storage Scale systems

 Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale: Big Data
and Analytics Guide

Cloudera Data Platform (CDP)
Private Cloud Base

« Overview

« Planning

e Installing

« Configuring

« Administering

« Monitoring

« Upgrading

- Limitations

« Problem determination

« System administrators of IBM
Storage Scale systems

 Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard

IBM Storage Scale: Big Data
and Analytics Guide

Cloudera HDP 3.X

« Planning

- Installation

« Upgrading and uninstallation
- Configuration

- Administration
 Limitations

e Problem determination
Open Source Apache Hadoop

« Open Source Apache Hadoop
without CES HDFS

« Open Source Apache Hadoop with

CES HDFS

« System administrators of IBM
Storage Scale systems

 Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale Erasure
Code Edition Guide

IBM Storage Scale Erasure Code
Edition

« Summary of changes

- Introduction to IBM Storage Scale
Erasure Code Edition

« Planning for IBM Storage Scale
Erasure Code Edition

- Installing IBM Storage Scale
Erasure Code Edition

« Uninstalling IBM Storage Scale
Erasure Code Edition

« Creating an IBM Storage Scale
Erasure Code Edition storage
environment

« Using IBM Storage Scale Erasure
Code Edition for data mirroring
and replication

 Deploying IBM Storage Scale
Erasure Code Edition on VMware
infrastructure

« Upgrading IBM Storage Scale
Erasure Code Edition

 Incorporating IBM Storage Scale
Erasure Code Edition in an Elastic
Storage Server (ESS) cluster

« Incorporating IBM Elastic Storage
Server (ESS) building block in an
IBM Storage Scale Erasure Code
Edition cluster

- Administering IBM Storage Scale
Erasure Code Edition

e Troubleshooting

- IBM Storage Scale RAID
Administration

« System administrators of IBM
Storage Scale systems

 Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard
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Table 1. IBM Storage Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Storage Scale Container
Native Storage Access

This guide provides the following
information:

« Overview
« Planning
« Installation prerequisites

« Installing the IBM Storage Scale
container native operator and
cluster

« Upgrading

« Configuring IBM Storage Scale
Container Storage Interface (CSI)
driver

« Using IBM Storage Scale GUI
« Maintenance of a deployed cluster

« Cleaning up the container native
cluster

« Monitoring
« Troubleshooting
« References

« System administrators of IBM
Storage Scale systems

 Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard

IBM Storage Scale Container
Storage Interface Driver
Guide

This guide provides the following
information:

« Summary of changes
« Introduction
 Planning

- Installation

« Upgrading
 Configurations

« Using IBM Storage Scale
Container Storage Interface Driver

- Managing IBM Storage Scale
when used with IBM Storage
Scale Container Storage Interface
driver

« Cleanup
- Limitations
« Troubleshooting

« System administrators of IBM
Storage Scale systems

 Application programmers who are
experienced with IBM Storage
Scale systems and familiar with
the terminology and concepts in
the XDSM standard

Prerequisite and related information

For updates to this information, see IBM Storage Scale in IBM Documentation.

For the latest support information, see the IBM Storage Scale FAQ in IBM Documentation.
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Conventions used in this information

Table 2 on page xxxvii describes the typographic conventions used in this information. UNIX file name
conventions are used throughout this information.

Note: Users of IBM Storage Scale for Windows must be aware that on Windows, UNIX-style

file names need to be converted appropriately. For example, the GPFS cluster configuration data
is stored in the /vaxr/mmfs/gen/mmsdrfs file. On Windows, the UNIX namespace starts under
the %SystemDrive%\cygwiné4 directory, so the GPFS cluster configuration data is stored in the
C:\cygwin6é4d\var\mmfs\gen\mmsdzrfs file.

Table 2. Conventions

Convention Usage

bold Bold words or characters represent system elements that you must use literally,
such as commands, flags, values, and selected menu options.

Depending on the context, bold typeface sometimes represents path names,
directories, or file names.

bold bold underlined keywords are defaults. These take effect if you do not specify a
underlined different keyword.

constant width Examples and information that the system displays appear in constant-width
typeface.

Depending on the context, constant-width typeface sometimes represents path
names, directories, or file names.

italic Italic words or characters represent variable values that you must supply.

Italics are also used for information unit titles, for the first use of a glossary term,
and for general emphasis in text.

<key> Angle brackets (less-than and greater-than) enclose the name of a key on the
keyboard. For example, <Entex> refers to the key on your terminal or workstation
that is labeled with the word Enter.

\ In command examples, a backslash indicates that the command or coding example
continues on the next line. For example:

mkcondition -r IBM.FileSystem -e "PercentTotUsed > 90" \
-E "PercentTotUsed < 85" -m p "FileSystem space used"

{item} Braces enclose a list from which you must choose an item in format and syntax
descriptions.

[item] Brackets enclose optional items in format and syntax descriptions.

<Ctxl-x> The notation <Ctrl-x> indicates a control character sequence. For example,

<Ctrl-c> means that you hold down the control key while pressing <c>.

item... Ellipses indicate that you can repeat the preceding item one or more times.

| In synopsis statements, vertical lines separate a list of choices. In other words, a
vertical line means Or.

In the left margin of the document, vertical lines indicate technical changes to the
information.

Note: CLI options that accept a list of option values delimit with a comma and no space between
values. As an example, to display the state on three nodes use mmgetstate -N NodeA,NodeB,NodeC.
Exceptions to this syntax are listed specifically within the command.
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How to send your comments

Your feedback is important in helping us to produce accurate, high-quality information. If you have any
comments about this information or any other IBM Storage Scale documentation, send your comments to
the following e-mail address:

mhvrcfs@us.ibm.com

Include the publication title and order number, and, if applicable, the specific location of the information
about which you have comments (for example, a page number or a table number).

To contact the IBM Storage Scale development organization, send your comments to the following e-mail
address:

scale@us.ibm.com
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Summary of changes

This topic summarizes changes to the IBM Storage Scale licensed program and the IBM Storage Scale
library. Within each information unit in the library, a vertical line (]) to the left of text and illustrations
indicates technical changes or additions that are made to the previous edition of the information.

Summary of changes
for IBM Storage Scale 5.2.0
as updated, June 2024

This release of the IBM Storage Scale licensed program and the IBM Storage Scale library includes the
following improvements. All improvements are available after an upgrade, unless otherwise specified.

- Commands, data types, and programming APIs

» Messages
- Stabilized, deprecated, and discontinued features

End of support for the RHEL 7 operating system
Starting with IBM Storage Scale 5.2.0, Red Hat Enterprise Linux (RHEL) 7 is no longer supported. For
more information, see What is supported on IBM Storage Scale for AIX, Linux, Power®, and Windows?

TCT is now discontinued
You can address the discontinuation of Transparent Cloud Tiering (TCT) either by migrating to Active
File Management (AFM) or by disabling TCT. Our strategic direction for cloud object storage tiering is
IBM Storage Scale AFM. If you are currently using TCT, you must migrate to AFM before you upgrade
to 5.2.0; otherwise, the existing TCT environment will be lost.

 Forinformation about how to migrate from TCT to AFM, see the documented processes for the
Promoting a TCT-enabled fileset to an AFM to cloud object storage fileset in the manual update mode
and Promoting a TCT-enabled file system to an AFM to cloud object storage fileset in the manual
update mode sections in IBM Storage Scale: Administration Guide.

« For information about how to disable TCT, see the Permanently uninstall Cloud services and clean up
the environment section in IBM Storage Scale: Concepts, Planning, and Installation Guide.

AFM and AFM DR-related changes
« Added the following new parameters for the configuration:

— afmFastLookup

— afmLookupMapSize

— afmObjMUCheckFName

For more information, see the mmchconfig command in IBM Storage Scale: Command and

Programming Reference Guide.

« Added the afmDRRPOSync parameter for the callback. For more information, see the

mmaddcallback command in IBM Storage Scale: Command and Programming Reference Guide.

AFM to Cloud Object Storage

« For the multi-site replication, IBM Storage Scale Advanced Edition, IBM Storage Scale Data
Management Edition, or IBM Storage Scale Erasure Code Edition are required. For more information
about this feature, see the Multi-site replication section in IBM Storage Scale: Concepts, Planning,
and Installation Guide.

Big data and analytics changes
For information on changes in IBM Storage Scale Big Data and Analytics support and HDFS protocol,
see Big Data and Analytics - summary of changes.
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IBM Storage Scale Container Storage Interface driver changes
For information on changes in the IBM Storage Scale Container Storage Interface driver, see IBM
Storage Scale Container Storage Interface driver - Summary of changes.

IBM Storage Scale Container Native Storage Access changes
For information on changes in the IBM Storage Scale Container Native Storage Access, see IBM
Storage Scale Container Native Storage Access - Summary of changes.

IBM Storage Scale Erasure Code Edition changes
For information on changes in the IBM Storage Scale Erasure Code Edition, see IBM Storage Scale
Erasure Code Edition - Summary of changes.

Cloudkit changes

Cloudkit now offers composable deployment architecture.

Enhancements to cloudkit to upgrade clusters created on Amazon Web Services (AWS) or Google
Cloud Platform (GCP).

Support for AFM-COS on AWS through cloudkit.

As a technology preview, IBM Storage Scale deployment on Azure by using cloudkit. For more
information, see the following IBM Storage Scale support page: https://www.ibm.com/support/
pages/node/7149295

As a technology preview, AFM-COS support on GCP through cloudkit. For more information, see
the following IBM Storage Scale support page: https://www.ibm.com/support/pages/node/7148057

As a technology preview, creation of multiple file systems on AWS by using cloudkit. For more
information, see the following IBM Storage Scale support page: https://www.ibm.com/support/
pages/node/7148058

As a technology preview, fleet (also known as rapid expansion) on GCP through cloudkit. For more
information, see the following IBM Storage Scale support page: https://www.ibm.com/support/
pages/node/7148055

Discontinuation of the CES Swift Object protocol feature

CES Swift Object protocol feature is not supported from IBM Storage Scale 5.1.9 onwards. CES Swift
Object will be replaced by CES S3.

IBM Storage Scale 5.1.8 is the last release that has CES Swift Object protocol.
IBM Storage Scale 5.2.0 tolerates the update of a CES node from IBM Storage Scale 5.1.8 or 5.1.9.
— Tolerate means:

- The CES node will be updated to 5.2.0.

- Swift Object support will not be updated as part of the 5.2.0 update.

- You may continue to use the version of Swift Object protocol that was provided in IBM Storage
Scale 5.1.8 on the CES 5.2.0 node.

- IBM will provide usage and known defect support for the version of Swift Object that was
provided in IBM Storage Scale 5.1.8 until you migrate to a supported object solution that IBM
Storage Scale provides.

Please contact IBM for further details and migration planning.

File system core improvements

Enhanced online file system checking to repair corruptions

The mmfsckx command now supports a [ - -repair] option, which can repair some file system
errors/corruptions while the file system remains mounted. For more information, see the mfsckx
command in the IBM Storage Scale: Command and Programming Reference Guide.

For new clusters that are installed with IBM Storage Scale 5.2.0 or higher. The default values
for the following config options are changed to provide better out-of-the-box performance
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for a wide variety of workloads: pagepool, workexThreads, numaMemoxryInterleave, and
ignorePrefetchLUNCount. Refer to the mmchconfig command in the IBM Storage Scale:
Command and Programming Reference Guide for the new default values.

- When IBM Storage Scale creates inode alloc regions, the default value of the -n option to mmcxfs is
now interpreted as 512; before, this default value was interpreted as 256. When a new file system
is created, and no explicit -n option is specified in the mmcxfs command line, IBM Storage Scale
now allocates at least 512 inode alloc regions, instead of at least 256 inode alloc regions. This
change allows larger clusters (over 100 nodes) that are created in this manner to have better inode
allocation performance. For more information, see the mmcrfs command in the IBM Storage Scale:
Command and Programming Reference Guide.

- IBM Storage Scale now supports the inode segment manager, which is a feature useful for
workloads of parallel file creation. For more information, see mmcrjfs command, in the IBM Storage
Scale: Command and Programming Reference Guide.

« The configuration option prefetchPartitions is introduced to contribute to reducing lock
contention for workloads that depend on prefetch or write-behind in an IBM Storage Scale
filesystem. For more information, see mmchconfig command, in the IBM Storage Scale: Command
and Programming Reference Guide.

- IBM Storage Scale introduces the graceful emergency recovery procedure for thin-provisioned
storage systems, LUNs, and volumes created from FCM drives. This new recovery procedure
provides a new mounting mode for space reclaim that allows system administrators and users to
delete files to expand the free physical space for the system.

File system protocol changes

« CES NFS is upgraded to version 5.7. NFS 4.1 is enabled by default in CES NFS. This is applicable for
the installation of a new cluster with IBM Storage Scale 5.2.0.

Installation toolkit changes

« As a technology preview feature, toolkit supports CES S3 installation and configuration.

- Extended operating system certification and support.

 Toolkit code enhancement to work with the latest Ansible library with base operating system
repositories.

« ECE multi-vdisk support for file system creation.

Management API changes
The following endpoints are modified:

For more information, see the topic IBM Storage Scale management API endpoints in the IBM Storage
Scale: Command and Programming Reference Guide.

Python-related changes
IBM Storage Scale 5.2.x supports Python 3.8 or later. It is recommended that Python 3.8 is installed
through the OS package manager (For example, yum install python311). If you install Python
3.8 by other means, then unexpected results might occur, such as failure to install gpfs. base for
prerequisite checks, and workarounds might be required.

Linux on Z changes
Added shared memory communications - direct memory access (SMC-D) support. For more
information, see Shared memory communication on Linux on Z nodes in IBM Storage Scale: Quick
Reference.

System heath changes
« Python 3.8 or later must be installed for system health and call home.
- Added monitoring of CES S3.

« The mmhealth event list command has a new CLI option resolvable to list all resolvable
events.

Summary of changes xli


https://www.ibm.com/support/pages/node/7145681

« The mmhealth node showcommand has a new CLI option --last-check to show last check
times instead of the times of the last state change.

« The mmhealth command has new monitoring tips for new mmchconfig recommendations in 5.2.0:

Tips:

pagepool must be >=1/3 RAM or 4 GB.
workexrThreads must be >= 256.

ignorePrefetchLUNCount must be yes.

numaMemoryIntexrleave on NUMA systems must be yes.

Health monitoring listens to GNR callbacks to reduce failure detection time.

« For more information about the mmhealth command, see mmhealth command, in the IBM Storage
Scale: Command and Programming Reference Guide.

Call home changes:

« From IBM Storage Scale 5.1.9.2, the gpfs.snap command has a new CLI option --upload-snap
to automatically upload through call home. For more information, see the gpfs.snap command in
IBM Storage Scale: Command and Programming Reference Guide.

« From IBM Storage Scale System 6.1.9.2, a unified call home is used for all IBM Storage Scale
System installations.

Performance monitoring changes:

« A Prometheus Exporter for perfmon data was implemented.
- Expired keys of the performance monitoring can be automatically deleted.

— This feature is enabled by default for IBM Storage Scale Container Native Storage Access (CNSA)
installations.

— In IBM Storage Scale, this feature is disabled by default, it can be enabled on demand.

For more information, see the Removing non-detectable resource identifiers from the performance
monitoring tool database section in IBM Storage Scale: Problem Determination Guide.

Native REST API (technology preview)
IBM Storage Scale introduces the native REST API as a technology preview. The feature adds a
new control plane component to the IBM Storage Scale stack for administering clusters instead of
the mm-command layer. The native REST API also adds a few security enhancements. For more
information, see the following IBM Storage Scale support page: https://www.ibm.com/support/pages/
node/7145585.

CES S3 (Technology preview)

IBM Storage Scale 5.2.0 supports technology preview for the CES S3 (Simple Storage Service) access
protocol. CES S3 provides high-performant and scalable S3 object access to data, which is stored in
IBM Storage Scale file systems. It is integrated with Cluster Export Services (CES) to provide highly
available S3 access service in an IBM Storage Scale cluster. For more information, see the following
IBM Storage Scale support page: https://www.ibm.com/support/pages/node/7145681.

Advanced RISC Machine (ARM) architectures

IBM Storage Scale is supported on ARM architectures (aarché64 and armé4). For more information,
see Is IBM Storage Scale supported on Advanced RISC Machine (ARM) architectures? in the FAQ

page.
Commands, data types, and programming APIs

The following section lists the modifications to the documented commands, structures, and
subroutines:

New commands
There are no new commands.
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New structures

There are no new structure changes.

New subroutines

There are no new subroutines.

New user exits

There are no new user exits.

Changed commands

cloudkit
mmaddcallback
mmafmcosconfig
mmafmcosctl
mmafmctl
mmapplypolicy
mmbackup
mmces
mmchconfig
mmchfileset
mmchfs

mmcrfs

mmdiag
mmedquota
mmexpelnode
mmEsckx
mmhdfs
mmhealth
mmimportfs
mmkeyserxv
mmlsfs

mmobj

mmnfs
mmnetverify
mmremotecluster
mmrestripefile
mmsdrrestore
mmsetquota
spectrumscale
mmxcp
mmaddpdisk

Changed structures

There are no changed structures.

Changed subroutines

gpfs_£fcntl

Deleted commands

There are no deleted commands.
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Deleted structures
There are no deleted structures.

Deleted subroutines
There are no deleted subroutines.

Messages
The following are the new, changed, and deleted messages:

New messages
6027-2428, 6027-3418

Changed messages
6027-3415 and 6027-3416

Deleted messages
There are no deleted messages.
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Chapter 1. Introducing IBM Storage Scale

Overview of IBM Storage Scale

IBM Storage Scale is a clustered file system that provides concurrent access to a single file system or
set of file systems from multiple nodes. The nodes can be SAN-attached, network attached, a mixture
of SAN-attached and network attached, or in a shared nothing cluster configuration. This enables high-
performance access to this common set of data to support a scale-out solution or to provide a high
availability platform.

IBM Storage Scale has many features, beyond common data access, including data replication, policy-
based storage management, and multisite operations. You can create a cluster of AIX nodes, Linux
nodes, Windows server nodes, or a mix of all three. IBM Storage Scale can run on virtualized instances
that provides common data access in environments, and uses logical partitioning or other hypervisors.
Multiple IBM Storage Scale clusters can share data within a location or across wide area network (WAN)
connections.

Strengths of IBM Storage Scale

IBM Storage Scale provides a global namespace, shared file system access among IBM Storage Scale
clusters, simultaneous file access from multiple nodes, high recoverability, and data availability through
replication, the ability to make changes while a file system is mounted, and simplified administration even
in large environments.

Shared file system access among IBM Storage Scale clusters
IBM Storage Scale allows you to share data between separate clusters within a location or across a WAN.

IBM Storage Scale clusters are independently managed, but IBM Storage Scale also shares data access
through remote cluster mounts. This is known as a multicluster environment. When multiple clusters are
configured to access the same IBM Storage Scale file system, IBM Global Security Kit (GSKit) is used to
authenticate and check authorization for all network connections.

With GSKit, all messages within and across clusters are authenticated. You can also configure a cipherList
to cause messages to be encrypted for transmissions.

The multicluster environment has the following features:

- The cluster that is hosting the file system can specify different security levels for each cluster
authorized to mount a particular file system.

« The local cluster can remain active while changing security keys. Periodic changing of keys is necessary
for a variety of reasons:

— The number of keys should remain small to facilitate good performance.
— Key changes prevent use or continued use of compromised keys.
— As a matter of policy, some institutions require security keys to be changed periodically.

IBM Storage Scale uses public key authentication in a manner similar to the host-based authentication
mechanism of OpenSSH. Each cluster has a pair of these keys that identify the cluster. In addition, each
cluster also has an authorized_keys list. Each line in the authorized_keys list contains the public
key of one remote cluster and a list of the file systems that the cluster is authorized to mount. For details
about multicluster (remote mount) file system access, see Accessing a remote GPFS file system in IBM
Storage Scale: Administration Guide.

For more information, see Active file management in the IBM Storage Scale: Administration Guide.
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Improved system performance
GPFS file systems can improve system performance in a number of ways.

« Allowing multiple processes or applications on all nodes in the cluster simultaneous access to the same
files. That is, it allows concurrent reads and writes from multiple nodes.

« Increasing aggregate bandwidth of your file system by spreading reads and writes across multiple disks.

 Balancing the load evenly across all disks to maximize their combined throughput, eliminating storage
hotspots.

« Supporting very large file and file system sizes.
« Allowing concurrent reads and writes from multiple nodes.

« Provides sophisticated token management that handles fast and fine-grained access to cluster, file
system, and file resources.

« Allowing for the specification of multiple networks for GPFS daemon communication and for GPFS
administration command usage within your cluster.

Achieving high throughput to a single, large file that requires striping the data across multiple disks and
disk controllers.

GPFS implements data striping in the file system instead of relying on data striping in a separate volume
manager layer. As GPFS manages its own data striping, it enables the GPFS to achieve fault tolerance and
balance load across adapters, storage controllers, and disks. Large files in GPFS are divided into equal
sized blocks, and the consecutive blocks are placed on different disks in a round-robin manner.

GPFS automatically detects common data access patterns and automatically begins prefetching data
accordingly. The prefetching and caching provide high throughput and fast response times. Some of
the recognized I/0 patterns include sequential, reverse sequential, and various forms of strided access
patterns.

File consistency

IBM Storage Scale provides concurrent access to clients across the cluster by utilizing sophisticated token
management. This provides concurrent and detailed access to IBM Storage Scale features, file systems,
and file resources.

For more information, see “GPFS architecture” on page 9.

Increased data availability

GPFS provides multiple features that improve the reliability of your file system. This includes automatic
features like file system logging and configurable features like intelligently mounting file systems on
startup to providing tools for flexible synchronous replication.

GPFS allows you to organize your storage hardware into failure groups. A failure group is defined as a

set of disks that share a common point of failure that could cause them all to become simultaneously
unavailable. Failure groups are defined by the system administrator, so care needs to be taken when
defining disks to ensure proper failure group isolation. When used in conjunction with the replication
feature of GPFS, the creation of multiple failure groups provides for increased file availability should a
group of disks fail. Replication in GPFS ensures that there is a copy of each block of replicated data and
metadata on disks in different failure groups. In this case, should a set of disks become unavailable, GPFS
fails over to the replicated copies in another failure group.

During configuration, you assign a replication factor to indicate the total number of copies of data and
metadata you wish to store. Currently, the maximum replication factor is 3. Replication allows you to set
different levels of protection for each file or one level for an entire file system. Since replication uses
additional disk space and requires extra write time, you should consider the impact of replication on your
application, especially if the replication is occurring over a WAN. To reduce the overhead involved with the
replication of data, you can also choose to replicate only metadata as a means of providing additional file
system protection. For more information on GPFS replication, see “File system replication parameters” on
page 281.
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GPFS is a logging file system. It creates separate logs for each file system. GPFS automatically replicates
recovery logs if multiple failure groups are available. When used in conjunction with geographic based
replication, disaster recovery abilities are provided. For more information on failure groups, see “Network
Shared Disk (NSD) creation considerations” on page 255. For more information on disaster recovery with
GPFS, see Data Mirroring and Replication in IBM Storage Scale: Administration Guide.

Once your file system is created, it can be configured to mount whenever the GPFS daemon is started.
This feature assures that whenever the system and disks are up, the file system is available. When
utilizing shared file system access among GPFS clusters to reduce overall GPFS control traffic, you might
decide to mount the file system when it is first accessed. This is done either by running the mmremotefs
command or the mmchfs command by using the -A automount option. GPFS mount traffic might be
reduced by using automatic mounts instead of mounting at GPFS startup. Automatic mounts only produce
additional control traffic at the point that the file system is first used by an application or user. Mounting
at GPFS startup on the other hand produces additional control traffic at every GPFS startup. Thus, startup
of hundreds of nodes at once is better served by using automatic mounts. However, when exporting the
file system through Network File System (NFS) mounts, it might be useful to mount the file system when
GPFS is started.

Enhanced system flexibility

With GPFS, your system resources are not frozen. You can add or delete disks while the file system is
mounted.

When the time is favorable and system demand is low, you can rebalance the file system across all
currently configured disks.

With the QoS capability, you can prevent I/O-intensive, long running administration commands from
dominating file system performance and significantly delaying other tasks.

You can also add or delete nodes without having to stop and restart the GPFS daemon on all nodes.

Note: GPFS allows many quorum nodes to facilitate maintaining quorum and continued cluster operation.
GPFS also allows a tiebreaker disk configuration to further enhance cluster availability. For additional
information, refer to “Quorum” on page 240.

If the physical connection to the disk is broken, GPFS dynamically switches disk access to the server
nodes and continues to provide data through NSD server nodes. GPFS falls back to local disk access when
it discovers that the path is repaired.

After GPFS is configured for your system, depending on your applications, hardware, and workload, you
can re-configure GPFS to increase throughput. You can set up your GPFS environment for your current
applications and users, secure in the knowledge that you can expand in the future without jeopardizing
your data. GPFS capacity can grow as your hardware expands.

Simplified storage management

IBM Storage Scale can help you achieve information lifecycle management (ILM) through powerful policy-
driven, automated tiered storage management.

IBM Storage Scale provides storage management based on the definition and use of:
« Storage pools

« Policies

« Filesets

Storage pools
A storage pool is a collection of disks or RAIDs with similar properties that are managed together as a
group. Storage pools provide a method to partition storage within a file system. While you plan how to
configure your storage, consider factors such as:

- Improved price performance by matching the cost of storage to the value of the data.

« Improved performance by reducing the contention for premium storage and impact of slower
devices.
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- Improved reliability by providing replication based on need and better failure containment.

Policies
Files are assigned to a storage pool based on defined policies. Policies provide for:

Placement policies
Placing files in a specific storage pool when the files are created.

File management policies
 Migrating files from one storage pool to another.
« Deleting files based on file characteristics.
« Changing the replication status of files.
« Snapshot metadata scans and file list creation.
- Compressing static files.

Filesets
Filesets provide a method for partitioning a file system and allow administrative operations at a finer
granularity than the entire file system. For example, filesets allow you to:

« Define data block and inode quotas at the fileset level.
« Apply policy rules to specific fileset.
« Create snapshots at the fileset level.

For more information on storage pools, filesets, and policies, see Information lifecycle management for
IBM Storage Scale in IBM Storage Scale: Administration Guide.

Simplified administration
GPFS offers many of the standard file system interfaces allowing most applications to execute without
modification.

Operating system utilities complement the GPFS utilities, which means you can continue to also use the
commands you have always used for ordinary file operations. For more information, see “Considerations
for GPFS applications” on page 384.

GPFS administration commands are similar in name and function to UNIX and Linux file system
commands with one important difference: the GPFS commands operate on multiple nodes. A single GPFS
command can perform an administration function across the entire cluster. For more information, see the
individual commands in the IBM Storage Scale: Command and Programming Reference Guide.

GPFS commands save configuration and file system information in one or more files. These are
collectively known as GPFS cluster configuration data files. GPFS maintains the consistency of its
configuration files across the cluster, and this provides accurate and consistent confirmation information.
For more information, see “Cluster configuration data files” on page 25.

Basic structure of IBM Storage Scale

IBM Storage Scale is a clustered file system that is defined over one or more nodes. On each node in
the cluster, IBM Storage Scale consists of three basic components: administration commands, a kernel
extension, and a multithreaded daemon.

For more information, see “GPFS architecture” on page 9.

IBM Storage Scale administration commands

IBM Storage Scale administration commands are programs and scripts that control the configuration and
operation of IBM Storage Scale. They typically begin with the letters "mm", like in the mmcxclustexr
command.

By default, you can issue IBM Storage Scale administration commands from any node in a cluster. If the
execution of an administration command requires tasks to be performed on other nodes in the cluster,
then the command automatically sends orders to the nodes to perform the tasks.
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For this inter-node communication to succeed, one of the following setups is required:

« All the nodes in the cluster must be configured to allow passwordless remote shell communications.
- IBM Storage Scale sudo wrapper scripts must be configured on all the nodes of the cluster.

For more information about these two setups, See Requirements for administering a GPFS file system in
the IBM Storage Scale: Administration Guide.

For descriptions of the commands, see Command reference in the IBM Storage Scale: Command and
Programming Reference Guide.

The GPFS kernel extension

The GPFS kernel extension provides the interfaces to the operating system vnode and virtual file system
(VFS) layer to register GPFS as a native file system.

Structurally, applications make file system calls to the operating system, which presents them to the
GPFS file system kernel extension. GPFS uses the standard mechanism for the operating system. In this
way, GPFS appears to applications as just another file system. The GPFS kernel extension will either fulfill
these requests by using resources that are already available in the system, or sends a message to the
GPFS daemon to complete the request.

The GPFS daemon

The GPFS daemon performs all I/O operations and buffer management for GPFS. This includes read-
ahead for sequential reads and write-behind for all writes that are not specified as synchronous. I/0
operations are protected by GPFS token management, which ensures consistency of data across all nodes
in the cluster.

The daemon is a multithreaded process with some threads dedicated to specific functions. Dedicated
threads for services requiring priority attention are not used for or blocked by routine work. In addition
to managing local I/O, the daemon also communicates with instances of the daemon on other nodes to
coordinate configuration changes, recovery, and parallel updates of the same data structures. Specific
functions that execute in the daemon include:

1. Allocation of disk space to new files and newly extended files, which is done in coordination with the
file system manager.

2. Management of directories including creation of new directories, insertion, and removal of entries into
existing directories, and searching of directories that require I/0.

3. Allocation of appropriate locks to protect the integrity of data and metadata. Locks affect data that
might be accessed from multiple nodes require interaction with the token management function.

4. Initiation of actual disk I/O on threads of the daemon.
5. Management of user security and quotas in conjunction with the file system manager.

The GPFS Network Shared Disk (NSD) component provides a method for cluster-wide disk naming and
high-speed access to data for applications running on nodes that do not have direct access to the disks.

The NSDs in your cluster can be physically attached to all nodes or serve their data through an NSD server
that provides a virtual connection. You are allowed to specify up to eight NSD servers for each NSD. If one
server fails, the next server on the list takes control from the failed node.

For a given NSD, each of its NSD servers must have physical access to the same NSD. However, different
servers can serve I/O to different non-intersecting sets of clients. The existing subnet functions in GPFS
determine which NSD server should serve a particular GPFS client.

Note: GPFS assumes that nodes within a subnet are connected using high-speed networks. For more
information on subnet configuration, see “Using public and private IP addresses for GPFS nodes” on page
17.

GPFS determines whether a node has physical or virtual connectivity to an underlying NSD through a
sequence of commands that are invoked from the GPFS daemon. The NSD discovery, occurs at initial
GPFS startup and whenever a file system is mounted.
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Note: To manually cause this discovery action, use the mmnsddiscover command. For more information,
see mmnsddiscover command in IBM Storage Scale: Command and Programming Reference Guide.

This is the default order of access used during NSD discovery:

1. Local block device interfaces for SAN, SCSI, IDE, or DASD disks
2. NSD servers

This order can be changed with the useNSDsexrver mount option.

You must define NSD servers for the disks. In a SAN configuration where NSD servers are defined, if the
physical connection is broken, GPFS dynamically switches to the server nodes and continues to provide
data. GPFS falls back to local disk access when the discovered path is repaired. This is the default
behavior, and it can be changed with the use NSD server file system mount option.

For more information, see “Disk considerations” on page 254 and “NSD disk discovery” on page 23.

The GPFS open source portability layer

On Linux platforms, GPFS uses a loadable kernel module that enables the GPFS daemon to interact with
the Linux kernel. The source code is provided for the portability layer so that the GPFS portability can be
built and installed on a wide variety of Linux kernel versions and configuration.

When installing GPFS on Linux, you build a portability module based on your particular hardware
platform and Linux distribution to enable communication between the Linux kernel and GPFS. For more
information, see “Building the GPFS portability layer on Linux nodes” on page 402.

IBM Storage Scale cluster configurations

An IBM Storage Scale cluster can be configured in various ways. The cluster can be a heterogeneous mix
of hardware platforms and operating systems.

IBM Storage Scale clusters can contain a mix of all supported node types including Linux, AIX, and
Windows Server and these operating systems can run on various hardware platforms, such as IBM
POWER?®, x86-based servers, and IBM Z°. These nodes can all be attached to a common set of SAN
storage or through a mix of SAN and network attached nodes. Nodes can all be in a single cluster, or
data can be shared across multiple clusters. A cluster can be contained in a single data center or spread
across geographical locations. To determine which cluster configuration is best for your application, start
by determining the following:

« Application I/0 performance and reliability requirements.
« Properties of the underlying storage hardware.
- Administration, security, and ownership considerations.

Understanding these requirements helps you determine which nodes require direct access to the disks
and which nodes must access the disks over a network connection through an NSD server.

There are four basic IBM Storage Scale configurations:

When all nodes are attached to a common set of Logical Unit Numbers (LUNSs).
« When some nodes are NSD clients.
« When a cluster is spread across multiple sites.

When data is shared between clusters.

All nodes attached to a common set of LUNs

In this type of configuration, all of the nodes in the cluster are connected to a common set of LUNs (for
example, over a SAN). The following factors must be considered while defining this configuration:

« The maximum number of nodes accessing a LUN that you want to support.

« You cannot mix different operating systems with IBM Storage Scale to directly access the same set of
LUNs on SAN.
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For example, see Figure 1 on page 7.
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Figure 1. A cluster with disks that are SAN-attached to all nodes

Some nodes are NSD clients

In this type of configuration, only some nodes are connected to disks. Other nodes access the disks using
the NSD path.

For an example, see Figure 2 on page 7.
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Figure 2. A cluster with some nodes connected to disks

IBM Storage Scale servers and clients

You can configure an IBM Storage Scale cluster in which some nodes have a direct attachment to the
disks and others access the disks through other IBM Storage Scale nodes. This configuration is often used
in large clusters or to provide a cost effective and high-performance solution.

When an IBM Storage Scale node is providing access to a disk for another IBM Storage Scale node, the
node that provides access is called an NSD server. The node that accesses the data through an NSD server
is called an IBM Storage Scale client.

Sharing data across multiple IBM Storage Scale clusters

IBM Storage Scale allows you to share data across multiple IBM Storage Scale clusters. After a file system
is mounted in another IBM Storage Scale cluster, all access to the data is the same as if you were in

the host cluster. You can connect multiple clusters within the same data center or across long distances
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over a WAN. In a multicluster configuration, each cluster can be placed in a separate administrative group
simplifying administration or provide a common view of data across multiple organizations.
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Figure 3. A multicluster configuration

Note: For more information, see Accessing a remote GPFS file system in IBM Storage Scale: Administration
Guide.

Signed kernel modules for UEFI secure boot

Starting with IBM Storage Scale 5.1.9.0, the secure boot that is defined by the Unified Extensible
Firmware Interface (UEFI) is supported. The UEFI secure boot is a verification mechanism that ensures
the code that is launched by a computer's firmware can be trusted.

For IBM Storage Scale, using the UEFI secure boot means that the kernel modules are cryptographically
signed by IBM so that their integrity can be verified when the system starts.

The signed kernel modules and the public key for verification are provided by IBM at Fix Central.

The correct RPM package with signed kernel modules for your system can be determined from the name
of the RPM because the name incorporates the necessary information. For example, if the name of the
RPM package is gpfs.gplbin-5.14.0-284.25.1.e19_2.x86_64-5.1.9.0.x86_64.xpm:

« "5.14.0-284.25.1" is the kernel for which the modules in the RPM are built.
« "el9_2.x86_64" stands for RHEL 9.2 on x86_64.
- "5.1.9.0" refers to the IBM Storage Scale release.

The following information of the RPM package must be an exact match with the information of the system
where the RPM is to be installed:

 Kernel level

« RHEL operating system level

« Architecture

- Allfour digits of the IBM Storage Scale release

If the match is not exact, the signed modules in the RPM package are not accepted and IBM Storage Scale

does not start. This remains true if you upgrade the kernel level, which means that you must upgrade to a
new version of the IBM Storage Scale RPM with the signed kernel modules.

Note: It is sufficient to upgrade just the gpl.bin RPM rather than all IBM Storage Scale RPMs. You need
to upgrade all IBM Storage Scale RPMs only if a gpl.bin RPMis unavailable for the needed level.

In IBM Storage Scale 5.1.9, kernel modules for RHEL 9.2 on the x86_64 platform are supported. New
signed modules will be available for all succeeding kernel updates and IBM Storage Scale PTFs in these
cases:
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- If a new IBM Storage Scale package is installed, make sure that you have the matching RPM for the
signed kernel modules.

- If the kernel on a node that runs IBM Storage Scale is updated, make sure that you also upgrade the
signed kernel modules with a matching version.

GPFS architecture

Use this information to understand the architecture of GPFS.

Interaction between nodes at the file system level is limited to the locks and control flows that are
required to maintain data and metadata integrity in the parallel environment.

A discussion of GPFS architecture includes:

« “Special management functions” on page 9

« “Use of disk storage and file structure within a GPFS file system” on page 12

« “GPFS and memory” on page 14

« “GPFS and network communication” on page 16

« “Application and user interaction with GPFS” on page 18
« “NSD disk discovery” on page 23
« “Failure recovery processing” on page 25

 “Cluster configuration data files” on page 25
« “GPFS backup data” on page 26

Special management functions

In general, GPFS performs the same functions on all nodes. It handles application requests on the node
where the application exists. This provides maximum affinity of the data to the application.

In the following cases, one node provides a more global function affecting the operation of multiple
nodes. These are nodes acting as:

1. “GPFS cluster manager” on page 9

. “File system manager” on page 10

. “Metanode” on page 11

. “CES node (protocol node)” on page 11

g b~ W N

. “AFM gateway node” on page 12
Note:

« For quorum nodes, see “Quorum” on page 240.

« For Cloud services nodes, see Designating the Cloud services nodes in the IBM Storage Scale:
Administration Guide.

GPFS cluster manager

There is one GPFS cluster per manager, which is selected from a set of quorum nodes that are designated
for the cluster.

For more information, see “Quorum” on page 240.

The cluster manager performs the following tasks:

- Monitors disk leases.
« Detects failures and manages recovery from node failure within the cluster.

The cluster manager determines whether a quorum of nodes exists to allow the GPFS daemon to start
and for file system usage to continue.
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Distributes certain configuration changes that must be known to nodes in remote clusters.
Selects the file system manager node.

The cluster manager prevents multiple nodes from assuming the role of file system manager to avoid
data corruption. The token management service resides on the file system manager node and any other
nodes that you specify. For more information, see Using multiple token servers in IBM Storage Scale:
Administration Guide.

Handles UID mapping requests from remote cluster nodes.
Aggregates health information from all nodes in the cluster.

To identify the cluster manager, issue the mmlsmgx =-c command. For more information, see mmlsmgr
command in IBM Storage Scale: Command and Programming Reference Guide.

To change the cluster manager, issue the mmchmgr -c command. For more information, see mmchmgr
command in IBM Storage Scale: Command and Programming Reference Guide.

File system manager

There is one file system manager per file system, which handles all of the nodes by using the file system.

The services that are providedthat are by the file system manager includes:

1. File system configuration

Processes the following file system changes:
« Adding disks

« Changing disk availability

« Repairing the file system

Mount and unmount processing is performed on both the file system manager and the node that are
requesting the service.

2. Management of disk space allocation

Controls which regions of disks are allocated to each node, allowing effective parallel allocation of
space.

3. Token management

The file system manager node might also perform the duties of the token manager server. If you have
explicitly designated some of the nodes in your cluster as file system manager nodes, then the token
server load is distributed among all of the designated manager nodes. For more information, see Using
multiple token servers in IBM Storage Scale: Administration Guide.

The token management server coordinates access to files on shared disks by granting tokens that
convey the right to read or write the data or metadata of a file. This service ensures the consistency of
the file system data and metadata when different nodes access the same file. The status of each token
is held in two places:

a. On the token management server
b. On the token management client holding the token

The first time a node accesses a file that it must send a request to the token management server to
obtain a corresponding read or write token. After the token is granted, a node might continue to read
or write to the file without requiring additional interaction with the token management server. This
continues until an application on another node attempts to read or write to the same region in the file.

The normal flow for a token is:
- A message to the token management server.

The token management server then either returns a granted token or a list of the nodes that are
holding conflicting tokens.
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- The token management function at the requesting node then has the responsibility to communicate
with all nodes holding a conflicting token and get them to relinquish the token.

This relieves the token server of having to deal with all nodes holding conflicting tokens. For a node
to relinquish a token, the daemon must give it up. First, the daemon must release any locks that are
held using this token, which might involve waiting for I/O to complete.

4. Quota management

In a quota-enabled file system, the file system manager node automatically assumes quota
management responsibilities whenever the GPFS file system is mounted. Quota management involves:

« Allocating disk blocks to nodes that are writing to the file system
« Comparing the allocated space to the quota limits at regular intervals
Notes:

a. To reduce the number of space requests from nodes writing to the file system, the quota manager
allocates more disk blocks than requested (see “Enabling quotas” on page 283). This allows nodes
to write to the file system without having to go to the quota manager and check quota limits each
time they write to the file system.

b. Quota-enabled file systems with more than 100,000 users or groups must avoid designating nodes
as manager. This situation is avoided because nodes might have low memory or they might get
heavily loaded due to high-memory demands for quota manager operations.

The file system manager is selected by the cluster manager. If a file system manager fails for any reason,
then a new file system manager is selected by the cluster manager. During this transition, all functions
continue without disruption, except for the time required to accomplish the takeover.

Depending on the application workload, the memory and CPU requirements for the services that are
provided by the file system manager can make it undesirable to run a resource intensive application on
the same node as the file system manager. GPFS allows you to control the pool of nodes from which the
file system manager is selected by using the following commands:

« The mmcxcluster command when creating your cluster.
« The mmaddnode command when adding nodes to your cluster.
« The mmchnode command to change a node's designation at any time.

These preferences are honored except in certain failure situations where multiple failures occur. For
more information, see Multiple file system manager failures in IBM Storage Scale: Problem Determination
Guide. You might list which node is currently assigned as the file system manager by issuing the mmlsmgr
command or change which node is assigned to this task by using the mmchmgr command.

Metanode

There is one metanode per open file. A file refers to a file system object that also includes a directory. The
metanode is responsible for maintaining file metadata integrity.

In almost all cases, the node that has had the file open for the longest continuous period is the metanode.
All nodes accessing a file can read and write data directly, but updates to metadata are written only by the
metanode. The metanode for each file can move to any node to meet application requirements, except
when multiple remote clusters access the same file. In such a scenario, the metanode is placed on a
home cluster node. The home cluster is also known as the owning cluster.

CES node (protocol node)
Only nodes that are designated as CES nodes can serve integrated protocol function.

Nodes in the cluster can be designated to be CES nodes by using the mmchnode --ces-enable Node
command. Each CES node serves each of the protocols (NFS, SMB, Object, Block, HDFS namenode) that
are enabled. CES IP addresses that are assigned for protocol serving can failover to any of CES nodes that
are up based on the configured failback policy. CES functionality can be designated only on nodes that are
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running on supported operating systems, and all the CES nodes must have the same platform (either all
Intel or all POWER Big Endian).

For information about supported operating systems and their required minimum kernel levels, see IBM
Storage Scale FAQ in IBM Documentation.

For more information about Cluster Export Services, see Implementing Cluster Export Services and
Configuring the CES and protocol configuration in IBM Storage Scale: Administration Guide.

Related concepts

“Protocols support overview: Integration of protocol access methods with GPFS” on page 29

IBM Storage Scale provides extra protocol access methods. Providing these additional file and object
access methods and integrating them with GPFS offers several benefits. It enables users to consolidate
various sources of data efficiently in one global namespace. It provides a unified data management
solution and enables not only efficient space utilization but also avoids making unnecessary data moves
just because access methods might be different.

AFM gateway node

Each cache fileset in a cluster is served by one of the nodes that is designated as the gateway in the
cluster.

The gateway node that is mapped to a fileset is called the primary gateway of the fileset. The primary
gateway acts as the owner of the fileset and communicates with the home cluster. While you are using
parallel data transfers, the primary gateway might also communicate with other participating gateway
nodes for data transfer to home clusters.

All other nodes in the cluster, including other gateways, become the application nodes of the fileset.
Therefore, any node in the cache cluster can function as a gateway node and an application node for
different filesets based on configuration of the node.

Use of disk storage and file structure within a GPFS file system

A file system (or stripe group) consists of a set of disks that store file data, file metadata, and supporting
entities, such as quota files and recovery logs.

When a disk is assigned to a file system, a file system descriptor is written on each disk. The file
system descriptor is written at a fixed position on each of the disks in the file system and is used by
GPFS to identify this disk and its place in a file system. The file system descriptor contains file system
specifications and information about the state of the file system.

Within each file system, files are written to disk as in other UNIX file systems, using inodes, indirect
blocks, and data blocks. Inodes and indirect blocks are considered metadata, as distinguished from data,
or actual file content. You can control which disks GPFS uses for storing metadata when you create the
file system with the mmcrfs command or when you modify the file system with the mmchdisk command.

The metadata for each file is stored in the inode and contains information such as file size and time of last
modification. The inode also sets aside space to track the location of the data of the file. On file systems
that are created in IBM Storage Scale, if the file is small enough that its data can fit within this space, the
data can be stored in the inode itself. This method is called data-in-inode and improves the performance
and space utilization of workloads that use many small files.

Otherwise, the data of the file must be placed in data blocks, and the inode is used to find the location

of these blocks. The location-tracking space of the inode is then used to store the addresses of these

data blocks. If the file is large enough, the addresses of all of its data blocks cannot be stored in the

inode itself, and the inode points instead to one or more levels of indirect blocks. These trees of additional
metadata space for a file can hold all of the data block addresses for large files. The number of levels that
are required to store the addresses of the data block is referred to as the indirection level of the file.

To summarize, on file systems that are created in IBM Storage Scale, a file typically starts out with data-
in-inode. When it outgrows this stage, the inode stores direct pointers to data blocks; this arrangement
is considered a zero level of indirection. When more data blocks are needed, the indirection level is
increased by adding an indirect block and moving the direct pointers there; the inode then points to this
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indirect block. Subsequent levels of indirect blocks are added as the file grows. The dynamic nature of the
indirect block structure allows file sizes to grow up to the file system size.

For security reasons, encrypted files skip the data-in-inode stage. They always begin at indirection level
zero.
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Figure 4. GPFS files have a typical UNIX structure

File system limitations:

1. The maximum number of mounted file systems within a GPFS cluster is 256.

2. The supported file system size depends on the version of GPFS that is installed.

3. The maximum number of files within a file system cannot exceed the architectural limit.

For the latest information on these file system limitations, see the IBM Storage Scale FAQ in IBM
Documentation.

GPFS uses the file system descriptor to find all of the disks that make up the file system's stripe group,
including their size and order. Once the file system descriptor is processed, it is possible to address any
block in the file system. In particular, it is possible to find the first inode, which describes the inode file,
and a small number of inodes that contain the rest of the file system information. The inode file is a
collection of fixed-length records that represent a single file, directory, or link. The unit of locking is the
single inode. Specifically, there are fixed inodes within the inode file for the following components:

« Root directory of the file system.

» Block allocation map, which is a collection of bits that represent the availability of disk space within the
disks of the file system. One unit in the allocation map represents a subblock. A subblock is the smallest
unit of contiguous disk space that can be allocated to a file. Block size, subblock size, and the number of
subblocks per block are set when the file system is created and cannot be changed afterward. For more
information, see the mmcrfs command in the IBM Storage Scale: Command and Programming Reference
Guide. The allocation map is broken into regions that reside on disk sector boundaries. The number
of regions is set at file system creation time by the parameter that specifies how many nodes access
this file system. The regions are separately locked and as a result, different nodes can be allocating or
deallocating space that is represented by different regions independently and concurrently.

« Inode allocation map, which represents the availability of inodes within the inode file. The Inode
allocation map is located in the inode allocation file, and represents all the files, directories, and links
that can be created. The mmchfs command can be used to change the maximum number of files that
can be created in the file system up to the architectural limit.
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The data contents of each of these files are taken from the data space on the disks. These files are
considered metadata and are allocated only on disks where metadata is allowed. For more information,
see the mmcrfs command in the IBM Storage Scale: Command and Programming Reference Guide.

Quota files

For each file system, IBM Storage Scale maintains quota information in internal quota files: a quota file for
users, a quota file for groups, and a quota file for filesets.

Quota files are created when quotas are enabled by the -Q yes option, which can be either set in the
mmcxfs command or in the mmchfs command. Quota files are maintained until quotas are disabled by
the mmchfs -Q no command. To determine whether quotas are enabled on a file system, issue the
following command:

mmlsfs Device -Q

where Device is the file system.

Quota files are internal product files and are not available for access by users. Quota file information is
backed up by the mmbackupconfig command and is restored by the mmrestoxreconfig command.

The quota files contain the following information:

- The quota file for users contains the block limits, file limits, actual usage, and grace period for each user.

« The quota file for groups contains the block limits, file limits, actual usage, and grace period for each
group.

« The quota file for filesets contains the block limits, file limits, actual usage, and grace period for each
fileset.

GPFS recovery logs

GPFS recovery logs are created at file system creation. Additional recovery logs are automatically created
as needed. The file system manager assigns a recovery log to each node that accesses the file system.

GPFS maintains the atomicity of the on-disk structures of a file through a combination of rigid sequencing
of operations and logging. The data structures maintained are the inode, indirect blocks, the allocation
map, and the data blocks. Data blocks are written to disk before any control structure that references the
data is written to disk. This ensures that the previous contents of a data block can never be seenin a

new file. Allocation blocks, inodes, and indirect blocks are written and logged in such a way that there can
never be a pointer to a block marked unallocated that is not recoverable from a log.

Recovery logs are replicated only if default metadata replication is turned on (-m 2) or if explicitly
enabled for logs (--1log-replicas 2).You can check to see if log replication is enabled for a file system
by using the mmlsfs command and looking at the value of the -mand --1log-replicas parameters. If
both are set, the --1log-replicas value takes precedence over the -m value for log replication.

There are certain failure cases where blocks are marked allocated but not yet assigned to a file, and these
can be recovered by running the mmfsck command in online or offline mode. Log recovery is run as part
of:

1. The recovery of a node failure affecting the objects that the failed node might have had locked.
2. Amount after the file system has been unmounted everywhere.

GPFS and memory

GPFS uses three areas of memory: memory allocated from the kernel heap, memory allocated within the
daemon segment, and shared segments accessed from both the daemon and the kernel.

Memory allocated from the kernel heap
GPFS uses kernel memory for control structures such as vnodes and related structures that establish
the necessary relationship with the operating system.

14 IBM Storage Scale 5.2.0: Concepts, Planning, and Installation Guide



Memory allocated within the daemon segment
GPFS uses daemon segment memory for file system manager functions. Because of that, the file
system manager node requires more daemon memory since token states for the entire file system are
initially stored there. File system manager functions requiring daemon memory include:

« Structures that persist for the execution of a command
« Structures that persist for I/O operations
- States related to other nodes

The file system manager is a token manager, and other nodes might assume token management
responsibilities. Therefore, any manager node can consume additional memory for token
management. For more information, see Using multiple token servers in IBM Storage Scale:
Administration Guide.

Shared segments accessed from both the daemon and the kernel
Shared segments consist of both pinned and unpinned memory that is allocated at daemon startup.
The initial values are the system defaults. However, you can change these values later by using the
mmchconfig command. See “Cluster configuration file” on page 253.

The pinned memory is called the pagepoo! and is configured by setting the pagepool cluster
configuration attribute. This pinned area of memory is used for storing file data and for optimizing
the performance of various data access patterns. In a non-pinned area of the shared segment, GPFS
keeps information about open and recently opened files. This information is held in two forms:

1. Afullinode cache
2. A stat cache

Pinned memory

GPFS uses pinned memory (also called page pool memory) for storing file data and metadata in support of
I/0 operations.

With some access patterns, increasing the amount of page pool memory can increase I/0 performance.
Increased page pool memory can be useful in the following cases:

« There are frequent writes that can be overlapped with application execution.
« There is frequent reuse of file data that can fit in the page pool.

- The I/O pattern contains various sequential reads large enough that the prefetching of data improves
performance.

Pinned memory regions cannot be swapped out to disk, which means that GPFS always consumes at least
the value of the pagepool attribute in system memory. So, consider the memory requirements of GPFS
and other applications running on the node when determining a value for the pagepool attribute.

Non-pinned memory
There are two levels of cache used to store file metadata.

Inode cache
The inode cache contains copies of inodes for open files and for some recently used files that are
no longer open. The maxFilesToCache parameter controls the number of inodes cached by GPFS.
Every open file on a node consumes a space in the inode cache. Additional space in the inode cache is
used to store the inodes for recently used files in case another application needs that data.

The number of open files can exceed the value defined by the maxFilesToCache parameter to
enable applications to operate. However, when the maxFilesToCache number is exceeded, there is
no more caching of recently open files, and only open file inode data is kept in the cache.

Stat cache
The stat cache contains enough information to respond to inquiries about the file and open it, but not
enough information to read from it or write to it. There is sufficient data from the inode in the stat
cache to respond to a stat () call (for example, when issuing the 1s -1 command on a UNIX node).
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A stat cache entry consumes significantly less memory than a full inode. Stat cache entries are kept
for the following:

» Recently accessed files
« Directories recently accessed by a number of stat () calls

To set the value of the stat cache, use the maxStatCache attribute of the mmchconfig command.
Notes:

1. GPFS prefetches data for stat cache entries if a pattern of use indicates this is productive (for
example, if a number of 1s -1 commands issued for a large directory).

2. Inversions of IBM Storage Scale earlier than 5.0.2, the stat cache is not effective on the Linux
platform unless the Local Read-Only Cache (LROC) is configured. For more information, see the
description of the maxStatCache parameter in the topic mmchconfig command in the IBM Storage
Scale: Command and Programming Reference Guide. The size of the GPFS shared segment can
limit the maximum setting of maxStatCache.

3. Each entry in the inode cache and the stat cache requires appropriate tokens:

a. To ensure the cached information remains correct
b. For the storage of tokens on the file system manager node

4. Depending on the usage pattern, system performance might degrade when an information update
requires revoking a token. This happens when two or more nodes share the same information and
the most recent information is moved to a different location. When the current node needs to
access the updated information, the token manager must revoke the token from the current node
before that node can access the information in the new location.

GPFS and network communication

Within the GPFS cluster, you can specify different networks for GPFS daemon communication and for
GPFS command usage.

You can select the different networks by issuing mmaddnode, mmchnode