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Group Aggregated Indicators Quick Start Guide

1 About

Group aggregated indicators enable administrators to define rules that build on the dynamic device group and object group
constructs in SevOne NMS to create new synthetic objects that hold aggregated statistics based on the membership of the group

structures at any pointin time.

Calculations occur every five minutes (as default), and SevOne NMS writes each calculated statistic to the database every five
minutes. From a report and alert perspective, SevOne NMS treats the group aggregated object like any other SevOne NMS object for
baselines, thresholds, projections, work hours, maintenance windows, etc.

The group aggregated indicator infrastructure is cluster-aware, which means that it does not matter which peer holds devices that
contribute to a group aggregated indicator object. Each relevant peer sends the statistics it collects to the peer on which you define
the group aggregated indicator object. The object's peer then performs the calculations and stores the results.
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2 Use Case

The following is an example of a scenario where group aggregated indicators are key for using the group poller on SNMP Objects and
Indicators. It can now be used for xStats (plugin name, BULKDATA).

A company wants to aggregate the same indicators for a few different objects per site. In this scenario, there are two sites, one in
London and one in New York and we want to measure the total incoming and outgoing traffic across the end points at the two sites.
We also want to monitor the details on KPIs relating to CPU load.

To achieve this, we need to aggregate on the SNMP objects of Object Type Interface and its respective indicators of InOctets and/or
HCInOctets for incoming traffic and OutOctets and/or HCOutOctets for the outgoing traffic, across all devices at each of the above
sites. For monitoring the CPU load, you need to configure the group poller to aggregate on the CPU (Cisco 10S) Object Type with the
CPU Load Indicator Type.

In this scenario, there will be one device group for each site containing all the required devices from that site. Let us call these disk
groups New York and London, each configured with rules to contain devices from their respective sites. We can also have a specific
object group configuration based on the site-specific device group for the Object Type Interface and CPU (Cisco 10S). In this example,
we could have object groups London Interfaces and London CPU for the London site and similarly, object groups New York Interfaces
and New York CPU for the New York site.

The group poller can now perform statistical calculations to aggregate the values and store the calculated values into a single
pseudo indicator of the deferred data object. In this example, we would have configured aggregations called Interfaces and CPUs,
and each aggregation can have one or more metrics configured. For the Interfaces aggregation, we would configure two metrics, In
Traffic for all incoming traffic which will be aggregated via the HCInOctets indicators, and Out Traffic that will be aggregated using the
HCOutOctets. Every aggregation metric supports various statistical aggregation operations like minimum, maximum, average and
total. Each aggregation operation for a metric will be stored in a distinct deferred data indicator. In this example, we would have new
indicator type created by the group poller and these will be called In Traffic average, In Traffic minimum, In Traffic maximum and In
Traffic total that are associated with the new Interfaces Object Type. Similarly, we would have similar Indicator Types created for
each metric operation for every aggregation defined in the group poller configuration, like CPU Load for the CPU (Cisco I0S) Object

Type.

Using these group poller aggregated indicators, we can get a single aggregated view of the incoming traffic, outgoing traffic, CPU
Load, etc. for each site. For example, you can get the average and total of all incoming/outgoing traffic to understand how much
bandwidth is used at each site, and this can be useful for capacity planning, for instance. Similarly, you can also get the minimum
and maximum incoming/outgoing traffic to understand the peak traffic during different hours of the day. This could be useful for
configuring traffic shaping or setting up QoS policies. The group poller can perform such statistical calculations in the form of
aggregations of indicators belonging to any supported plugin within SevOne NMS.

& The Object Type will notinclude any child types in the Hierarchical Object Types structure. Only the explicitly mentioned
Object Type will be matched.
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3 Prerequisites

Make sure to have the following before starting:

« Command line access to your SevOne NMS appliance with the root user access credentials (root user login and password).
« An SSH client, such as PuTTY.
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4 Configuration

The SevOne group poller uses the Deferred Data plugin to create customer defined aggregations (objects) and metrics (indicators)
based on device group or object group memberships.
Perform the steps below to configure and create group aggregated indicators in a SevOne NMS cluster.

4.1 Create Device Groups or Device Types

You can create new device groups as placeholders for group polling or you can use existing device groups that you may have already
configured. You may also use a Device Type to configure the group poller since a Device Type is the same as a Device Group in
SevOne NMS. For more information on creating device group and/or device types, please refer to SevOne NMS User Guide.

1. In SevOne NMS, from the navigation bar, click the Devices menu, select Grouping, and then select Device Groups.
2. Create a device group and you can give it a name of your choice.
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4.2 Create Object Groups

You can create new object groups as placeholders for group polling or you can also use existing object groups that you may have
already configured. For more information on creating object groups, please refer to the SevOne NMS User Guide.

1. In SevOne NMS, from the navigation bar, click the Devices menu, select Grouping, and then select Object Groups.

2. If necessary, create an object group to function as the object class. You may want to do this if you plan to create more than
one object group. In this case, the object class will function as a parent placeholder for the object groups you create.

3. Create several object groups depending on your needs. If you created an object class in the previous step, make these object
groups children to the object class.
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4.3 Determine the Indicators to Aggregate

For aggregation to work, it must find objects that have instances of the same indicator types on your member devices. For instance,
the indicator HC In Octets exists on most Interface objects. The Object Manager enables you to view the objects on the devices you
select to ensure they exist.

Perform the following steps to view the indicators for the objects you select. You will need the names of these indicator types for
the aggregations.xml file.

1. Toaccess the Object Manager from the navigation bar, click the Devices menu and select Object Manager.
Filter based on your requirement and then select the check box for an object.

In the upper left corner of the page, click @ -

Select Edit Indicators to display the Edit Indicator pop-up.

Indicator names for the selected object appear in the Indicator column. Make sure to use the name from the relevant
Description column listed here (and not the name that appears in the Indicator column). You will need these indicator
names for the <indicatorType> element in the aggregations.xml file. In the example below, use HC In Octets and HC Out

g w N

Octets as shown.
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Configure XML Tags

The group poller configuration consists of two distinct configuration files. Perform the steps below to configure tags in the
configuration files. The configuration file names and location provided in this guide are simple naming conventions used as an
example, but you can use configuration file names and the location of your choice as long as the same names and file location are
used for the group poller configuration. Please refer to section Example Group Polling Configuration for examples of the .xml files to
configure.

Create a configuration directory

1. SSHinto your SevOne NMS appliance as root user.
2. Execute the following command to create a directory to save the relevant .xml files to:

c/sevone/group-poller

Aggregation Tags

aggregations.xml - This configuration file controls the plugin, object type, and indicator type to calculate for each aggregation
metric. Each aggregation can have multiple metrics. For each metric, you can specify the statistical operations (minimum, maximum,
average, or total). During the group poller execution time, it refers to the configuration in the aggregations.xml and for each
aggregation tag, a unique deferred data Object Type will be created; and each metric operation will result in a deferred data
Indicator Type, if these do not already exist.

1. SSHinto your SevOne NMS appliance as root.
2. Locate the following file example aggregations file.

/usr/local/scripts/utilities/plugins/group-poller/example-aggregations.xml

3. Copy the file to the directory you created as aggregations.xml. Copying the file to a separate directory prevents it from being
overwritten during an upgrade. If you name this file something other than aggregations.xml, make sure to provide the correct
name of this file as referenced in the group-poller-config.xml file (see the <aggregationFile> tag).

/usr/local/scripts/utilities/plugins/group-poller/example-aggregations.xml /etc/

evone/group-poller/aggregations.xml

4. Using the text editor of your choice, edit aggregations.xml.

5. Add the following XML tags. For each aggregation, a deferred data object type will be created. Every metric operation will
resultin an Indicator Type of Gauge format. The Counter format on the group poller aggregated Indicator Type is not
supported.

. <aggregation>
+ <name> - The reference name, which becomes a pseudo object type. This same reference name
must also appear in the group-poller-config.xml.
+ <metric> - Configure the following elements for the new indicator types. For each additional
indicator type, add a new <metric> tag and configure the same tags for it.

+ <name>- The indicator name for the new object created. This can be anything.

« <units>- The unit of measurement for this indicator type. This must match an existing
measurement type, for example Bits, Bytes, Percent, Seconds, etc. and depending upon
your Indicator Type itself that is to be aggregated.

+ <use> - Configure the following elements, which point to the indicator to be aggregated.
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+ <plugin>- The name of the plugin (e.g., SNMP). This must match exactly with the
name of the plugin in SevOne NMS.
+ <objectType>- The name of the object type. For example, Interface or CPU (Cisco
|0S). This must match the name of the object type in SevOne NMS.
« <indicatorType> - The name of the indicator type (e.g., HC In Octets, HC Out Octets,
CPU Load, etc). This name comes from the indicators that you looked up in the
section Determine the Indicators to Aggregate.
+ <operations>
Based on the values of operations configured here, when the group poller is executed, it will
collect the raw atomic data for each of the defined metrics and it can calculate the
minimum, maximum, average and/or total value for all the objects defined within the
object group in the group poller configuration file explained in the next section.
« <type>- The type of operation. Options include average, minimum, maximum,
and total. You can add more than one operation for each metric. A separate entry is
required for each.

& TheobjectType will notinclude any child types in the Hierarchical Object Types structure. Only the explicitly
mentioned objectType will be matched.

6. Save and close the file.

Configuration Tags

group-poller-config.xml - This configuration file is to specify the aggregated calculations that need to be performed on the indicators
belonging to Device Groups or Object Groups referencing the aggregations and metrics configured in
the aggregations.xml configuration file. This configuration file specifically references the file path to the aggregations.xml.

Perform the following steps to configure the groups and aggregations to calculate in group-poller-config.xml.

1. SSHinto your SevOne NMS appliance as root.

2. Locate the Jusr/local/scripts/utilities/plugins/group-poller/example-config.xml file.

3. Execute the following command to copy the file to the directory you created. This will also rename the file to group-poller-
configxml. Copying the file to the new directory prevents it from being overwritten during an upgrade.

4. Using the text editor of your choice, edit group-poller-config.xml file.
5. Add XML tags for each object group.
XML tags are case-sensitive.
» <aggregationFile> - The absolute file path including the name of the .xml file which contains the configuration for the
object types and indicator types created for the aggregation/group poller. The default name for this file
is aggregations.xml. In our example, the absolute file path to use in this tag is /etc/sevone/group-poller/
aggregations.xml (please refer to Aggregation Tags section for more details).
+ <pollinterval> - Set the value to be equal to the time (in seconds) between two polls of the group poller. It is parsed
as a real number to handle poll intervals under 1 second. If it is not set, the default value is 300.0 seconds (standard 5
minute polling).

On every run of group poller, it calculates a cut-off time using the poll interval from the configuration file. Any
data with timestamps before the cut-off time is considered too old and is not included in the aggregations.
The formula for calculating the cut-off time is:

cut-off time = current poll time - (2 * pollinterval)

The pollinterval is multiplied by 2 in order to handle cases of one missing data point. Having this additional
time before the time of the last group poller run also leads to ingesting the last valid value one more time in
case of longer missing data intervals.
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This setting does not adhere to or affect the polling intervals of the original indicators that are configured to be
aggregated by the group poller (original indicators).

This value should match exactly the time between 2 runs of the group poller script configured in the cron job.
When choosing how often to configure the poll time of the group poller, the administrator should try to match
the poll time of original indicators:

group poller poll time = longest poll time of original indicators

For example, if the original indicators are polled at every 5 minutes (standard NMS polling), the group poller
should be configured to poll on 5 minutes in the cron job and the value of <pollinterval> should be set to 300.0
in the config file. In case the original indicators are polled using different poll intervals, the group poller should
be configured to poll using the same poll interval as the longest poll interval of all original indicators. In case a
more frequent poll time is needed for the group poller, it is not recommend to configure it to use a poll time
shorter than the longest poll time of the original indicators divided by 2.

group poller poll time = longest poll time of the original indicators /2

(i) Example

Device A has SNMP indicator X polled every 3 minutes.

Device B has SNMP indicator Y polled every 5 minutes.

Device C has SNMP indicator Z polled every 10 minutes.

Group polleris configured to poll these 3 indicators (X, Y, Z).

The longest poll time of all indicators (X, Y, Z) that the group poller is polling is 10 minutes,
so it is recommended to configure the group poller to poll every 10 minutes (600 seconds).
6. In case the Group Poller should poll more often, the lowest recommended value for the
<polllnterval>is 10 minutes / 2 = 5 minutes = 300.0 seconds

G &> WS =

& Group Poller produces the most accurate results when all original indicators and itself are polled
using the same poll interval.

« <waitInterval>- Set the value to be equal to time (in seconds). This option determines how many seconds to wait
before exiting if another instance exists.

« <group> - Configure the following tags. For each additional object group or device group, add a new <group> tag
and configure the following tags for it.

« <type>- The type of grouping. For an object group, enter Object. For a device group, enter Device.

+ <name>- The name of the object group or device group that you created. This will be used as the name for a
new pseudo device created to host objects and indicators through the group poller. In the <name=> field, the
full path to the group name should be used. For instance, if using device group name for London site then,
you should use Location/sites/LONDON as seen in the example below.

» <aggregation> - The reference name that is used in aggregations.xml. It can be any name, but the
aggregations.xml must have this identical reference name, as this will be used to create a pseudo object.
You can specify multiple aggregation tags within each <group> tag.

6. Save and close thefile.

Automating the Group Poller - Configure a Cron Job

Perform the following steps to make sure the appliance runs the group-poller.php script on a scheduled basis and that the
configuration file is referenced correctly. The group poller is a deferred data script. The first time it is executed for an aggregate
group, it will create objects and a pseudo device to encapsulate the aggregate.

1. SSHinto your SevOne NMS appliance as root.
2. Using the text editor of your choice, create a file called group-poller.

Example

10
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/etc/cron.d/group-poller

3. Add the following content in the file. This adds group poller to cron so that it is executed every 5 minutes.

() IMPORTANT

Itis possible to change the frequency at which these are calculated if you need faster or slower aggregated data
points but be very careful about configuring too many aggregations and turning this up too far. You need to
ensure that the appliance CPU, disk, and network 10 are not adversely impacted.

poller/group-poller.p

e-group-poller.log

4. Save and close thefile.

11
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5 Example Group Polling Configuration

Example: Configuration of Group Poller Aggregations

Sample file: /usr/local/scripts/utilities/plugins/group-poller/example-aggregations.xml

with dev

path, and

put into the

/unit

Utilization</na

12
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& TheobjectType will notinclude any child types in the Hierarchical Object Types structure. Only the explicitly
mentioned objectType will be matched.

Example: Configuration of Group Poller

Sample file: /usr/local/scripts/utilities/plugins/group-poller/example-config.xml

13
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6 Execution workflow of the SevOne Group Poller

« Every five minutes, the group poller script will be executed via a configured cron job.

+ Foreach of the <group> sections in group-poller-config.xml, the group poller script looks for the SevOne NMS device group
or object group (based on the <type> attribute) that matches the specified name of the group. (please refer to Create Device
Groups or Device Types and Create Object Groups sections). Also, refer to the Example Group Polling Configuration section.

+ Specified aggregations which are defined in the aggregations.xml file are referenced and applied. The file aggregations.xmlis
referenced in group-poller-config.xml using the <aggregationFile> tag. Please refer to the Example Group Polling
Configuration section.

« It automatically creates the deferred data Object Types for each aggregation, if it does not already exist in SevOne NMS. For
each deferred data object type created for an aggregation, an Indicator Type will be created for every metric operation, if it

does not alreadi exist in SevOne NMS.
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+ The group poller automatically creates a device group called SevOne Group Polling with two other child device groups called
Device Groups and Object Groups, if these do not already exist.
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+ Based on the device group or object group name configured within the <group> tag of the group-poller-
configxml configuration file, a pseudo device will automatically be created using the same device or object group name.
This pseudo device will be the placeholder device in SevOne NMS for the deferred data objects and the aggregated
indicators.

15
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Only show devices that are in al groups you select. Poller Hame: Tme Queued Friority
Location fsites L ONDON 0.0, SevOne Apphence 300
Technology + [ sites/Mew York CPU .0, SevOne Applance 300
Other Filter Options + sites/Mew York Interfaces .00, SevOne Applance 00

Apply Fiter Clear Fiter

+ Each pseudo device that is created by the group poller will automatically be assigned to either the Device Groups or Object
Groups device group within the SevOne Group Polling device group, depending on the group <type>.

=SevOne Reparts Events Applications Devices Administratian SevOne - Logaut + ) ¢ 7

Device Groups Membership Rules for Device Groups
+ Add Device Group » | (@ Addrule | o Apply Ruies
e —— ] T e e N T - S - B )
4[5 Al Device Groups This group has no membership rules.
&P
F Location
(8 Manufacturer
& Operating System
i ; B
7 Object Groups « | s PriDericss & Unpin Devices | O, Swarch = x
P Specal
[=£ Topology
@ Type & |Locaton/stesponDon 0.0.0.1
(@ Undassified
=SevOne Reports Events Applications Devices Administration SevOne - logout + 1) ¢ 7
Object Groups Object Group Membership Rules for London CPU
+ add - - | [ addfuie | o Apply Rules
B cevacrug— oecaree - T
[T 1] Everything A SNMP Poller
I [ Interface
(1P 5LA Probe
- e
(& Landan cPU
London Interfaces
(59 New York CPU Hembership for London CPU
= Nesw Tork Inter fac
(Pt var = i+ | s PnObjecss | O Search - x
[ Topology
Descriplion Plugin Obgact Typa Sub Type I
@ | Lovwoowi-corens CPU195603 Genuinelntel: Intel(R) Xe...  SNMP Poller =21}
@ | Lowoon-core0a CPU1S5603 Gerwinelntel: Intel(R) ¥e...  SNMP Poller <21}
@ | Lovoow-corenz CPU136608 Genuinelntel: Intel(R) Xe...  SNMP Poller U
fi LONDOM-core02 CPU1S5609 Genuinelntel: Intel() Xe...  SNMP Poller =1}
y LONDON-core(4 CPU 195608 Geruanelntel; Intel(R) Xe SNMP Poller (=2 1]
@ | Lovoon-corens CPU136609 Genuinelntel: Intel(R) Xe.. SNV Poller cru
@ | Lovwooni-coreny CPU135603 Genuinelntel: Intel(R) Xe...  SNMP Poller =1}
@ | Lonoow-coreor CPUIS5609 Genuinelntel: Intel(R) Xe...  SNMP Poller =21}

+ Foreach <aggregation>tag configured in the group-poller-config.xml configuration file, a pseudo object will be created
which will be associated to the pseudo device for that group.

=£Sev0ne Reparts Events Applications Devices Adminis tration SevOne » Logout 4 0 ﬁ ?

Deferred Data 19 Auig 13 15:48:05

f Deferred Data Inkerfaces Interfaces 19 Aug 13 15:48:05
siteshew York CPU Deferred Data PUs CPUs 19 Aug 18 15:48:05
sitesNew York Interfaces Deferred Data Interfaces Interfaces 15 Aug 13 15:48:05
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« Each metric operation configured within the <operation> tag in the aggregations.xml file will have a pseudo indicator
created that will be associated to the respective pseudo objects for the aggregations.

£Sev0ne  FReports Events Applications Devices Administration | SevOne - logout + ) M 7

& - | S Fiter Applied | =3 Cioar Fiter

e — Descroto — —Tp—

4 Logation/sites LONDON Deferred Daf 00

Utiizaton average Utiizaton average

Location fsites L ONDON Deferred Dal

Utiization total Utiizaton total 100 N x| 100 Porcent  Yes e

sitesMew York OPU Deferred Dal

sitesMew York Interfaces Deferred Da

==Sev0One Reparts Events Applications Deviess Administration SevOne « Logaut + ) ¢ 7

&= | |5 Fiker Appled | T3 Clear Fiter | O ps rodienpar
Desorption System Maximum Yalue Override User Maxmum Value Measured Ul Enabled
Locatan,stesLONDON Deferred Dad | B Trafhc average ol eversge. O - 0
) lacabionfatesLODGN  DeferredDad b vofsc maimum I Traffcmaamm 0 ‘|3 = Bytes Yes o &0
sites New York CPU Deferred Da InTrafficmomum 0 B o Bytes Yes :48:05
stesNew York Interfaces  Deferred Daf o] O < - Bytes — :48:05
OutTraffic average  OutTraffcavera.. 0 —u ] Bytes Yes
Out Traffic moximum  Out Traffic maxm . 0 j 0 Bytes Yes
Out Traffic minimum Out Traficminm. . O N x| o Eytes Yes
Dut Traffic total OutTrafficotdl 0 N x| ] Bytes Yes
=£SevOne Reparts Events Applications Devices Administration SevOne = logowt + ) ¢ 7

Description System Maximum Value Override User Maximum Value Measured Uni Enabled

Locamon/ Deferred D21 | inization average Utization average 100 N x| 100 Parcant Yas 805
Location/sites/L ONDON Deferred Dat | | jzation total wrkzation total 100 Ln 100 Peroent Yes :43:05
o sitesNew York CPU Deferred Da1 43:05 FA L)
sitesNew Vork Interfaces  Deferred Daf 5005
ASevOne Reports Events Applications Devices Administration SeviOne « Logout 4+ U3 & 7
Object Manager
&+ [ Fiter Appled | S Clear Fiter | 0 inctembor x
D_ Systam Maxdmum Valus Usser Manamum Vake Measurad Uni Ensibler Actions
ocation fsbes LONDON Deferred Dot 1 T athe average InTraffc average D I—n o Bytes Yes J
Location fsites L ONDON Deferred Dall) 1, Traffic mendmum InTroffc mosdmum O m & Bytes s :46:05
sitesMew York CPU Deferred D) 1 1ratfic minimum InTraffc mnmum 0 l_n 0 Bytes Yes +45:05
i sitesflew York Interfaces  Deferred Dalll | oo ol In Traffic total o (W | o Bytes Yes 145105 =L
OutTrafficaversge  OutTrafficavera.. 0 [l x | 0 Eytes Yes
Out Trafficmawmum  Out Traffic maim_. 0 [l x | 0 Bytes Yes
Out Traffic minimum Out Traffic mnim_. 0 m 0 Bytes Vs
Out Traffie totsl OutTraffetotd D W x| o Bybes Yes

+ Each time the group poller is executed, the aggregated calculations will be performed and stored within the specific pseudo
indicator depending upon the statistical calculation performed.

+ SevOne NMS users can perform any operations within SevOne NMS on these group poller elements as you would for any
other device/object/indicator within SevOne NMS. For example, you can create thresholds, run reports and graphs, apply
work hours, maintenance windows, etc. just like any other device, object, indicator within the SevOne NMS.

Here are some graphs that have been collected after 24 hour period of aggregations performed by the group poller. This gives an
aggregated Traffic and CPU representation per site.
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Location fsites/LONDOMN - Interfaces - In Traffic - T... - + X Location/sites/LONDON - Interfaces - Qut Traffic - ... - + X
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.Locaﬁon.r IpBs  I.BIM 5.924 13.82M 3.7O9M BE.BEM b .Lo::ation.r I0Bs  4.16M T.12M 24.16M 3.B3M 186.85M b

sites/ sites/

LOMNDON - LONDON -

Interfaces - Interfaces

In Traffic - Cut

total Traffic total
Location fsites/LONDON - Interfaces - Traffic - Today - + X
€ Graph Actions - & off » B

21 Aug '18 00:00:00 to 21 Aug '18 81:12:44
[
30.00M
20.00M
10.00M /k
0.00 A . —
00:00 00:15 00:30 0045 0100

Indicator
. Location/sites/LOMD ON - Interfaces - In Traffic average
. Location/stes/LONDON - Interfaces - In Traffic maximum

Location/sites/LOND ON - Interfaces - In Traffic minimum
Location/sites/LOND ON - Interfaces - In Traffic total
. Location/sites/LOMD ON - Interfaces - Out Traffic average
Location/sites/LOND ON - Interfaces - Out Traffic maximum
. Location/sites/LOND ON - Interfaces - Out Traffic minimum
Location/sites/LOND ON - Interfaces - Out Traffic total

Min Total Units
I0Bs  4TE.44K  T748.50K T.63M 473.43K  11.11M
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I0Bs  2IT.BBK 227.44K 246.3BK  218.13K .44
388s 3.83M 5.9IM  13.82M 3.794  BE.GEM
I0Bs  5IB.16K BOP.42K T.BIM  470.28K  13.36M
I88s T.174 I1EM 0 11.91M JITM O 46.47M
IpBs  1BT7.G4K 1B5.BOK 196.81K 18B.11K 2.7T9M
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20



Group Aggregated Indicators Quick Start Guide

7 Troubleshooting

Why do | not see the Group Poller aggregated objects in the SevOne NMS?

Try to run the group poller script manually using the following syntax to check for any errors in your configuration files. If this
command completes correctly, you should see no errors and there should be group aggregated objects available for reports in
SevOne NMS.

Where can | see the logs the group poller process generates?

All logging should appear in the /var/SevOne/SevOne-group-poller.log file.
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