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About this information

IBM OMEGAMON for Db2 Performance Expert on z/OS (also referred to as OMEGAMON for Db2
Performance Expert) is a performance analysis, monitoring, and tuning tool for Db2 on z/0S®
environments.

The document is part of the OMEGAMON for Db2 Performance Expert documentation library which
provides instructions for installing, configuring, and using OMEGAMON for Db2 Performance Expert and
is designed to help database administrators, system programmers, application programmers, and system
operators perform these tasks:

Plan for the installation of OMEGAMON for Db2 Performance Expert
Install and operate OMEGAMON for Db2 Performance Expert
« Customize your OMEGAMON for Db2 Performance Expert environment

Diagnose and recover from OMEGAMON for Db2 Performance Expert problems

Design and write applications for OMEGAMON for Db2 Performance Expert
Use OMEGAMON for Db2 Performance Expert with other DB2 products

© Copyright IBM Corp. 2005, 2022 v
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Chapter 1. Overview

IBM OMEGAMON for Db2 Performance Expert on z/OS (OMEGAMON for Db2 Performance Expert) enables
you to monitor, analyze, and tune the performance of your Db2 subsystems and Db2 applications.

Service updates and support information

Service updates and support information for this product, including software fix packs, PTFs, frequently
asked questions (FAQs), technical notes, troubleshooting information, and downloads, are available from
the web.

To find service updates and support information, see the following website:

https://www.ibm.com/support/pages/omegamon-xe-db2-pepm-web-based-delivery-and-updates-
windows-and-unix-based-components

How to read syntax diagrams

The rules in this section apply to the syntax diagrams that are used in this publication.

Arrow symbols
Read the syntax diagrams from left to right, from top to bottom, following the path of the line.

Two right arrows followed by a line indicate the beginning of a statement.
One right arrow at the end of a line indicates that the statement syntax is continued on the next
line.

One right arrow followed by a line indicates that a statement is continued from the previous line.
JE—— |

A line followed by a right arrow and a left error indicates the end of a statement.

Conventions

« SQL commands appear in uppercase.

« Variables appear in italics (for example, column-name). They represent user-defined parameters or
suboptions.

« When entering commands, separate parameters and keywords by at least one blank if there is no
intervening punctuation.

« Enter punctuation marks (slashes, commas, periods, parentheses, quotation marks, equal signs)
and numbers exactly as given.

« Footnotes are shown by a number in parentheses, for example, (1).

Required items
Required items appear on the horizontal line (the main path).

»»— REQUIRED-ITEM -»«

Optional items
Optional items appear below the main path.

L optional-item J

If an optional item appears above the main path, that item has no effect on the execution of the
statement and is used only for readability.

»— REQUIRED-ITEM

© Copyright IBM Corp. 2005, 2022 1
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f_ optional-item T
»— REQUIRED-ITEM >«

L)

Multiple required or optional items
If you can choose from two or more items, they appear vertically in a stack. If you must choose one of
the items, one item of the stack appears on the stack main path.

REQUIRED-ITEM
Erequired-choicel 3
required-choice2

If choosing one of the items is optional, the entire stack appears below the main path.

required-choicel

required-choice2

Repeatable items
An arrow returning to the left above the main line indicates that an item can be repeated.

<

»— REQUIRED-ITEM L repeatable-item lb(

If the repeat arrow contains a comma, you must separate repeated items with a comma.

<

»— REQUIRED-ITEM L repeatable-item lk

If the repeat arrow contains a number in parenthesis, the number represents the maximum number of
times that the item can be repeated.

»— REQUIRED-ITEM repeatable-item

A repeat arrow above a stack indicates that you can specify more than one of the choices in the stack.

Default keywords
IBM-supplied default keywords appear above the main path, and the remaining choices are shown
below the main path. In the parameter list following the syntax diagram, the default choices are

underlined.

default-choice

required-choicel

required-choice2

Conventions

These conventions are used throughout the documentation.

Symbols

The following symbols might appear in command syntax:
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Symbol

Usage

The or symbol is used to denote a choice. You can use the argument on the
left or the argument on the right. For example:

YES | NO

In this example, you can specify YES or NO.

O Denotes optional arguments. Arguments that are not enclosed in square
brackets are required. For example:
APPLDEST DEST (ALTDEST)
In this example, DEST is a required argument and ALTDEST is optional.
{1 Some documents use braces to denote mandatory arguments, or to group

arguments for clarity. For example:
COMPARE {workload} - REPORT={SUMMARY | HISTOGRAM?}

In this example, the workload variable is mandatory. The REPORT keyword
must be specified with a value of SUMMARY or HISTOGRAM.

Default values are underscored. For example:
COPY infile outfile - [COMPRESS={YES | NOZ%]

In this example, the COMPRESS keyword is optional. If specified, the only
valid values are YES or NO. If omitted, the default is YES.

Notation conventions

The following conventions are used when referring to high-level qualifiers:

hilev

A high-level qualifier. The high-level qualifier is the first prefix or set of prefixes in the data set name.
Site-specific high-level qualifiers are shown in italics.

For example:

- thilev refers to the high-level qualifier for your target data set.

- rhilev refers to the high-level qualifier for your runtime data set.

For members in target libraries, the high-level qualifier is thilev rather than rhilev.

- shilev refers to the SMP/E library high-level qualifier.

Terminology

The following table shows the products that are described in this publication and the short names with
which they are referred to throughout this publication.

Table 1. Product names and their short names

Product name

Short name

z/0S

IBM OMEGAMON for Db2 Performance Expert on OMEGAMON for Db2 Performance Expert

IBM zSystems Monitoring Configuration Manager Configuration Manager

Chapter 1. Overview 3



Accessibility features

Accessibility features help a user who has a physical disability, such as restricted mobility or limited
vision, to use a software product successfully.

The major accessibility features in this product enable users to perform the following activities:

 Use assistive technologies such as screen readers and screen magnifier software. Consult the assistive
technology documentation for specific information when using it to access z/OS interfaces.

« Customize display attributes such as color, contrast, and font size.

- Operate specific or equivalent features by using only the keyboard. Refer to the following publications
for information about accessing ISPF interfaces:

— z/0S ISPF User's Guide, Volume 1
— z/0S TSO/E Primer
— z/0S TSO/E User's Guide

These guides describe how to use the ISPF interface, including the use of keyboard shortcuts or
function keys (PF keys), include the default settings for the PF keys, and explain how to modify their
functions.

4 ISPF Client User's Guide



Chapter 2. About ISPF Online Monitor

When you invoke the ISPF Online Monitor by selecting option 3 (Trace collection, Explain, and Admin
functions) on the OMEGAMON?® for Db2 PE main menu, the Online Monitor Main Menu is displayed.

The Online Monitor Main Menu provides access to functions through sets of menus and panels.

03/25/22 17:13 Online Monitor Main Menu PM0O6D861 D861 V10

Select one of the following.

1. Options

2. Control Exception Processing

3a. Collect Report Data - General

3b. Collect Report Data - For Buffer Pool Analysis
4. Explain

Command ===>
Fl=Help F2=Split F3=Exit F9=Swap F12=Cancel

Figure 1. Online Monitor Main Menu

Considerations

Real time monitoring is provided by the Classic User Interface.

Required authority

The information in this section applies only if you do not use the user authorization exit.

If the user exit is active, the description about the user authorization exit provided in IBM Db2 for z/OS in
the IBM Knowledge Center applies.

To use the Online Monitor, you need the following authorities:

» Access to a Db2 subsystem

« EXECUTE authority on the Online Monitor plan. The plan name is KO2PLAN.
MONITOR1 privilege

Display trace privilege

You also need the Db2 authority for any Db2 commands you issue.
The following authorities are recommended:

-« MONITOR2 or SYSADM privilege if you need access to the currently executing SQL statement
« Db2 privilege to start or stop a Db2 trace, if you want to collect report data

Important: Granting MONITOR?2 privilege enables access to potentially sensitive data, for example, the
SQL statement being executed.

Accessing the ISPF Online Monitor

To access the ISPF Online Monitor, start your IBM OMEGAMON for Db2 Performance Expert on z/0OS
session from the TSO/ISPF environment (Start EXEC FPEJINIT).

Main menu

This section outlines the privileges and traces required to use the ISPF Online Monitor, shows how to
change parameters that affect the behavior of an Online Monitor session, describes the online help, the

© Copyright IBM Corp. 2005, 2022
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default function key settings, how to move between Online Monitor panels, how to issue Db2 commands,
global commands, and how to treat some common errors.

Options
You can use options to change the parameters affecting the behavior of your own Online Monitor session.
For example, you might want to specify the following options:

« Select the Db2 subsystem to be monitored.

- Display your installation-specific history parameters (only available if the data collector is installed at
your site).

Control the writing of monitor records to an output data set.

Set the default auto-display interval.
Set several Interactive Report Facility (IRF) session options.

Set the current SQLID for Explain processing.

Control Exception Processing

Use Online Monitor exception processing to identify DB2 thread and statistics fields that contain values
outside limits you have specified. This gives you better management of service levels by identifying
problems in the DB2 subsystem and threads causing performance problems.

Collect Report Data - General

Use this option to start and stop Db2 traces either manually or automatically by specified triggers. The
resulting trace data can be directed to a data set for immediate input to batch reporting. The Db2 traces
required are determined by the reports that you want to produce.

See the Reporting User's Guide for more information.

Collect Report Data - For Buffer Pool Analysis

Use this option to collect data for the buffer pool analysis function. The collected data is used to report
buffer pool efficiency, and to simulate the effects buffer pool tuning actions before altering a buffer pool's
characteristics.

See the Buffer Pool Analyzer User's Guide for more information.

Explain
Use this option to examine the access path method chosen by Db2 for a given SQL statement in an
easy-to-read format. The SQL statement you want to explain can be an existing entry in a specific
PLAN_TABLE, an SQL statement from a previously bound plan or package, or a dynamically entered SQL
statement.

You can view detailed information about packages, DBRMs, tables, indexes, and the SQL text. The SQL
statement can be modified for online tuning.

You can also explain an SQL statement from within the thread activity function to explain a currently
executing SQL statement, or from within an ISPF/PDF editor to explain an SQL statement imbedded in a
source program or SPUFI input.

See “Monitoring the access path with Explain” on page 42 for more information.
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Options

Use the Options panels to change parameters affecting the behavior of your Online Monitor session. To
display the Options menu, select option 1 (Options) from the Online Monitor Main Menu.

DGOMDPMN 13:13 Options PMO1DLOC DSN1 V10
Select one of the following.

DB2 Subsystem
History Defaults
Monitor Output
Auto Display
Session Options
Current SQLID

coabhbwWNE

Command ===>
Fl=Help F2=Split F3=Exit F9=Swap F12=Cancel F16=Look
F17=Collect

Figure 2. Options menu

You can select one of the following options from this menu:

« Select option 1 (DB2 Subsystem) to display either the Db2 Subsystems List window or Db2 Subsystem
window, where you can select the Db2 subsystem to be monitored.

« Select option 2 (History Defaults) to display the History Defaults window, where you can display
the installation-specified history defaults. This option is available only if a data collector is active for the
Db2 subsystem you are monitoring.

« Select option 3 (Monitor Output) to display the Monitor Output window, where you can control the
writing of monitor records to an output data set.

« Select option 4 (Auto Display) to display the Auto Display window, where you can set the default
interval for the AUTO command.

« Select option 5 (Session Options) to display the Session Options window, where you can set several
options controlling the environment of your IRF session.

« Select option 6 (Current SQLID) to display the Current® SQLID window, where you can specify a
different SQL authorization ID for qualifying the unqualified tables in the statements being explained.

Db2 Subsystem windows

Use the Db2 Subsystems List window to select the Db2 subsystem to be monitored.

Only the Db2 subsystems with data collectors started within the MVS™ system are listed on the Db2
Subsystems List window.

To display this window, select Option 1 (DB2 Subsystem) from the Options menu.

Chapter 2. About ISPF Online Monitor 7



DGOMDWSL DB2 Subsystems List ROW 1 TO 3 OF 3
Select the Data Collector to use or specify a DB2 subsystem ID
DB2 Subsystem DSN1

Data Collector DB2 Location DB2 Release
DSNB PMO1DB11 V10
DSNC PMO1DC11 V10

HEFAFAIAIA KA KKK EHIEHIAHIAR BOTTOM OF DATA sskkkkhkdk ok hkhkkkkk kA

Command ===> Scroll ===> CSR
Fl=Help F2=Split F7=Up F8=Down F9=Swap F12=Cancel
Fl16=Look F17=Collect

Figure 3. Db2 Subsystems List window

The following columns are shown:

Data Collector
The data collector identifier.

Db2 Location
The location as obtained from the trace records for the data collector.

Db2 Release
The Db2 release level.

To monitor a Db2 subsystem that has an active data collector running, enter any character in the input
field beside a data collector Db2 location and press Enter.

To monitor a Db2 subsystem that does not have an active data collector running, enter the name of the
Db2 subsystem in the DB2 Subsystem field and press Enter.

If no data collectors are active on your MVS system, the Db2 Subsystem window is displayed instead.

Note: The version and release numbers of the Db2 load library allocated to the Online Monitor session
must match the version and release numbers of the Db2 subsystems being monitored.

DGOMDWS1 DB2 Subsystem

Enter the subsystem ID of the DB2 subsystem to monitor and
press Enter.
DB2 Subsystem

Fl=Help F2=Split F9=Swap F12=Cancel
Figure 4. Db2 Subsystem window
If the data collector is not installed at your site or the monitored Db2 subsystem does not have an active
data collector running, the following Online Monitor functions are not available:
- Viewing past data
« Periodic exception processing while you are not logged on
 Exception event processing
« Collection of parallel tasks for query CP parallelism

Changing Db2 subsystems terminates all asynchronous tasks that were started using the Online Monitor.
If you change Db2 subsystems while an asynchronous task is active, you are notified by the Asynchronous
Task Termination panel.
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If you work in split screen mode and you change the subsystem in one session, asynchronous tasks are
terminated even if they were activated in the other session.

DGOMGPO3 Asynchronous Task Termination

Press Enter to change Subsystem or request Cancel to restore the
Subsystem ID to its previous value.

Changing the Subsystem results in the termination of all active

tasks as well as the stopping of all the DB2 traces started by the
Collect Report Data facility.

Exception/Collect tasks Status

Periodic Exception Active

Exception Event Not active
Collect data for acct/io/stats/audit Active

CICS problem Active

Collect Task C Not active
Collect Task D Not active
Command ===>

Fl=Help F2=Split F3=Exit F9=Swap F12=Cancel F1l6=Look

F17=Collect
Figure 5. Asynchronous Task Termination panel

To change Db2 subsystems, press Enter. All asynchronous tasks are terminated.

To return to the previous panel without changing Db2 subsystems, press F3 (Exit) or F12 (Cancel). All
active asynchronous tasks remain active.

History Defaults window

This function is no longer supported. The menu entry for it will be removed in a future maintenance
update.

Use the History Defaults window to view the history parameters that are currently in effect.

To display this window, select option 2 (History Defaults) from the Options menu.

DGOMDWHD History Defaults ROW 1 TO 6 OF 6
History Collected . . . . . . . . : YES

History Interval . . . . . . . . : 10

History From . . . . . . : 04/05/08 13:30:36
History To . . . . . . . : Present

Data for which History is stored :

Statistics

System Parameters

Thread SQL Statement

Thread Summary

Thread Detail

Locked Resources

*kkkkkkkkkkxkkkxkkx BOTTOM OF DATA *kkkkkkkhhkkhhkkhxk

Command ===>
Fl=Help F2=Split F3=Exit F7=Up
F8=Down F9=Swap F12=Cancel Fl6=Look

F17=Collect

Figure 6. History Defaults window

By using the HISTORY command, you can view thread activity, statistics, and system parameters data
previously gathered by the data collector. See “Viewing past data” on page 28 for a complete description
about how to view past performance data.

The History Collected field shows either YES or NO to indicate if any past data is available.
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The History Interval field indicates how often DB2 instrumentation data is being gathered by the
data collector. This field is a numeric value in seconds.

The History From field shows the date and time of the earliest history data available.
The History To field shows the date and time of the most recent history data available.

The Data for which History is stored field lists the types of data gathered by the data collector.
This list includes the data types specified at data collector startup and subsequent changes made by the
administrator users. Statistics history keeps subsystem-wide statistical information for a Db2 subsystem.
For thread activity you can collect thread history individually in a summary format, in detail format, or

in detail format with locking information, SQL statement, or both. System Parameters history keeps an
overview of DSNZPARM values for a Db2 subsystem.

For more information about viewing past data, see “Viewing past data” on page 28. For more information
about data collector installation options, see IBM Db2 for z/OS in the IBM Knowledge Center.

Monitor Output window
Use the Monitor Output window to enable or disable the writing of monitor output to a data set.

The main use of this option is to gather data for problem determination. Records in DPMOUT format that
correspond to data shown in the Online Monitor panels are written to a data set whenever the display

is updated. Output from the Statistics and System Parameters panels can be used as input to the Batch
Statistics and System Parameter reports respectively. The output from the Thread Display panels can only
be processed by a batch Record trace.

To display this window, select option 3 (Monitor Output) from the Options menu.

DGOMDWMO Monitor Output

To write monitor output, enter 1 and dataset name and disposition

Write output . . . . . . 2 1=yes 2=no

Dataset name . . . . . .

Disposition . . . . . . 1 1=append 2=overwrite 3=new
Fl=Help F2=Split F9=Swap F12=Cancel

Figure 7. Monitor Output window

Use the Write output field to specify whether you want monitor output written to a data set. Enter 1 in
this field to enable the writing of monitor output to a data set.

The Dataset name field requires the name of the data set to which the data is to be written.
If you specify a disposition of 3 (new), the data set is dynamically allocated with the following attributes:

RECFM:
VBS

LRECL:
32756

BLKSIZE:
6233

Auto Display window

Use the Auto Display window to set the auto-display refresh interval for data shown in the Online Monitor
panels. When auto display is active, the values displayed in the current panel are updated periodically, as
specified in the Auto Display window. If you activate auto-display mode while viewing past data, the panel
is updated with subsequent past records at every auto-display interval. The time difference between
these records is determined by the history interval when the data was collected, and not by the current
auto-display interval.
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To display this window, select option 4 (Auto Display) from the Options menu.

DGOMDWAD Auto Display

Update values then Enter

Units . . . . . . . . . 1 1=seconds
2=minutes
Interval . . . . . . . . 10 1-7200 seconds

1-120 minutes
Fl=Help F2=Split F9=Swap F12=Cancel
Figure 8. Auto Display window

Use the Units field to specify the unit of time that is to be associated with the value in the Interval
field.

Use the 1 field to specify how frequently the panels are refreshed when the AUTO command is issued.

To start auto-display mode, type AUTO on any Thread Activity or Statistics panel command line and press
Enter. To stop auto-display mode, press the Attention key. You cannot perform any other actions with your
Online Monitor session while auto-display mode is running.

Session options

Use the Session Options window to set several options controlling the environment of your Interactive
Report Facility (IRF) session.

To display this window, select option 5 (Session Options) from the Options menu, or type OPTIONS on
any command line and press Enter.

DGOFOPTS Session Options

Update fields as required, then press Enter.

Confirmation display . . . . . . . . . . 1 1=yes 2=no

Initial menu choice . . . . . . . . . . . _ 1-6 or blank

Execution mode . . . . . . . . . . . . . 1 1=Background
2=Foreground
3=Prompt

DPMPARMS data set . . .

Fl=Help F2=Split F9=Swap F12=Cancel
Figure 9. Session Options window

The field values shown in Figure 9 on page 11 are the default settings.

Use Confirmation display to specify whether or not you want to be prompted each time you issue a
delete, replace, or reset request.

Use Initial menu choice to specify the panel you want to start on.

Use Execution mode to specify how to execute batch jobs. Use the 1 field to specify the DPMPARMS data
set to be used by the Online Monitor. The DPMPARMS data set contains information about exception
thresholds, customized report layouts, time zone specifications, correlation ID translation, and the
MAINPACK identifier. Only the correlation ID translation part is used by the Online Monitor.
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Current SQLID window

Use the Current SQLID window to specify a different SQL authorization ID for qualifying the unqualified
tables in the statements being explained if they do not belong to a plan or package. The Current SQLID
window is also used to qualify the plan table to be accessed.

To display this window, select option 6 (Current SQLID) from the Options menu.

DGOMDWSS Current SQLID

Specify the current SQLID, then press Enter.

Current SQLID . . . . . USERT001
Fl=Help F2=Split
F9=Swap F12=Cancel

Figure 10. Current SQLID window

If the 1 field in this window is not specified, it defaults to your user ID.

Moving between panels

When you have entered a command on the command line, or have entered the information required to
complete a panel, press Enter.

To go back to a previous panel or menu, press F3 (Exit).

Each time you press Enter or F3 (Exit), data entered in that panel is validated. If an error is detected,
an error message is displayed and the cursor is positioned on the field in error. If no error is detected,
processing continues.

To leave a panel without saving the entries and return to the previous panel, or to cancel all windows,
press F12 (Cancel).

You can move between various Online Monitor options by typing =x where x is the Online Monitor Main
Menu option number on the command line of any Online Monitor panel:. For example, type =1, =2...

Values not updated

Values are not updated if:

« Any OMEGAMON for Db2 PE or ISPF command is entered on the command line
« Windows are selected for display
« Function keys are used

Note: The values shown in the Thread Summary and Threads Holding Resource panels are refreshed
automatically each time the panels are displayed.

Leaving the ISPF Online Monitor

To exit the ISPF Online Monitor from the Online Monitor Main Menu, press F3 (Exit) or F12 (Cancel). From
any other Online Monitor panel, type =X on the command line and press Enter.

If any asynchronous tasks are active when you exit the Online Monitor, you are notified by one of the
Asynchronous Task Termination panels. If the data collector is not active, the tasks are terminated when
you exit the Online Monitor. If the data collector is active, you have the choice of leaving the selected
tasks active or not when you exit the Online Monitor.
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FPEMGPO1 Asynchronous Task Termination
Command ===>

Press Enter to exit the Online Monitor or request Exit or Cancel to
return to the Online Monitor Main Menu.

Select an Exception task to keep it active. All non-selected tasks
will be terminated when leaving the Online Monitor as well as all the
DB2 traces started by the Collect Facility will be stopped.

Exception/Collect tasks Status

Periodic Exception Not active
Exception Event Not active

run 3pm today Active

run at 10 today Active

Collect Task C Not active
Collect Task D Not active
Collect Task for BPA Not active
Fl=Help F2=Split F3=Exit F9=Swap F12=Cancel

F17=Collect

Figure 11. Asynchronous Task Termination panel

To exit the Online Monitor from this window, press Enter. If the data collector is active, any tasks selected
in this window remain active.

To return to the Online Monitor Main Menu, press F3 (Exit) or F12 (Cancel). All active tasks remain active.

Function key default settings

Use the function key default settings to view help, move between panels, or access certain Online Monitor
and ISPF functions with a single keystroke.

Note:

« The Online Monitor is an ISPF application, and all normal ISPF behaviors apply.

- The default function key settings in help panels follow the standard conventions for help in the ISPF
environment.

Table 2 on page 13 describes the Online Monitor function keys, their default settings, their functions,
and the Online Monitor panels on which they are available.

Table 2. Function key default settings

Default Online Monitor
Function key |setting Function panels
F1 HELP Used to view help information for a panel or field. All panels
F2 SPLIT Used to divide the display into two logical displays All panels

separated by a horizontal line and starts another ISPF
session, or changes the location of the horizontal line.

F3 EXIT Used to validate and save the data entered in a panel, [All panels that
exit the panel, and return to the previous panel. contain a command
line
F4 PROMPT Used to view a list of possible values for a field. The Some Collect Report
prompt fields are followed by a plus sign (+). Data panels and

Exception Threshold
Field Details panel
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Table 2. Function key default settings (continued)

Default Online Monitor
Function key [setting Function panels
F5 AUTO Used to refresh the data shown in the current panel All Thread and
periodically. Statistics panels
ADD Used to add a new exception threshold entry. Exception Threshold
Field Details panel
F6 HISTORY Used for viewing historical data in panels. All Thread Activity,
Note: If your installation has installed the Online gtasis::;’ej;r?\eters
Monitor without the data collector, this function is not y
: panels
available.
DELETE Used to delete an exception threshold entry. Exception Threshold
Field Details panel
F7 upP Used to scroll toward the top of the data. All scrolling panels
F8 DOWN Used to scroll toward the bottom of the data. All scrolling panels
F9 SWAP Used to switch between ISPF sessions. All panels
F10 QUALIFY Used to filter the threads listed in the Thread Thread Summary
Summary panel. panel
DELTA Used to begin delta processing mode that calculates | All Statistics panels
the statistics values between the last two times you
pressed Enter.
PREVIOUS Used to display the previous exception threshold Exception Threshold
entry for a field. Field Details panel
F11 SORT Used to sort the threads listed in the Thread Summary | Thread Summary
panel. panel
INTERVAL Used to establish a base point in time from which All Statistics panels
statistics are to be calculated.
NEXT Used to display the next exception threshold entry for | Exception Threshold
a field. Field Details panel
F12 CANCEL Used to exit a panel without saving the entries, and All panels
return to the previous panel canceling all related
panels.
F14 PURGE Used to purge a thread currently processing in the All Thread Activity
Db2 subsystem you are monitoring. You require the panels
Db2 privilege to perform CANCEL THREAD.
F16 LOOK Used to view the following exception information and [ All panels (except

authorization failures:

» Periodic exceptions

Periodic exceptions messages

Display exceptions

Authorization failure summary
« Exception event summary
« Exception event messages

LOOK and related
panels)
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Table 2. Function key default settings (continued)

Default Online Monitor
Function key [setting Function panels
F17 COLLECT Used to display the Collect Report Data panel, where | All panels (except
you can collect specific Db2 instrumentation data and | Collect Report Data
direct this data to a data set. panels)
F18 EXPLAIN Used to explain the access path methods chosen by All Thread panels
Db2 for a given SQL statement. that show the SQL
statement
F19 LEFT Used to scroll toward the left. Thread Summary
panel
F20 RIGHT Used to scroll toward the right. Thread Summary
panel
F21 EXPAND Used to expand a field content that is too long to fit in | All panels that
a panel into a separate window where the entire field | contain information
content can be shown. of a length that
cannot be shown in
the available panel
space.
F22 LEFT Used to scroll through a field content that is too long | All panels that
to fitin a panel, if the cursor is positioned on such a contain information
field. of a length that
cannot be shown in
the available panel
space.
F22 RIGHT Used to scroll through a field content that is too long | All panels that

to fitin a panel, if the cursor is positioned on such a
field.

contain information
of a length that
cannot be shown in
the available panel
space.

You can use the following ISPF commands to alter the function key settings:

KEYLIST
Changes the function key settings.

FKA
Alternates between the function key long display format, short display format, and no function key
display at all.

PFSHOW
Toggles on and off the display of function key settings.

PFSHOW TAILOR
Specifies how function keys are displayed.

All function keys correspond to a command entered on the command line. For example, typing the
command CANCEL on the command line is the same as pressing the F12 (Cancel) key.

You can use the command line with the function keys to enter function parameters. To do this, type the
parameters on the command line and press the function key to activate the command.

You can use the ISPF PANELID command to choose whether to display a panel ID on the top line of the
panels. To toggle the panel ID display, type PANELID on the command line and press Enter.
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Issuing Db2 commands

Use the command Db2 to execute any Db2 command during your Online Monitor session. You can enter
this command on the command line of any Online Monitor panel.

The command syntax is:

»— DB2 >
L command text J

Figure 12. Syntax of the Db2 command

The Db2 command accepts the following parameter:

command text
The Db2 command you want to execute.

For example:

DB2 DISPLAY THREAD(x)

Type DB2 and the command text on the command line and press Enter. The Db2 Command Output
window is overlaid on the current panel, where you can view the Db2 command output. An example of the
Db2 Command Output window is shown in Figure 13 on page 16.

ROW 1 TO 5 OF 5

PMO1DLOC DSN1 V10 GROUPGO1 MEMBERO1

DGOMCDCO DB2 Command Output ROW 1 TO 12 OF 12

s 2

_ DSNV401I _ DISPLAY THREAD REPORT FOLLOWS - N/P
_ DSNV402I _ ACTIVE THREADS -
_ NAME ST A REQ ID AUTHID PLAN ASID TOKEN N/P
_ DB2CALL T 3 USERG30 USERO30 DB2PMOM 002B 25 N/P
_ DB2CALL T 5 USEROO1 USERGO1 DB2PMOM 002E 10 N/P
- DB2CALL T = 6 USER023 USEROG23 DB2PMOM 0031 10

DB2CALL T 10 USERG27 USERO27 DB2PMOM 0082 20

DB2CALL T 5 USER040 USERG40 DB2PMOM 0027 15

DB2CALL T 50 USEROO9 USEROOG9 DB2PMOM 002D 15

DB2CALL T 4 USER009 USEROGOG9 DB2PMOM 002D 22

DISPLAY ACTIVE REPORT COMPLETE
DSN9022I _ DSNVDT '-DISPLAY THREAD' NORMAL COMPLETION
|||||||||||||||||||||||||| Bo-t-tom Of da-ta L e ke e e e e e e ke e e e e e e ke ek e ke de ke ke k%

Command ===>
Fl=Help F2=Split F3=Exit F7=Up F8=Down F9=Swap
F12=Cancel Fl16=Look F17=Collect

Command ===> DB2 DISPLAY THREAD(*)

Fl=Help F2=Split F3=Exit F5=Auto Fé6=History F7=Up
F8=Down F9=Swap F10=Qualify F11=Sort F12=Cancel F1l6=Look
F17=Collect F19=Left F20=Right F22=Purge

Figure 13. Db2 Command Output window

If you issue the command Dbh2 without any parameters, the Db2 Command window is displayed.
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DGOMCCMD DB2 Command
Enter DB2 Command below:
START TRACE (MON)

Place cursor on choice and press Enter to retrieve command

=> start trace(perfm) class(6)
=> display thread(x)

=> display trace

=

=>

==

=

=>

==

=

Command ===>
Fl=Help F2=Split F3=Exit F9=Swap F12=Cancel F1l6=Look
F17=Collect

Figure 14. Db2 Command window
This window displays command lines on which you can issue Db2 commands. The window shows a list of
the last ten Db2 commands that you entered.

You can retrieve a command that is stored in the list by positioning the cursor under the command and
pressing Enter. Then, the command is shown on the command line, where you can edit and then submit
the command by pressing Enter again.

If a new or modified command is submitted, the command is added to the top of the list. If the command
was not edited before submission, or the command was not submitted at all, the list is not updated.

Note: You cannot abbreviate the command Db?2.

Using the COLLECT command

Use the COLLECT command to display the Collect Report Data panel, where you can collect specific Db2
instrumentation data and direct this data to a data set.

The command syntax is:

»— COLLECT >«

To issue the COLLECT command, type COLLECT on the command line and press Enter. COLLECT can be
truncated to a minimum of COL.

For more information about collecting report data, see the Reporting User's Guide.

Using the OPTIONS command

Use OPTIONS to display the Session Options window, where you can set several options controlling the
environment of your Interactive Report Facility (IRF) session.

The command syntax is:

»— OPTIONS —»«

Figure 15. Syntax of the OPTIONS command
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To issue the OPTIONS command, type OPTIONS on any command line and press Enter. OPTIONS can be

truncated to a minimum of OPT.

Correlation ID translation

The correlation ID is a Db2 field that identifies the task executed by Db2.

The correlation ID contains:

Batch jobs
Jobname

TSO applications
Original authorization ID (the logon user ID)

Applications using the Db2 call attachment facility
Original authorization ID (the logon user ID)

CICS® transactions

Connection type, thread type, thread number, and the transaction ID

IMS applications
PST number and PSBNAME of the application

RRS applications
The character string provided by the application during signon

Particularly for CICS and IMS it is useful to break the correlation ID into several parts, so that you can
easily distinguish the transaction ID (for CICS threads) from the PSBNAME (for IMS threads).

The default translation

OMEGAMON for Db2 PE breaks the correlation ID into parts by translating the correlation ID into two
separate identifiers, the correlation name and the correlation number. Unless it was changed in your

installation, this translation is based on the connection type of the thread.

Table 3. The 12-Byte Correlation ID field and the default translation
Connection
Type 1 2 3 4 5 6 7 9 10 11 12
Batch Correlation name: job name Correlation number: blank
TSO, Db2 call Correlation name: original authorization ID Correlation number: blank
attach
CICS Correlation number: pool Correlation name:
thread transaction ID
IMS Correlation number: Correlation name: application PST
application PSBNAME
RRS Correlation name: the first 8 characters of the correlation | Correlation number: the
ID provided by the application during signon remaining 4 characters

Changing the default translation

The correlation translation information is kept in the member CORRDATA of the DPMPARMS data set.

Each record in the CORRDATA member specifies the translation that is to be used for a specific connection

ID. The connection ID is used here, not the connection type.
The translation is expressed as:

« Offset where the correlation name starts
« Length of the correlation name
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« Offset where the correlation number starts
« Length of the correlation number

If OMEGAMON for Db2 PE does not find the connection ID for a given thread in the CORRDATA member,
the default translation is used.

To activate the tailored correlation translation, issue the OPTIONS command and specify the DPMPARMS
data set in the Session Options window.

How large and missing values are displayed

Values shown in panels are either total values or average values.

If there is insufficient space to display a value in a field, a rounded value is shown followed by one of the
following letters to indicate magnitude:

K

thousand (kilo - 103)
M

million (mega - 10°)
G

billion (giga - 10)

TT
trillion (tera - 1012)

The letter is displayed directly after the number, without blank spaces. There can, however, be decimal
places, as in the following examples:

« Valid conversions of 12 345 include 12K, 12.35K, and 12. 3K.
« Valid conversions of 1 234 567 include 1M, 1.2346M, and 1235K.

If a counter value or specific information in reports, in windows, or in panels is not shown, the following
notation is used to indicate the reason:

N/A
Not applicable is shown if Db2 never produces a counter value in a specific context. Examples are:

« A counter is not available in one Db2 version.
 Counters are mutually exclusive.
N/C

Not calculated is shown for a derived field where the value cannot be calculated or is useless.
Examples are:

« A divide by zero (percentages, ratios).
« Suppression of negative elapsed time values.
« Required counter values for calculation marked as N/A or N/P.

- Insufficient data or small counter values to allow significant statements (meaningless or misleading
averages).

N/P
Not present is shown for a field where Db2 can present values, but does not in this instance. Examples
are:

« When counter values are not generated because of operational conditions (a trace class is not
active).

« An application does not provide a value because it is optional.
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Elapsed time formats
This section shows the different time formats in which time values are presented.

« dd hh:mm:ss.ffffffff, where:

dd
represents days

hh
represents hours

mm
represents minutes

SS
represents seconds

it
represents the fractions of a second up to 8 decimal places.

For example, a time value of 1:30:25.10 represents 1 hour, 30 minutes, and 25.1 seconds.

Some of the reports that use this format might not report days (dd) or hours (hh).
« ssssssss.ffffffff, where:

SSSSSSSS
represents seconds

it
represents the fractions of a second up to 8 decimal places.

The actual number of decimal places varies from one field to another.

Some time fields can be rounded. If there is insufficient space to print a time value, the time is rounded by
removing decimal places as required. For elapsed times, a rounded value is printed.

Date formats

The date format for the Online Monitor is taken from your ISPF environment, and is configured during
ISPF installation.

Displaying long names and values in scrollable fields

Certain identifiers, such as authorization IDs and program and collection names, can be up to 128
characters long. In general, if an identifier or any applicable field value is too long for the space available
in a panel, the Online Monitor displays the information in a so-called scrollable field. To view the non-
visible section of a scrollable field, you can place the cursor on the field and use an assigned function key
to scroll through the information.

Figure 16 on page 21 shows a fictitious example of a panel with possible variations of scrollable fields.
Relevant parts of the panel are in italics. The string abcdefghijklmnopqrstuvwxyz represents a
hypothetical field value that is too long to fit into the available space (of whatever field).

- Variation 1 shows that the string is left-aligned and truncated at the right side (uvwxyz is not shown). A
plus sign (+) follows the string, which indicates that more of the field's content is available on the right
side.

« Variation 2 shows that the string is right-aligned and truncated at the left side (abcdef is not shown). A
minus sign (-) follows the string, which indicates that more of the field's content is available on the left
side.

« Variation 3 shows that the string is centered and truncated at the left and right sides (abc and xyz are
not shown). A plus sign and a minus sign (-+) follow the string, which indicates that more of the field's
content is available on both sides.
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DGOMTWPK Current Package

More: +
Location . . . . . . . . . . . .. . ... : PMO1D711
Collection ID . . . . . . . . . . . . . . . : abcdefghijklmnopgrst +
Program name . . . . . . . . . . . . . . . : ghijklmnopgrstuvwxyz -
Consistency token . . . . . . . . . . . .. : defghijklmnopqrstuvw -+
————————————————————————————— QPACPKID+0Q =---------c-cccccccmccccaaaao
| ISPEXPND Line 1 of 1]/
| |
| abcdefghijklmnopqrstuvwxz /
| |
| |
| |
| Command ===> Scroll ===> CSR /
| Fl=Help F2=Split F3=Exit F5=Rfind F6=Rchange F7=Up /
| F8=Down F9=Swap Flo=Left F11=Right F12=Cancel /
F7=Up F8=Down F9=Swap F12=Cancel Fl4=Purge
F16=Look F17=Collect F21=Expand F22=Left F23=Right

Figure 16. Fictitious panel with scrollable field variations

The plus and minus signs next to fields act as scroll indicators.

« If shown, they indicate that the content of a field is shown in part. No scroll indicator is shown if the
complete field content can be presented.

« Whether more of a field's content is available on the left, on the right, or on both sides. Minus (-)
associates the left side, plus (+) associates the right side.

Initially, all field values are shown left-aligned, which means that only the plus sign is shown. The minus
sign is shown after you scrolled through a field by means of the function keys described next.

To view non-visible sections of an appropriate field, you need to position the cursor on the field and use
the following function keys (the default function key settings are assumed).

- F21 (Expand) shows the field's content in a separate window, which is overlaid on the current panel. If
the content exceeds the available width of this window, it continues on the next line. Pressing F3 (Exit)
or F12 (Cancel) closes the window.

« F22 (Left) moves the begin of the shown field content toward the start of the actual content. The
increment is the length of the available space, until the shown field content is left-aligned in the
available space.

« F23 (Right) moves the end of the shown field content toward the end of the actual content. The
increment is the length of the available space, until the shown field content is right-aligned in the
available space.

These keys can be used in any meaningful order, provided the cursor is positioned on a scrollable field.
Otherwise, pressing a key has no effect.

The mechanism described so far is applicable to input fields and output fields. When you type information
in a field, you can use the same function keys to position the content of a field. However, a subtle
distinction should be noted: In output fields potentially existing trailing space characters are treated as
nonexistent. This means, you cannot accidentally scroll to a non-visible section of the field content. In
input fields trailing space characters are considered valid. This means, when you scroll through an input
field with a long sequence of space characters, the field might appear empty but in fact is not.

Finally, you can get help about the use of scrollable fields by positioning the cursor on the scroll indicator
area (reserved for the -+ indicators) and pressing F1 (Help).
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Chapter 3. Monitoring and tuning

This section describes how to monitor a Db2 subsystem, determine performance problems by using batch
reports and the Online Monitor functions of OMEGAMON for Db2 PE, and how-to and tuning tasks with
the ISPF Online Monitor. Such tasks include viewing past data and statistics, monitoring exceptions and
thread activities, explaining SQL statements, and evaluating Db2 system parameters.

You can use OMEGAMON for Db2 PE for continuous or periodic monitoring of a Db2 subsystem and for
determining specific performance problems in Db2. OMEGAMON for Db2 PE can help you in:

 Determining how an application will perform or is performing over a period of time

Indicating where there are tuning opportunities in your system

Distinguishing among subsystem and application problems
- Monitoring an application in a detailed manner so you can identify problem areas

Analyzing constraints acting on an application

Determining the performance effects of any adjustments made within the Db2 subsystem
- Determining whether performance objectives are being met

OMEGAMON for Db2 PE offers different ways to monitor your subsystem depending on whether you want
to see current or past activity. Use the Online Monitor to monitor an active subsystem as well as to view
events that happened in the recent past. Use the Batch reports to examine performance problems in the
more distant past and trends over a period of time.

The amount of data generated for monitoring a Db2 subsystem is vast, so limiting the amount of data to
show only potential problem areas is essential. OMEGAMON for Db2 PE offers several ways of reducing
the amount of data that needs to be examined, the most important is exception processing. Exception
processing makes it easy for you to focus on possible performance problems by highlighting data that is
outside defined thresholds. It is available in Batch reporting and the Online Monitor.

A good approach is to monitor an active Db2 subsystem using Online Monitor exception processing (you
do not need to be logged on to have exception processing running) and to regularly generate Statistics
and Accounting exception reports. Online Monitor exception processing alerts you to performance
problems as soon as they occur, and the Accounting and Statistics reports give you a detailed picture

of application and system performance over a period of time.

Deadlock and timeout participant details are available online through exception event processing.
Consider generating deadlock and timeout traces regularly, because in this way information is available to
help you investigate any locking problems in detail. There is no significant performance overhead on the
Db2 side in collecting the data for these reports.

The best way to investigate performance trends is by producing Accounting and Statistics reports that are
ordered by interval.

To detect problems as they occur, use the Online Monitor periodic exception processing. When you detect
poor thread performance, you can examine the comprehensive performance data that is shown in Thread
and Statistics panels. If you assume the problem is caused by SQL, you can analyze the access path using
the online explain function.

If the problem occurred in the recent past, you can use the Online Monitor HISTORY command to view the
events surrounding the problem without having to re-create it.

If the panels do not provide enough information to solve the problem, you can use the Online Monitor

to collect instrumentation data for batch reports. You can specify the data collection to be triggered by
exception thresholds; in this way you can minimize the time high-volume and high-cost traces are active
and ensure that the data needed is collected at the right time.

OMEGAMON for Db2 PE provides a comprehensive set of reports with different levels of detail and for
different areas of performance. This represents a top-down approach to problem determination: the most
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generic reports indicate the problem area and, if necessary, more details can be shown to narrow down
the cause of the problem.

Changed access path to the ISPF Online Monitor

When you start IBM Tivoli® OMEGAMON for Db2 Performance Expert on z/OS from ISPF (Start EXEC
FPEJINIT), the main menu is displayed.

FPEFMENU IBM OMEGAMON for Db2 Performance Expert on z/0S
Select one of the following.

Create and execute reporting commands

View online DB2 activity - Classic Interface
Trace collection, Explain, and Admin functions
Maintain parameter data sets

Customize report and trace layouts

Exception profiling

coabhbwWNE

Command ===>
Fl=Help F2=Split F3=Exit F9=Swap F12=Cancel

Figure 17. Main menu

Note: The OMEGAMON for Db2 PE options shown on this menu are described in detail in Monitoring
Performance from the OMEGAMON Classic Interface.

Performance data generation and online monitoring

Db2 generates trace data about its own performance and events in Db2 subsystems. However, Db2 does
not provide any reporting facilities for analyzing this data. The Online Monitor provides you with the
capability to view an active Db2 subsystem and identify performance problems online.

The Online Monitor displays subsystem-wide performance information, such as processor times, buffer
pool usage, locking, log, and I/O activity. For an individual thread, the Online Monitor displays information
such as the elapsed time, the time spent in Db2, the time it was suspended, the read and write activity
involved, the locks obtained, and the SQL statements executed.

The Online Monitor displays subsystem-wide Db2 performance information in a comprehensive form that
is easy to understand and analyze. You can use the Online Monitor to:

« Determine total Db2 system performance and efficiency
« Measure an application’s performance and resource use

Evaluate an application’s effect on other applications and the system

Analyze and improve SQL statements

Identify potential problems
- Determine tuning requirements for Db2.

When changes are made to an application or to the Db2 subsystem, the Online Monitor can help you
determine the effects. This is very important for determining whether the changes increased or decreased
performance.

When Db2 performance is not satisfactory, the Online Monitor can help you identify areas where tuning
is required to optimize the performance of Db2. The Online Monitor can log Db2 activities and events and
provide this information for later viewing to assist you in determining the cause of potential problems.

For a long-term view of Db2 performance, your needs are best served by the batch reporting capabilities.
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The Db2 operating environment

The performance of a Db2 transaction or query is dependent not only on the performance of the Db2
subsystem, but also on the performance of the transaction manager, such as CICS or IMS, and the MVS
system itself. Therefore the environment in which the Db2 subsystem is operating should be tuned before
Db2 is tuned.

For example, if the MVS system is overloaded, tuning a Db2 subsystem is unlikely to improve Db2 system
performance. Db2 performance can only be improved by reducing or balancing the load of the MVS
system.

Specialized tools are available to monitor the different system components:
« CICSplex System Manager for CICS

« IMS/VS DC Monitor or IMSPARS for IMS

« RMF for MVS

The relationship between the different systems and performance tools is complex, however, it is not
within the scope of this documentation. For more information, see IBM Db2 for z/0OS in the IBM Knowledge
Center. It is assumed that the environment in which the Db2 subsystem is operating is well tuned.

Performance objectives and exception processing

Before you can start monitoring the system, define your performance objectives on the basis of the
business needs, the workload for the system, and the resources available. Typically, the objectives would
include acceptable response times, average throughput, and system availability.

These objectives are usually formalized in service-level agreements between the users and the data
processing groups in an organization. The agreements can include expectations of query response times
and transaction throughput.

You can monitor how well these objectives are being met.

The most efficient way to do this is to set limits, exception thresholds, for key fields that reflect your
performance objectives using exception processing.

Exception profiling can assist you in establishing exception thresholds. This facility sets exception
thresholds automatically based on your application configuration. For reports, the Accounting TOP
subcommand option is also useful in determining Accounting exception thresholds.

For example, you can monitor response times by setting exception thresholds for class 1 and class 2
elapsed times to reflect the acceptable response times for your environment. Class 1 elapsed time shows
the thread time (from thread creation to thread termination) and class 2 time shows the time Db2 spent
processing SQL statements.

Monitoring performance

The key to effective performance monitoring is in identifying unusual situations and thereby limiting the
amount of data that needs to be examined. In addition to exception processing, OMEGAMON for Db2 PE
offers several other ways of filtering the data and highlighting potential problems.

The following options are available in Batch reporting:

Filtering data by date and time (FROM and TO subcommand options)
Filtering data by identifiers such as user ID (INCLUDE and EXCLUDE subcommand options)
Filtering data by resource usage (TOP subcommand option)

Ordering data on reports by interval INTERVAL subcommand option)
« Summarizing and sorting data on SQL reports

Tailoring report layouts for your own needs. The User-Tailored Reporting feature (UTR) and its use is
described in detail in the Reporting User's Guide.
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The following options are available in the Online Monitor:

 Qualify and sort functions
- History data collection with qualifications

Monitoring using reports

You can filter the data shown in reports by using the INCLUDE and EXCLUDE subcommands to show, for
example, information only for certain plans, authorization IDs, or locations. You can use the FROM and TO
subcommands to filter data within specified times.

Another way to limit the data that needs to be examined is to use the TOP subcommand option to obtain
a high water mark type of reporting on resource usage. The TOP lists, printed at the end of an Accounting
report or trace, can identify the threads or users that have required the most use of the resources
specified in the TOP subcommand option. Alternatively, you can use the TOP subcommand option with
the ONLY keyword to filter entries based on resource usage and produce a report that shows only entries
with the highest resource usage.

You can summarize data for certain periods by ordering your Accounting and Statistics reports by interval.
For example, you can summarize data for the peak periods during the day.

If you produce SQL Activity reports and traces, potential problems can be highlighted by sorting and
summarizing the information within the report and trace entries by several criteria. For example, a
problem cursor can be identified by summarizing SQL activity by cursor and ordering the cursors by
TCB times. The sorted entries provide an easy way to identify SQL statements that might be causing
performance problems.

You can tailor your own report layouts and trace layouts with the User-Tailored Reporting feature (UTR).
Use UTR to control the volume, contents, and layout of your traces and reports. The User-Tailored
Reporting feature (UTR) and its use is described in detail in the Reporting User's Guide.

Observing performance trends

You can use reports and graphs to summarize data over periods of several days, weeks, or months to
observe trends in performance. Pay special attention to peak periods of activity, for new applications
and for the system as a whole. During peak periods, constraints and response-time problems are most
evident.

Some trends to look for are:

« Increases in response times, number of I/Os, resource contention, and processor usage
- Changing workload patterns over a period

Changes in the transaction distribution and frequency
Changes in the SQL activity pattern

Determining performance problems

When you find that there are performance problems when you are monitoring the system, you can use
several panels and reports to investigate the cause of the problems.

Problems detected in periodic exception processing

To view the past events surrounding the problem online, you can use the HISTORY command. The amount
of available historical data is determined by installation-defined options. Note, however, that the batch
reports are more comprehensive than the Online Monitor panels. Therefore, if the panels do not provide
enough information to solve a problem, the Online Monitor Collect Report Data function should be used to
gather information in a data set for input to the batch reports.
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Problems detected in exception event processing

If you detect a problem using the online exception event processing, collect the appropriate trace data
to produce Locking reports, I/O Activity reports, Audit reports, or Record Trace reports. This section
describes how to proceed with specific exception events.

Deadlock or Timeout
If deadlocks or timeouts occur too often, generate a Lockout report to see which applications and
objects are affected. Having identified the objects and applications causing the deadlocks or timeouts,
use EXPLAIN to understand the locking behavior of the SQL statements or consider reorganizing the
database.

EDM Pool Full
First check online or batch statistics to obtain more information about the EDM Pool situation. More
details are provided in the I/O Activity EDM Pool report.

Authorization Failure
If authorization failures occur too often, generate an Audit authorization failure report for details.

Thread Commit Indoubt
Run a Record trace on the Statistics Class 4 IFCIDs to see details of communication problems. These
are likely to be either VTAM® or Db2 internal problems.

Coupling Facility Rebuild
Use the COLLECT command to automatically start tracing IFCID 268 (CF rebuild end) when a coupling
facility rebuild starts, and run a Record trace for this IFCID. You can get more details about coupling
facility behavior from RMF reports.

Problems detected in exception reports

If you use an Accounting exception report to monitor your system, produce this report using the TOP or
the INTERVAL subcommand option so that you can immediately focus on potential problem areas.

If you use an Statistics exception report to monitor your system, produce this report using the INTERVAL
subcommand option so that you can immediately focus on potential problem areas

Sometimes, however, you require more detailed reports to determine the exact cause of a problem.

System problems

If exception processing indicates problems in system-wide resource usage and a Statistics trace does
not clarify the reason for the problem, but points to EDM pool or logging activity, consider running I/O
Activity reports. Or, if the Statistics trace indicates a problem with binds, generate Utility Activity reports.
If the number of deadlocks is high, run Locking reports. If none of these report sets offer adequate
information to determine the cause of the problem, you can run a Record trace to format the individual
instrumentation records.

Application problems

If exception processing indicates an application-related problem, which is typically indicated as an
elapsed time problem for an application or a user, use Explain reports to determine the access path of
the suspected plan. In addition, if necessary, generate Accounting traces by using the TOP subcommand
option.

- If the Explain reports and the Accounting traces do not identify the reason for poor SQL performance,
use SQL Activity reports for detailed information about the specific statement, such as scans or I/0 per
page set or sort specifics.

« If the Accounting traces indicate a locking problem, run Locking reports.
« If the problem seems to be with binds or Db2 utilities, run Utility Activity reports.

As with system-related problem determination, you can run a Record trace if none of these report sets
provide adequate information.
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Viewing past data

You can recall and view statistics, thread activity, and system parameters data previously collected by the
data collector. The data is gathered at installation-defined intervals.

You can view past data by issuing the HISTORY command or pressing F6 (History) in any panel that can
display past data.

When viewing past data, the word HISTORY is displayed on the line following the heading of the current
panel.
DGOMTPSM 11:57 Thread Detail PMO1DLOC DSN1 V10

GROUPGO1 MEMBERO1 HISTORY 05/30/08 11:45:00
For details, place any character next to heading, then press Enter.

Figure 18. Thread Detail panel showing history active

The date and time following the word HISTORY indicate when the data being displayed was collected.
Note: You can view past data only if the data collector is installed at your site.
Your installation can choose to collect data at the following levels:

« Thread Summary

Thread Detail

Thread Detail with locking information

Thread Detail with SQL statement

Thread Detail with locking information and SQL statement

Statistics
« System Parameters

Historical data is kept in either a VSAM data set or data space. The data is gathered by the data collector.
When the data set or data space is full, the data is written to the beginning again, writing over the earliest
data gathered.

The availability of the data is limited by the collection rate, the size of the data space or data set used, the
amount of historical data to be maintained, and the thread history qualification definitions (all of these are
defined in the data collector startup parameters).

The data collector parameters can also be modified by the administrator user.
The syntax of the HISTORY command is:

»— HISTORY ><
OFF

BACK

fM————FORWARD —

‘ L date —J L hh:mm:ss J

Figure 19. Syntax of the HISTORY command

J

The HISTORY command accepts the following parameters:

OFF
Returns the display to the current time.
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BACK
Displays data for the previous interval. If no more data is available, data from the earliest available
interval is displayed.

FORWARD
Displays information for the next available interval. If no data is available, data from the current time
is displayed and processing continues as if HISTORY is OFF.

date
The date of the required information. If no date is specified, today’s date is assumed.

hh:mm:ss
The time of the required information. If no time is specified, the default is the time of the earliest
available history record for the specified date. The seconds do not need to be specified.

Note: HISTORY can be truncated to a minimum of HIS.
If no data is available for the specified date and time, the next available record is displayed.

When a panel is refreshed while viewing past data, the panel is updated with data from the next stored
record, just as if you had entered HISTORY FORWARD on the command line.

If no parameters are specified, the History window is displayed.

DGOMHWHY History
05/09/68 14:03

Date . . . . . . . . . 03/16/08
Time . . . . . . . . . 14:03:24

Fl=Help F2=Split F9=Swap
F12=Cancel
Figure 20. History window

The current system date and time are the defaults for the History window.

Note: When monitoring with HISTORY OFF, it is possible to view data that cannot be viewed by using the
HISTORY command. This occurs when the “current moment” does not coincide with the history collection
interval. For example, when the history interval is 10 minutes in length and data is collected at 8:30 and
8:40, the data retrieved at 8:32 from DB2 is not subsequently retrievable using the HISTORY command.

A sample JCL is provided in library RKO2SAMP (DGOMMJCL) that can be used to unload history VSAM data
sets created by the data collector. After unloading, you can use the data as input to the batch Record trace
function for problem determination. The sample JCL might need to be modified.

Exception processing

Exception processing is the most effective way of identifying performance problems. The first step in
monitoring your Db2 system should always be to start thread and statistics exception processing.

Use Online Monitor exception processing to identify Db2 thread and statistics fields with values outside
defined thresholds. This allows better management of service levels by identifying problems in the Db2
subsystem and threads causing performance problems.

By using display exception processing and periodic exception processing, you can monitor and identify:
« Threads that might be experiencing problems

« Subsystem-wide Db2 conditions that might be causing performance problems

By using exception event processing, you can monitor the following events:

» Deadlock
« Timeout
« EDM pool full
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Authorization failure

Thread commit indoubt

Coupling Facility (CF) rebuild/alter start
CF rebuild/alter end

Global trace started

The threshold values for thread activity and statistics fields are specified in the Exception Threshold data
set. When exceptions are detected during your monitoring session, you are notified so that appropriate
action can be taken. In addition, you can activate a user exit that can automatically trigger any immediate
reaction, for example, issue an alert to NetView®.

You can view information about any of the exceptions using the Online Monitor LOOK command.
With exception processing, you can create the following two data sets for later analysis:

- The Exception Log data set (to print a list of exceptions or to load exception data into Db2)
« The Exception DPMOUT data set (records that had exceptions)

Exception processing modes

This section describes the three basic types of exception processing available: display exception
processing, periodic exception processing, and exception event processing.

Display exception processing

Use display exception processing to monitor the occurrence of a specific exception. This exception
processing mode operates in the foreground of Online Monitor processing. With display exception
processing you can view thread activity exceptions, and statistics exceptions in interval or delta
processing mode.

With display exception checking, fields shown in the current panel are checked whenever the display is
refreshed with new or historical data. Fields with exception conditions are shown in reverse video, and the
color of the field indicates the level of the exception. Warning level exceptions are highlighted in yellow,
while Problem level exceptions are highlighted in red. These colors can differ if you have changed your
ISPF default colors. Selection fields in the detail panels are also shown in reverse video if any of their
lower level windows contain fields in exception status. The exception notifications are stored and can be
examined using the LOOK command.

Periodic exception processing

Use periodic exception processing to periodically monitor thread activity fields and statistics fields for
exception conditions. This processing mode runs in the background of Online Monitor processing.

With periodic exception processing, data is tested for exception whenever the interval that you specified
has elapsed (whether or not you are viewing the relevant data). If any Problem level exceptions are
detected, the Exception Notification window is displayed. If only Warning level exceptions are detected,
a message is displayed to notify that a periodic exception has occurred. This window is overlaid on the
current panel and shows the number of periodic exceptions detected during the interval. The exception
notifications are stored and can be examined using the LOOK command.

If the data collector is active, periodic exception processing can continue when you exit the Online
Monitor. When you use the Online Monitor the next time, any periodic exceptions that were detected
while you were not logged on are displayed. Periodic exception processing is not terminated until you
stop it or until the data collector itself is terminated. If the data collector is not active, periodic exception
processing terminates when you exit the Online Monitor.
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Exception event processing

Use exception event processing to monitor the Db2 subsystem for the occurrence of particular events.
This processing mode runs in the background of Online Monitor processing. The following events can be
monitored:

« Deadlock

« Timeout

« EDM pool full

« Authorization failure

« Thread commit indoubt
« CF rebuild/alter start

« CF rebuild/alter end

« Global trace started

- Data set extension

« Unit of recovery problem
 Log space shortage

The events must be specified with the EXCEPTIONEVENT data collector parameter or in the Data

Collector Parameters window before exception event processing can be activated from the Exception
Processor panel. For more information, see the IBM Db2 for z/OS in the IBM Knowledge Center.

When an exception event is detected, the Exception Notification window is displayed to notify you that
an exception event has occurred. Exception event notifications are stored and can be examined using the
LOOK command.

Past data and exceptions

Display exception processing operates with past data just as if the data had been retrieved directly from
Db2. Exceptions are shown in reverse video and logged as normal.

Periodic exception processing and exception event processing do not report on past data. They report on
current data, whether or not past data is currently being displayed.

Exception Notification window

The Exception Notification window is displayed whenever periodic exception or exception event
processing is active and either a problem level exception or an event exception is detected. This window
is overlaid on the current panel and shows the number of periodic problem and warning level exceptions,
and the number of exception events since the last exception notification or since exception processing
was started.

If exception event processing is active, the Exception Notification window is shown, as in the following
figure.
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DGOMEPE1 Exception Notification

Time . . : 04/14/08 12:42:32
Periodic Exceptions
Problem . . . . . . . . . . . :0
Warning . . . . . . . . . . . :0
Exception Events
Deadlock . . . . . . . . . . . :0
Timeout . . . . . . . . . . . :0
EDM Pool Full . . . . . . . . : 0
Authorization Fajilure . . . . : 1
Thread Commit Indoubt . . . . : 0O
CF rebuild/alter start . . . . : 0
CF rebuild/alter end . . . . . : 0
Global trace started . . . . . : 0
Data set extension . . . . . . : 0O
Unit of Recovery problem . . . : O
Log space shortage . . . . . . : 0O
Fl=Help F2=Split F9=Swap
F12=Cancel

Figure 21. Exception Notification window (exception event processing active)

If exception event processing is not active, the Exception Notification window is shown, as in the following

figure.

DGOMEPEX Exception Notification
Time . . : 04/04/08 11:53:26

Periodic Exceptions

Problem : 1

Warning : 2

Fl=Help F2=Split F9=Swap
F12=Cancel

Figure 22. Exception Notification window (exception event processing inactive)

To exit the Exception Notification window and return to the panel you were viewing, press Enter or F12
(Cancel).

The Periodic Exceptions section of this window shows the number of Problemand Warning level
periodic exceptions since the last time you were notified of an exception.

The Exception Events section of this window shows the number of exception events that occurred
for various events since the last time you were notified of an exception. This field categorizes the seven
different classes of exception events that can occur.

How to define exception threshold values
This information shows where exception thresholds are defined.

This information has been consolidated in the Reporting User's Guide for consistency reasons.

How to start exception processing

Exception processing is started from the Exception Processor panel. All exception processing functions
are activated from this panel.

Figure 23 on page 33 shows the Exception Processor panel.

Alternatively, exception processing can automatically be started when the OMEGAMON Collector is
started.
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Starting exception processing when the OMEGAMON Collector is started

When the OMEGAMON Collector is started, its startup parameters determine whether exception events
are to be processed. Dependent on which exception events are specified, the appropriate traces are
started. If an Exception Threshold data set with exception criteria is already available, it can be specified
in the OMEGAMON Collector startup parameters. By this means, exception processing automatically
starts with predefined exception thresholds whenever the OMEGAMON Collector is started.

For more information about the Exception Threshold data set, a sample data set provided with the
product, its data set attributes, and how its content can be modified, see the Reporting User's Guide.

For more information about OMEGAMON Collector startup parameters, see the topic about configuring
OMEGAMON Collector for exception processing in Monitoring Performance from the OMEGAMON Classic
Interface. The EXCEPTIONEVENT startup parameter determines the events, and the AUTOEXCPTHNAME
startup parameter specifies the name of the Exception Threshold data set that is to be used at startup.

If this means of starting exception processing is used, and if the content of the Exception Threshold data
set is modified while the OMEGAMON Collector is running, remember to refresh the environment if you
want the new exception criteria to be recognized.

Refer to “How to restart exception processing (REINIT command)” on page 36 for more details.

Starting exception processing from the Exception Processor panel

Use the Exception Processor panel to activate and deactivate various exception processes by selecting
exceptions under Activate/Deactivate Exception Processing.

To display this panel, select option 2 (Control Exception Processing) from the Online Monitor Main
Menu.

DGOMEPO2 Exception Processor PMO1DLOC DSN1 V10

For any field enter any character to activate

More: -+
Activate/Deactivate Exception Processing
Display thread summary
Display thread detail
Display statistics detail > Periodic > User Exit
Exception event notification

Options

Periodic units . . . . . . . . . . . . .. 2 1=Seconds
2=Minutes

Periodic interval . . . . . . . . . . . . 10 1-7200 Seconds

1-120 Minutes
> Disable auto-display for problem exceptions
> Sound alarm for exception warnings
Log file data set output needed
DPMOUT data set output needed

Exception threshold data set

Name . . . . . . . . .
Command ===>

Fl=Help F2=Split F3=Exit F7=Up F8=Down F9=Swap
F12=Cancel Fl6=Look F17=Collect

Figure 23. Exception Processor panel

Use the 1 field to specify whether the 1 field value is in seconds or minutes. This field is only required for
periodic exception processing.

The 1 field specifies how often Db2 instrumentation data is gathered, examined for exceptions, and
reported if an exception condition occurs. All periodic exception messages are gathered periodically as
specified by this field, and reported when the display is refreshed. After the elapsed period, if any periodic
exceptions have occurred, the Exception Notification window is displayed and shows the number of
warning and problem exceptions. This field is only required for periodic exception processing.
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You can request a Log File data set or DPMOUT data set to be written by selecting Log file data
set output needed or DPMOUT data set output needed from the Exception Processor panel,
respectively. When you request a log or DPMOUT file, the Exception Output Data Sets window is
displayed. See “Exception Output Data Sets window” on page 34 for details.

Previously selected fields are indicated by a greater than symbol (>).

The Exception threshold data set field contains the name of the Exception Threshold data set
used as input to the exception processor. The data set is built using the Exception Threshold Field Details
panel. The Online Monitor exception processor uses the information in this data set to test fields for
exception conditions.

Note: A valid Exception Threshold data set needs to be specified in the Exception Processor panel before
activating display exception, periodic exception, or exception event processing.

Exception processing user exit

OMEGAMON for Db2 PE supports a user exit to enhance the exception processing capabilities. This exit
can handle periodic exceptions and event exceptions. Therefore, you can start the exception user exit for
periodic processing, event processing, or both, depending on which kind of exception processing you have
activated in the Exception Processor panel.

You can activate the user exit together with periodic exception processing, event exception processing, or
both. But you can also activate it when periodic exception processing, event exception processing, or both
are already active.

To activate the user exit, type any character in the User Exit field. To deactivate the user exit, enter a
blank in this field. The User Exit field is displayed only if the data collector is active.

Several users can invoke periodic exception processing or event exception processing simultaneously
using different threshold data sets. The users can start or stop this user exit independently. The user exit
routine can check for the user ID, the exception field name, the field value, or other characteristic items to
select individual paths of processing.

OMEGAMON for Db2 PE provides a sample of the exception processing exit, called DGOMUPXT, which
issues a message to the operator. The message text varies depending on whether the situation is an event
exception or a periodic exception. For a description of the different formats of this message, see message
number DGOV0100I in Messages.

You can modify DGOMUPXT according to your needs, for example, to examine the type of exception and
perform any action necessary to handle the situation.

For more information, see IBM Db2 for z/OS in the IBM Knowledge Center.

Exception Output Data Sets window
The Exception Output Data Sets window is displayed whenever you have requested a Log File or DPMOUT
data set in the Exception Processor panel.
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DGOMEPO3 Exception Output Data Sets

Specify the data set(s) to be used, and press Enter

Display log file data set

Name 5 o c

Disposition . . 1 1=append 2=overwrite 3=new
Display DPMOUT data set

Name . . . . .

Disposition . . 1 1=append 2=overwrite 3=new
Periodic log file data set

Name . . . . .

Disposition . . 1 1=append 2=overwrite 3=new
Periodic DPMOUT data set

Name 5 o o <

Disposition . . 1 1=append 2=overwrite 3=new
Fl=Help F2=Split F7=Up F8=Down F9=Swap F12=Cancel

Figure 24. Exception Output Data Sets window

Use this window to enter the names of the Exception Log data set and DPMOUT data set you want the
exception processor to write to. If the data collector is active for your current subsystem, make sure that
it is authorized to write to these data sets. Different data sets are used for display exceptions and periodic
exceptions.

For data sets selected in the Exception Processor panel, a valid name is required. Do not specify a name
for those data sets that were not selected. Therefore, if a LOG data set was selected but not a DPMOUT

data set, then you must enter a valid name for the Exception Log data set, but not for the DPMOUT data

set.

You can enter the name of an output Log File data set where exception conditions are written. An entry is
written to the data set for each exception condition detected by the exception processor. This data set can
subsequently be used as input to the Db2 LOAD utility, or printed using the Exception Log print utility.

See “Printing the Exception Log File data set” on page 41 for more information.

For the layout of the Exception Log File data set, see “Layout of the Exception Log File output record” on
page 73.

You can enter the name of an output DPMOUT data set where DPMOUT-formatted records that contain
exception conditions are written. This data set can be used as input to a batch Record trace or Statistics
trace for a more detailed analysis of exception conditions. See the Report Reference for information about
the layout of DPMOUT-formatted records.

The Disposition fields specify how the data is to be written to the data sets. Enter 1 (append) to
append the data, 2 (overwrite) to overwrite the old data, or 3 (new) to dynamically allocate a new data
set.

Press Enter to initialize exception processing and to activate the selected functions. If there are any errors
during this process, a panel is displayed that shows the errors.

Starting display exception processing
Display exception processing is started from the Exception Processor panel under Activate/
Deactivate Exception Processing.

The Exception Processor panel is shown in see Figure 23 on page 33.

Enter any character in the following fields to activate display exception processing for the appropriate
displays:

e Display thread summary
« Display thread detail
e Display statistics detail
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Starting periodic exception processing
Periodic exception processing is started from the Exception Processor panel under Activate/
Deactivate Exception Processing.

The Exception Processor panelis shown in Figure 23 on page 33.

Enter any character in the 1 field and specify the periodic exception units and interval under the Options
field to activate periodic exception processing.

Starting exception event notification
Exception event notification is started from the Exception Processor panel under Activate/
Deactivate Exception Processing.

The Exception Processor panel is shown in Figure 23 on page 33.

Enter any character in the Exception event notification field to activate exception event
notification.

The events must be specified with the EXCEPTIONEVENT data collector parameter or from the Data
Collector Parameters window of the administrator user dialog before exception event processing can be
activated.

How to restart exception processing (REINIT command)

If the values in the Exception Threshold data set are changed during an Online Monitor session, the
exception processor needs to be restarted (reinitialized) to load and use the new values.

Exception processing initialization occurs when you start display or periodic exception processing using
the options in the Exception Processor panel as shown in Figure 23 on page 33. You can reinitialize
exception processing by stopping and starting exception processing from the Exception Processor panel.

You can also reinitialize exception processing by using the REINIT command. The command syntax is:

»— REINIT >«

Figure 25. Syntax of the REINIT command

Type REINIT (or a valid abbreviation, beginning with a minimum of REI) on any command line (except on
the Asynchronous Task Termination panel) as long as exception processing is active, and press Enter.

Examining exception messages (LOOK command)

This section describes how to examine exception messages issued during exception processing using the
LOOK command.

Whenever an exception occurs, an exception message is written to the appropriate exception list where it
can be examined using the LOOK command.

The command syntax is:
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»— LOOK >4

1 —

;2_}
3 —
4 —

M 5 —

;6_}

Figure 26. Syntax of the LOOK command

The LOOK parameters 1 to 6 correspond to the options on the Look Selections menu in Figure 27 on page
37.

To display the Look Selections menu, type LOOK and press Enter on any command line, or press F16
(LOOK).

DGOMLMSP 03:35 Look Selections
Subsystem: PM0O1DLOC DSN1 V10
Select one of the following displays

Periodic Exceptions

Periodic Exceptions Messages
Display Exceptions
Authorization Failure Summary
Exception Event Summary
Exception Event Messages

SCURhWNPE

Command ===>
Fl=Help F2=Split F3=Exit F6=History F9=Swap F12=Cancel
F17=Collect

Figure 27. Look Selections menu

Use the Look Selections menu to reach panels that display exception messages and the status of
exception processes. The list panels display the last 500 exceptions and authorization failures that
occurred during your Online Monitor session. When this limit is reached, the oldest entries in the list are
discarded as new entries are added. When these windows are first displayed, the bottom of the list is
displayed and shows the most recent exceptions that occurred.

The following topics describe the windows that can be accessed from the Look Selections menu.

Examining the Periodic Exceptions

To display the Periodic Exceptions List window, select option 1 (Periodic Exceptions) from the Look
Selections menu or type LOOK 1 and press Enter on any command line.
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DGOMLAXP Periodic Exceptions List Row 499 to 500 of 500

Periodic Interval started . . . . . . . : 03/30/08 08:52:04.10
Last Interval . . . . . . . . . . . . . : 03/30/08 08:53:35.85
Time Location Group Subsystem Member  Corrname
Reqgloc Primauth Planname Connect Corrnmbr
Field Value Compare Threshold Type By
Descr
_ 08:35:36 PMO1DLOC GROUPGO1 N/P MEMBERO1
N/P N/P N/P
SLRSUSP 100 > 0 Problem Total
TOTAL ALL SUSPENSIONS
_ 13:21:28 PMO1DLOC GROUPGO1 N/P MEMBERO1
N/P N/P N/P
ADRECETT 0.0 < 100 Problem Commit

ELAPSED TIME IN APPLICATION (CLASS 1)
*hkkkkhhkkkkkkhkhkkkkkkkrkkxkxkxx Bottom of data *xxkkkkkkkkkkkkkkkkkkhhkhkkkkkkxk

Command ===>
Fl=Help F2=Split F3=Exit F7=Up F8=Down F9=Swap
F12=Cancel

Figure 28. Periodic Exceptions List window

Use this window to view the most recent periodic exceptions that have occurred. You can use the scrolling
keys F7 (Up) and F8 (Down) to browse the list.

Select any of the entries listed in this window to display either the Thread Detail panel or Db2 Statistics
Detail panel as appropriate, where you can examine the field causing the exception. Pressing F3 (Exit) or
F12 (Cancel) returns you to the Periodic Exceptions List window. If the selected exception was caused by
a thread that is no longer active, past data is automatically retrieved if available to display the thread.

For more information about history, see “Viewing past data” on page 28.

This list is cleared if you exit the Online Monitor without an active data collector running.

Examining the Periodic Exceptions Messages

To display the Periodic Exception Messages window, select option 2 (Periodic Exceptions
Messages) from the Look Selections menu or type LOOK 2 and press Enter on any command line.

DGOMLAMP Periodic Exception Messages ROW 1 TO 2 OF 2

Message

DGOM944 Periodic Exception Processor started at 03/30/08 08:52:04.100
DGOM945 Periodic Exception Processor stopped at 03/30/08 08:53:07.290
Fkkkkhkkkkkkhkkkkkkkkkxkkkkkk BOTTOM OF DATA skhokskkkskkhkhkkkhhkhkkkkhkkhkkkkkk

Command ===>
Fl=Help F2=Split F3=Exit F7=Up F8=Down F9=Swap

F12=Cancel
Figure 29. Periodic Exception Messages window

Use this window to view messages issued by the periodic exception processor. You can use the scrolling
keys F7 (Up) and F8 (Down) to browse the list.

This list is cleared when you exit the Online Monitor.
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Examining the Display Exceptions

To display the Display Exception List window, select option 3 (Display Exceptions) from the Look
Selections menu or type LOOK 3 and press Enter on any command line.

DGOMLSXP Display Exception List Row 499 to 500 of 500
Time Location Group Subsystem Member Corrname
Reqloc Primauth Planname Connect Corrnmbr
Field Value Compare Threshold Type By
Descr
08:35:36 PMO1DLOC GROUPGO1 N/P MEMBERO1
N/P N/P N/P
SLRSUSP 100 > 0 Problem Total
TOTAL ALL SUSPENSIONS
13:21:28 PMO1DLOC GROUPGO1 N/P MEMBERO1
N/P N/P N/P
ADRECETT 0.0 < 100 Problem Commit

ELAPSED TIME IN APPLICATION (CLASS 1)

*hkkkkkkkkkhkkkhkkkkkkkkxkkxkkx*x Bottom o0f data **xxkkkkkkkkhkkkrkhkkhkhkkkhkkkhkkkkk

Command ===>
Fl=Help F2=Split F3=Exit F7=Up F8=Down F9=Swap
F12=Cancel

Figure 30. Display Exception List window

Use this window to view information about the latest display exceptions that have occurred during your
Online Monitor session. You can use the scrolling keys F7 (Up) and F8 (Down) to browse the list.

This list is cleared when you exit the Online Monitor.

Examining the Authorization Failure Summary

To display the Authorization Failure Summary window, select option 4 (Authorization Failure
Summary) from the Look Selections menu or type LOOK 4 and press Enter on any command line.

DGOMLAFS Authorization Failure Summary ROW 1 TO 3 OF 3
Reporting Started . . . . . . . . . . . : 03/30/08 08:52:04
Last Intexrval . . . . . . . . . . . . . : 03/30/08 09:01:23

For details, place any character next to date and press Enter

Date Time Authorization ID
03/30/08 08:52:04 USER300

03/30/08 08:52:34 USER300
03/30/08 08:53:07 USER300

*hkkkkkkkkkkkkkkkkkkkkkkkkkkkx BOTTOM OF DATA *kkkkkkkkkhkhkhkkkkkkhkhkkkkkkkhkkkk

Command ===>
Fl=Help F2=Split F3=Exit F7=Up F8=Down F9=Swap
F12=Cancel

Figure 31. Authorization Failure Summary window
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Use this window to view a list of authorization failures. You can select any item from the list to display
the Authorization Failure Detail window, where the authorization failure can be examined in greater detail.
You can use the scrolling keys F7 (Up) and F8 (Down) to browse the list.

Examining the Exception Event Summary

To display the Exception Event Summary window, select option 5 (Exception Event Summary) from
the Look Selections menu or type LOOK 5 and press Enter on any command line.

DGOMLEXP Exception Event Summary ROW 1 TO 4 OF 4
Reporting Started . . . . . . . . . . . : 12/07/09 08:52:04

Last Intexrval . . . . . . . . . . . . . : 12/07/09 09:01:23

Date Time IFCID

_ 12/07/09 08:52:50 172 Deadlock

_ 1207/09 08:53:06 267 CF rebuild/alter started

_12/07/09 08:54:11 090 Global trace started

_ 12/07/09 08:54:12 359 Index split

_ 12/07/09 08:54:13 337 Lock escalation

*

*hkkkkkkkkkkkkkkkkkkkkkkkkkkkx BOTTOM OF DATA *kkkkkkkkkkhkhkkkkkkhkhkkkkkkkkkkk

Command ===>
Fl=Help F2=Split F3=Exit F7=Up F8=Down F9=Swap
F12=Cancel

Figure 32. Exception Event Summary window

Use this window to view the most recent exception events that occurred during your Online Monitor
session. You can use the scrolling keys F7 (Up) and F8 (Down) to browse the list.

Select any event listed on the Exception Event Summary window for closer examination. When an
exception event is selected, one of the following windows is displayed as determined by the type of
event:

« EDM Pool Full Data window

« Deadlock Data window

« Timeout Data window

« Coupling Facility (CF) Rebuild/Alter Start Event window
« CF Rebuild End Event window

e CF Alter End Event window

« Unformatted Record panel (thread commit indoubt)
- Global trace started

 Data Set Extension Data window

« Unit of Recovery Inflight or Indoubt Data window

- Active Log Space Shortage Data window

For IFCID 337 (Lock Escalation) an IFCID 359 (Index Split) exception events no details are available
because the ISPF Online Monitor runs in Db2 10 toleration mode only.

Examining the Exception Event Messages

To display the Exception Event Messages window, select option 6 (Exception Event Messages) from
the Look Selections menu or type LOOK 6 and press Enter on any command line.
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DGOMLEMP Exception Event Messages ROW 1 TO 4 OF 4
DGOM953 Exception event processor started at 03/30/08 08:52:04.100
DGOM954 Exception event processor stopped at 03/30/08 08:52:10.100
""""""""""""""" BOTTOM OF DATA sokskokskskkhokokok sk khok ok khok ko sk ke kkok

Command ===>
Fl=Help F2=Split F3=Exit F7=Up F8=Down F9=Swap
F12=Cancel

Figure 33. Exception Event Messages window

Use this window to view messages issued by the exception event processor. You can use the scrolling
keys F7 (Up) and F8 (Down) to browse the list.

Exception processor output data sets

Exception processing output data can be written to data sets. Use these data sets for further analysis of
exception conditions.

Note: Always write monitor, trace, Exception Log File, and exception DPMOUT data to separate data sets.

Exception Log File data set

You can specify a particular Exception Log File data set where information about exceptions is written.
The contents of the Exception Log File data set can be either printed or loaded into a Db2 table for further
investigation.

To retain log file data on the same data set across multiple Online Monitor sessions, specify APPEND for
the disposition.

To dynamically allocate a new Exception Log File data set with the following attributes, specify NEW for
the disposition:

RECFM:
VB

LRECL:
512

BLKSIZE:
4096

The data set contains an entry for each field found in exception status.

See “Layout of the Exception Log File output record” on page 73 for the layout of the Exception Log File
data set.

Printing the Exception Log File data set
You can print the contents of the Exception Log File data set using the Exception Log File print utility.

To use this utility, submit the sample member DGOMEJCL found in the RKO2SAMP library. This member is
provided as an example and can be modified as required.

Performance Database
Exception data can be loaded into OMEGAMON for Db2 PE’s Performance Database.

You can find CREATE TABLE DDL, LOAD, CREATE VIEW statements, and sample SQL queries in the
RKO2SAMP library, in the following members:

CREATE TABLE statement:
DGOECFIL
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LOAD utility control statement:
DGOELFIL

Sample CREATE VIEW statement:
DGOEVFIL

Sample SQL query:
DGOEQFIL

Exception DPMOUT data set

You can specify a particular exception DPMOUT output data set. This data set holds the Db2
instrumentation records that contain at least one field in exception status, in DPMOUT format. You can
use this data set as input to a batch Record trace or Statistics trace for a more detailed analysis of
exception conditions.

To retain DPMOUT data on the same data set across multiple Online Monitor sessions, specify APPEND for
the disposition.

To dynamically allocate a new DPMOUT data set with the following attributes, specify NEW for the
disposition:
RECFM:

VBS

LRECL:
32756

BLKSIZE:
6233

See the Report Reference for information about the layout of the DPMOUT record.

Stopping exception processing

The different types of exception processing can be stopped using the Exception Processor panel by
deselecting the appropriate fields under Activate/Deactivate Exception Processing.

Figure 23 on page 33 shows the Exception Processor panel.

If an exception task is active when you exit the Online Monitor, you are notified by one of the
Asynchronous Task Termination panels. You can either keep selected tasks active (if the data collector is
active) and exit the Online Monitor, or return to the Online Monitor Main Menu keeping all asynchronous
tasks active.

See “Leaving the ISPF Online Monitor” on page 12 for more information.

If an exception task is active when you change Db2 subsystems, you are notified by one of the
Asynchronous Task Termination panels. You can either change Db2 subsystems and terminate all
asynchronous tasks, or return to the previous panel keeping all asynchronous tasks active.

See “Db2 Subsystem windows” on page 7 for more information.

If you work in split screen mode and you change the subsystem in one session, periodic exceptions are
terminated even if they were turned on in the other session.

Monitoring the access path with Explain

Online Monitor Explain provides a real-time analysis of the access path methods that are chosen by Db2
for a given SQL statement. You can also modify the SQL statement text and reexplain it. This provides you
with the ability to tune a Db2 subsystem while you are online.

This topic describes how to select the SQL statement you want to explain from within the Online Monitor
or from within an ISPF/PDF editor, the authorization required to use Explain, performance considerations,
tuning advice, and the Db2 Explain Output panel.
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Online Monitor Explain is based on DB2's SQL Explain function. However, it translates the more important
PLAN_TABLE codes into full English sentences, so you do not need to know the values and columns of

the PLAN_TABLE. In addition, Online Monitor Explain provides direct access to related catalog information
(the catalog statistics of the tables and indexes that are used in the SQL statement).

Authorizations required to use Explain

To explain an SQL statement, you need Db2 EXECUTE privilege on the OMEGAMON for Db2 PE Explain
plan defined at installation. The name of this plan is KO2EXPL.

The following Db2 PLAN_TABLE privileges might also be required:
« Explain an entry in a plan table.

You require Db2 SELECT privilege on the PLAN_TABLE.
« Explain an SQL statement from a previously bound plan or package.

You require Db2 SELECT privilege on the plan or package owner’s PLAN_TABLE. If you do not have the
privilege, a dynamic Explain of the statement is performed if you have UPDATE privilege on your own
PLAN_TABLE.

« Explain an SQL statement entered in the panel.

You require Db2 UPDATE privilege on your own PLAN_TABLE.
« Explain an SQL statement from a Thread Activity window.

You require Db2 SELECT privilege on the plan or package owner’s PLAN_TABLE. If you do not have the
privilege, a dynamic Explain of the statement is performed if you have UPDATE privilege on your own
PLAN_TABLE.

« CREATE or ALTER a plan table.

You require a minimum of CREATETAB authority on the database that the PLAN_TABLE is created in, or
ALTER authority to modify the PLAN_TABLE.

Performance considerations

The execution time to explain a plan or package depends on the number of rows in the accessed
PLAN_TABLE. If the table has many rows, you can improve performance by creating an index on
PROGNAME, QUERYNO. Alternatively, delete unnecessary rows from your PLAN_TABLE.

What to look for in Explain information

When an SQL statement is explained, it is important that the explaining takes place on the production Db2
subsystem, or at least on a Db2 subsystem where the catalog statistics have been updated to reflect the
real production system in terms of table size, available indexes, and other key values. You can specify the
“current server” on which Explain is to be executed. This option makes it possible that you are connected
to a Db2 test subsystem while you execute the Explain on the remote production system.

The following Explain information can be useful in determining why an application does not perform as
expected:

« Access path chosen

Table space scans and nonmatching index scans should be avoided, unless you intend to access all
rows in a given table or the table is very small. If the table has one or more indexes, try to reconstruct
the SQL statement in such a way that Db2 chooses a better access path. If there is no index, consider
creating one.

« Index-Only-Access

When you only select a few column values, consider the possibility of including these few columns in
the column list of one of the indexes. In this way, all requested data can be found in the index. The
access path message informs you if you succeed in doing so. Likewise, if you select a maximum value,
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consider building a descending index on that column (or an ascending index, if you select a minimum
value). In this way, you can even avoid the scanning of leaf pages in the index structure.

« Clustering versus clustered

If a clustering index has been chosen by Db2, ensure that the actual index is clustered. In the Index
Information window, if the clustered value is NO, or if the cluster ratio is less than 95%, the table space
might need a reorganization to bring the data rows into clustering sequence.

« Number of matching columns

On the Plan Table Data panel, if Db2 has selected a matching index scan, you should verify in the Index
Information window that the number of columns used in the index is what you expect.

- Active pages versus pages with rows

Verify that the number of pages with rows is approximately the same as active pages, especially if
you are performing table space scans. The value shown in the 1 field in the Table Information window
should be as close as possible to 100 percent.

« Number of tables per table space

On the Table Space Information window, you should monitor the Tables field. This field shows the

number of tables located in the table space. If the access path is Tablespace scan and the table

space is not segmented, there should be only one table in the table space.