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About this publication

IBM® Tivoli® Storage Manager is a client/server program that provides storage
management solutions to customers in a multi-vendor computer environment.
Tivoli Storage Manager provides an automated, centrally scheduled,
policy-managed backup, archive, and space-management facility for file servers
and workstations.

This publication provides concept information about Tivoli Storage Manager, in
addition to chapters that help you configure, administer, use, and monitor the
Tivoli Storage Manager server environment.

Who should read this guide

This guide is intended for anyone who is registered as an administrator for Tivoli
Storage Manager. A single administrator can manage Tivoli Storage Manager, or
several people can share administrative responsibilities.

You should be familiar with the operating system on which the server resides and
the communication protocols required for the client/server environment. You also
need to understand the storage management practices of your organization, such
as how you are currently backing up workstation files and how you are using
storage devices.

Publications

The Tivoli Storage Manager product family includes IBM Tivoli Storage
FlashCopy® Manager, IBM Tivoli Storage Manager for Space Management, IBM
Tivoli Storage Manager for Databases, and several other storage management
products from IBM Tivoli.

To view IBM product documentation, see fhttp://www.ibm.com/support /|
[knowledgecenter /|

Conventions used in this guide

+ Command to be entered on the AIX® command line:
> dsmadmc
¢ Command to be entered on the command line of an administrative client:

query devclass

In the usage and descriptions for administrative commands, the term characters
corresponds to the number of bytes available to store an item. For languages in
which it takes a single byte to represent a displayable character, the character to
byte ratio is 1 to 1. However, for DBCS and other multi-byte languages, the
reference to characters refers only to the number of bytes available for the item and
may represent fewer actual characters.
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New for IBM Tivoli Storage Manager Version 7.1

Many features in the Tivoli Storage Manager Version 7.1 server are new for
previous Tivoli Storage Manager users.

New in this release

New features and other changes, including fixes for problems, are available in the
Tivoli Storage Manager Version 7.1.1 server.

Operations Center updates

New features are available in Tivoli Storage Manager Operations Center Version

7.1.1.

The following enhancements were made to the Operations Center for Version 7.1.1:

Navigation, customization, and reporting

You can now complete the following tasks:

Use improved linking to navigate between pages of the Operations
Center more easily

Use advanced filters to construct custom views of table data
Bookmark and use shared links to commonly accessed web pages

Customize the Operations Center login page to include text that you
provide

Configure daily email reports on client coverage and server status

If you have a Tivoli Storage Manager Suite for Unified Recovery license,

compare the amount of data you are managing with what your
entitlement allows

Alerts You can now complete the following tasks from the Alerts page:

Clients

Add an alert by specifying the message that triggers the alert
Select which administrators receive email notifications for an alert
Change the category for an alert

Delete an alert definition for a message, so the message no longer
triggers an alert

You can now complete the following tasks from the Clients page:

View client schedules
Add client schedules
Modify client schedules

Client details now include diagnosis information. Use the Diagnosis page
to view client errors and recommendations for how to resolve them. You

can also view client log messages to help you diagnose problems without
accessing the client system.

Services

You can now view the following policy domain details on the Services
page:

© Copyright IBM Corp. 1993, 2014
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* Properties of the policy domain, such as the default management class
and the retention grace period

* The files and related objects that were examined and expired over the
previous two weeks

* The active policy set for the policy domain

Servers
You can now view maintenance schedules from the Servers page.

Storage Pools

You can now complete the following tasks from the Storage Pools page:

* Manually migrate storage pool data

* Manually reclaim storage pool space

* View the following storage pool details:
— Properties of the storage pool, such as the device class and utilization
— The storage pool capacity that was used over the previous two weeks
— Volumes that are assigned to the storage pool

* Edit certain storage pool properties

For more information about these enhancements, see the Operations Center help.

To open the help, hover over the help icon J in the Operations Center menu
bar.

Tivoli Monitoring for Tivoli Storage Manager updates

Tivoli Monitoring for Tivoli Storage Manager Version 7.1 includes updated
components and a new dashboard to view Cognos® reports.

IBM Tivoli Monitoring for Tivoli Storage Manager includes the following changes
in version 7.1:

* You can use the Dashboard Application Services Hub web interface to access
Tivoli Common Reporting.

* New Cognos reports are available:
— Storage pool deduplication savings
— Disk utilization trends

* The existing BIRT reports that were available in previous releases are available
as Cognos reports.

* You can now restrict communications to use the Transport Layer Security (TLS)
1.2 protocol. For your system to be in compliance with the NIST SP800-131A
security standard, you must specify KSK_SSL_DISABLE_LEGACY_TLS=1 in the agent
instance environment file.

Related reference:

[“Cognos status and trend reports” on page 772|
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Updates for the Tivoli Storage Manager server component

New features are available in the Tivoli Storage Manager Version 7.1.1 server
component.

Recover damaged files from a replication server

With Tivoli Storage Manager Version 7.1.1, you can use node replication processing
to recover damaged files. When this feature is enabled, the system detects any
damaged files on a source replication server and replaces them with undamaged
files from a target replication server.

You can enable this feature for specific client nodes. When you use the REGISTER
NODE command to define a node, or the UPDATE NODE command to update a node,
you can specify whether data from damaged files is recovered automatically
during the replication process.

In addition to configuring nodes for file recovery, you can override the file
recovery setting that is specified for a node. By specifying a parameter on the
REPLICATE NODE command for a single replication instance, you can start a process
that replicates the node and recovers damaged files. Alternatively, you can start a
replication process for the sole purpose of recovering damaged files.

To use this feature, you must install Tivoli Storage Manager V7.1.1 on the source
and target replication servers, and ensure that file recovery is enabled.

Related tasks:

[“Recovering damaged files from a replication server” on page 910

Manage replicated data with policies that are defined on the
target replication server

With Tivoli Storage Manager Version 7.1.1, you can use the policies that are
defined on the target replication server to manage replicated client-node data
independently from the source replication server. In previous releases, client node
data on the target replication server was managed by policies on the source
replication server.

When this feature is enabled, you can use the policies on the target replication
server to complete the following tasks:

* Maintain more or fewer versions of replicated backup files between the source
and target replication servers.

* Retain replicated archive files for more or less time on the target replication
server than they are being maintained on the source replication server.

If you keep fewer versions of files or retain files for less time on the target
replication server, you can reduce the amount of storage that is required for this
server.

To use this feature, you must install Tivoli Storage Manager V7.1.1 on the source
and target replication servers. Then, you must verify the differences between the
policies for client nodes on the source and target replication servers. Finally, you
can enable the policies on the target replication server.

Related tasks:

[“Enabling the target replication server policies” on page 998|
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Restrict SSL protocols to TLS 1.2 or later

With Tivoli Storage Manager Version 7.1.1, you can prevent the use of Secure
Sockets Layer (SSL) protocols earlier than TLS 1.2 with the new server option,
SSLDISABLELEGACYTLS.

The SSLDISABLELEGACYTLS option specifies whether to use protocols earlier than
Transport Layer Security (TLS) 1.2 for Secure Sockets Layer (SSL) sessions between
the server and the backup-archive client or storage agent.

Use offline reorganization of tables and indexes

With Tivoli Storage Manager Version 7.1.1, you can reorganize indexes and tables
offline to maintain server stability and improve database performance. To enable
this feature, set the DISABLEREORGTABLE, DISABLEREORGINDEX, and
DISABLEREORGCLEANUPINDEX server options.

You can specify these server options in the dsmserv.opt file to resolve the
following issues:

* Delays when you reorganize tables, which prevents reorganization on other
tables.

* Server that halts because the active log becomes full during index
reorganization.

* Server applications cancel when you use reorganization to resolve deadlocks.

Compress archive logs

With Tivoli Storage Manager Version 7.1.1, you can enable or disable compression
of the archive log files that are written to the archive log directory. By compressing
the archive log files, you reduce the amount of space that is required to store them.

To enable or disable compression of the archive log files, set the ARCHLOGCOMPRESS
server option in the dsmserv.opt file.

Related tasks:

[“Compressing archive logs” on page 662

Compress database backups
With Tivoli Storage Manager Version 7.1.1, you can choose which Tivoli Storage
Manager database backups are compressed.

To enable this feature, specify the COMPRESS parameter on the BACKUP DB or SET
DBRECOVERY commands.

The size of the Tivoli Storage Manager database has increased with the use of data
deduplication. As a result, the space requirements for the database backups also
increased. By compressing volumes that are created during database backups, you
reduce the amount of space that is required for your database backups.
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Verify tape volumes

You can now audit any volume in a tape library by using the AUDIT LIBVOLUME
command, which is available in Tivoli Storage Manager Version 7.1.1 for some

library types and tape drives. When this command is issued, an entire physical
tape volume is audited instead of just a storage pool volume.

With the AUDIT LIBVOLUME command, you can determine if a volume is intact. The
verification process is completed by the tape drive. If errors are detected, you can
use the AUDIT VOLUME command to fix storage pool volumes on the tape.

For information about supported library types and drives, and details on using the
AUDIT LIBVOLUME command, see the server reference information.

Validate pages during database backup processing
Tivoli Storage Manager Version 7.1.1 uses IBM DB2® database technology to
validate database pages during database backup processing.

Best practices for Version 7.1

Learn about best practices that you can implement for the Tivoli Storage Manager
Version 7.1 server and client.

Maximum daily capability for data deduplication

You can deduplicate data for a single Tivoli Storage Manager server up to a
recommended daily maximum amount of 30 TB, or the amount that is outlined for
your blueprint configuration.

The maximum daily amount includes the following processes that are typical of a
daily server cycle:

* Ingesting client data on the server

¢ Deduplicating the client data that is ingested on the server
* Creating a second copy of the data

* Reclaiming data

* Expiring data

* Removing references to extents

You can deduplicate the maximum daily amount of data by using client-side data
deduplication with optimized hardware, such as Solid-State Drives for the
database, and overlapping of some server processes during a 24-hour workload.

Server startup and setting ulimits

Before you start the Tivoli Storage Manager server, verify access rights and user
limits, also known as ulimits.

If you do not verify user limits, the server might become unstable or fail to

respond. Set the ulimit value as 65536 for the maximum number of open files.
Ensure that the system-wide limit is at least the value of the ulimit.
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Duplicate identification processes and memory requirements

To get the best performance for your data deduplication processes, you can specify
an increased number of duplicate identification processes.

When you create a storage pool for data deduplication, you can now specify 0 - 50
parallel processes for server-side duplicate identification.

You can use additional memory to optimize the frequent access of deduplicate
extent information that is stored in the Tivoli Storage Manager database.

Configuring the server to prevent issues with database
backups

With Tivoli Storage Manager Version 7.1, it is no longer necessary to set the API
password when you manually configure the server. If you set the API password

during the manual configuration process, attempts to back up the database might
fail.
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Part 1. Tivoli Storage Manager basics
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Chapter 1. Tivoli Storage Manager overview

IBM Tivoli Storage Manager provides centralized, automated data protection that
can help reduce the risks that are associated with data loss and help manage
compliance with data retention and availability requirements.

Tivoli Storage Manager components are shown in and explained in detail,
following the image.

Operations Command-line
Center administrative
client

Tivoli Storage Manager server

= -

Server

Server storage
Storage pools

Clients
Inventory

Database and
recovery log

V3
A

Applications, virtual machines,
systems

Figure 1. Components of the Tivoli Storage Manager environment
Server

The Tivoli Storage Manager server stores client data to storage media. The server
includes an inventory in which Tivoli Storage Manager stores information about
the client data that it is protecting.

Administrative interfaces for the server include a web-based interface that is called
the Operations Center and a command-line administrative client. The Tivoli
Storage Manager server inventory includes the following components, which can
be monitored from the Operations Center:

Database
Tivoli Storage Manager saves information about each file, logical volume,
or database that it backs up, archives, or migrates. This inventory data is
stored in the server database. The server database also includes
information about the policy and schedules for data protection services.
Client data is stored in a storage pool.

Recovery log
The recovery log consists of the active and archive logs, and other optional
logs. These logs are records of database transactions, which can be used for
database recovery. If a failure occurs, such as a power outage or
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application error, the changes that were made but not committed are rolled
back. Then, all committed transactions, which might not yet be written to
disk, are redone.

Active log
The active log is a record of the most recent database transactions
that are not yet committed.

Archive log
The archive log is a record of the most recent database transactions
that are committed but not yet included in a database backup.

Storage

The Tivoli Storage Manager server can write data to hard disk drives, disk arrays
and subsystems, stand-alone tape drives, tape libraries, and other forms of
random-access and sequential-access storage. The media that the server uses are
grouped into storage pools.

Storage devices can be connected directly to the server, or connected through a
local area network (LAN) or a storage area network (SAN).

Storage pools
Storage pools are a central Tivoli Storage Manager concept. Understanding
them is key to effectively managing your Tivoli Storage Manager server
environment. Storage pools connect the Tivoli Storage Manager policy
hierarchy to the storage devices where client data is stored. A storage pool
represents a set of volumes of the same media type, for example, disk or
tape volumes.

Tivoli Storage Manager stores all managed data objects in storage pools.
You can organize storage pools into one or more hierarchical structures,
and each storage hierarchy can span multiple Tivoli Storage Manager
server instances.

To obtain the best value from your storage investment, you must store data
appropriately in the storage pool hierarchy. A disk pool is often first in the
hierarchy and can be followed by a tape pool. Tivoli Storage Manager
supports many device and media types for sequential access storage.

Clients

Tivoli Storage Manager clients or client nodes protect data by sending it to a Tivoli
Storage Manager server. Client software must be installed on the client system, and
the client must be registered with the server.

A client node is usually equivalent to a computer, such as a backup-archive client
that is installed on a workstation for file system backups. A file space is a group of
client files that are stored as a logical unit in server storage.

Multiple nodes can be installed on a single computer, as in the case of a Microsoft
SQL server that contains both an application client for SQL database backups and a

backup-archive client for file system backups.

You can define the following clients for use with Tivoli Storage Manager:
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Applications
The following clients are application clients. Data that is being protected
for these clients is structured data that requires interaction with backup
interfaces specific to the application:
* Tivoli Storage Manager for Enterprise Resource Planning
¢ Tivoli Storage FlashCopy Manager
* Tivoli Storage Manager for Databases
¢ Tivoli Storage Manager for Mail
* Tivoli Storage Manager for Virtual Environments

This excludes VMware vSphere clients, which are classified as system
clients.

A virtual machine that is backed up using application client software that
is installed on the virtual machine is also classified as an application client.

Virtual machines
A virtual machine is an individual guest that is hosted within a hypervisor.
Each virtual machine is represented as a Tivoli Storage Manager file space.
Backups for multiple virtual machines are consolidated together under a
common node. Each virtual machine is stored under a separate file space
for this common node.

A client is considered a virtual machine when it is protected by either Data
Protection for VMware or Data Protection for Microsoft Hyper-V.

Systems
All other clients, for example, backup-archive and API clients, are classified
as system clients. These clients back up unstructured data that is contained
within files and directories.

System clients also include the following items:

* A Tivoli Storage Manager source server in a server-to-server virtual
volume configuration

* A virtual machine that is backed up using backup-archive client software
that is installed on the virtual machine

Related concepts:

(Chapter 2, “Tivoli Storage Manager server concepts,” on page 21|

Data protection services

Tivoli Storage Manager provides the following data protection services: backup
and restore, archive and retrieve, and migrate and recall. These data protection
services are implemented through policy domains that are defined on the Tivoli
Storage Manager server.

Backup and restore

A backup creates an extra copy of a data object that can be used for recovery if the
original copy is lost or destroyed. A data object can be a file, a directory, or a
user-defined data object, such as a database table.

Tivoli Storage Manager uses a progressive incremental backup method. After a first
full backup, only changed data is moved. This method provides the following
benefits:

* Reduces data redundancy

Chapter 1. Tivoli Storage Manager overview 5
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* Uses less network bandwidth
* Requires less storage pool space

To further reduce storage capacity requirements, Tivoli Storage Manager includes
server-side data deduplication. To reduce network bandwidth, client-side data
deduplication is also available.

Tivoli Storage Manager also works with storage hardware to use other data
reduction techniques such as subfile backup, client compression, and device
compression.

When you restore an object, you copy it back from the server to the client. You can
restore a file, a directory, or all data on a computer.

Archive and retrieve

The archive and retrieve service is for data that must be stored for a long time,
such as for regulatory compliance. You might choose to store this data on a tape
device, which often provides cheaper storage.

Archiving a file copies it and stores it for a specified time to preserve the data for
later use or for records. You can request that files and directories be copied for
long-term storage on media that is controlled by Tivoli Storage Manager. You can
also specify that the original files be erased from the client after the files are
archived.

Retrieving a file copies it from a storage pool to a client node. The retrieve
operation does not affect the archive copy in the storage pool.

Migrate and recall

The migration and recall service is for space management on client systems. You
might choose to store this data in a VTL so that files can be quickly recalled when
they are needed.

Space management is the process of maintaining sufficient free storage space on a
local file system by migrating files to server storage. The files can then be recalled
to the client node on demand, either automatically or selectively. The goal of space
management is to maximize available media capacity for new data and to
minimize access time to data.

Related concepts:

(Chapter 13, “Implementing policies for client data,” on page 469
Related tasks:
[“Policy-based data management” on page 36|
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Data protection operations

Tivoli Storage Manager provides different backup, archive, and restore operations,
that allow you to select the right protection for the situation.

provides details about backup and archive protection options and how they
can help you meet goals for data management.

Table 1. Examples of meeting your goals with Tivoli Storage Manager

For this goal...

Complete this task...

Back up files that are on a user's workstation.

Use the backup-archive client to perform
incremental or selective backups.

Back up data for an application that runs
continuously, such as a database application
(for example, DB2 or Oracle) or a mail
application, such as Lotus® Domino®.

Use the appropriate application client. For
example, use Tivoli Storage Manager for Mail
to protect the LotusDomino application.

Protect virtual machines that are running
VMware or Microsoft Hyper-V.

Use Tivoli Storage Manager for Virtual
Environments: Data Protection for VMware
or Tivoli Storage Manager for Virtual
Environments: Data Protection for Microsoft
Hyper-V.

Use disk hardware that is capable of data
snapshots.

Use the appropriate component in the IBM
Tivoli Storage FlashCopy Manager product,
such as System Storage® Archive Manager for
IBM Enterprise Storage Server® for DB2.

Back up a file server.

Use the backup-archive client to perform
incremental backups or selective backups.

If the file server is a network-attached
storage file server that is supported, you can
have the server use NDMP to perform image
backups. This support is available in the
Tivoli Storage Manager Extended Edition
product.

Make restore media portable, or make
restores easier to perform remotely.

Use the backup-archive client to perform
incremental backups, and then generate
backup sets by using the Tivoli Storage
Manager server. A backup set is a collection
of backed-up data from one client, which is
stored and managed as a single object on
specific media in server storage

Back up the entire contents of a single logical
volume, instead of backing up individual
files.

Use the backup-archive client to perform
logical volume backups (also called image
backups).

Set up records retention to meet legal or
other long-term storage needs.

Use the backup-archive client to occasionally
archive data. To ensure that the archiving
occurs at the required intervals, use central
scheduling.

Create an archive for a backup-archive client,
from data that is already stored for backup.

Use the backup-archive client to perform
incremental backups, and then generate a
backup set by using the Tivoli Storage
Manager server.

Tip: This process is also called instant archive.
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Table 1. Examples of meeting your goals with Tivoli Storage Manager (continued)

For this goal...

Complete this task...

Restore data to a point in time.

Use the backup-archive client to regularly
perform incremental backups, either
manually or automatically through
schedules. Then do one of the following;:

* Set up policy to ensure that data is
preserved in server storage long enough to
provide the required service level.

* Create backup sets for the backup-archive
client regularly. Set the retention time to
provide the required service level.

Save a set of files and directories before you
make significant changes to them.

Use the backup-archive client to archive the
set of files and directories.

If this kind of protection is needed regularly,
consider creating backup sets from backup
data that is already stored for the client.
Using backup sets instead of frequent archive
operations can reduce the amount of
metadata that must be stored in the server
database.

Manage a set of related files, which are not
in the same file system, with the same
backup, restore, and server policies.

Use the backup group command on the
backup-archive client to create a logical
grouping of a set of files, which can be from
one or more physical file systems. The group
backup process creates a virtual file space in
server storage to manage the files because
the files might not be from one file system
on the client. Actions such as policy binding,
migration, expiration, and export are applied
to the group as a whole.

See the Backup-Archive Clients Installation and
User’s Guide for details.

Make backups that are not apparent to users.

Use the backup-archive client with centrally
scheduled backups that run during off-shift
hours. Monitor the schedule results.

Reduce the load on the LAN by moving
backup data over the SAN.

Use LAN-free data movement or, for
supported network-attached storage (NAS)
file servers, use NDMP operations.

Schedule the backups of client data to help enforce the data management policy
that you establish. If you schedule the backups, rather than rely on the clients to
perform the backups, the policy that you establish is followed more consistently.

The standard backup method that Tivoli Storage Manager uses is called progressive
incremental backup. It is a unique and efficient method for backup.

[Table 2 on page 9|summarizes the client operations that are available. In all cases,
the server tracks the location of the backup data in its database. Policy that you set
determines how the backup data is managed.
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Table 2. Summary of client operations

Description

Usage

For more
information

Restore options

Progressive The standard method of

incremental backup that is used by

backup Tivoli Storage Manager.
After the first, full
backup of a client
system, incremental
backups are done.
Incremental backup by
date is also available.

No additional full
backups of a client are

Helps ensure complete,
effective, policy-based
backup of data. Eliminates
the need to retransmit
backup data that does not
change during successive
backup operations.

See [“Incrementa
backup” on page

175]

The user can restore just
the version of the file that
is needed.

Tivoli Storage Manager
does not need to restore a
base file followed by
incremental backups. This
method reduces time and
requires fewer tape
mounts. Also, less data is
transmitted over the

required after the first network.
backup.
Selective Backup of files that are ~ Allows users to protect a  The user can restore just
backup selected by the user, subset of their data the version of the file that
regardless of whether the independent of the is needed.
files have changed since  normal incremental
the last backup. backup process. Tivoli Storage Manager
does not need to restore a
base file followed by
incremental backups. This
method reduces time and
requires fewer tape
mounts. Also, less data is
transmitted over the
network.
Adaptive A backup method that Maintains backups of data The base file plus a See ['Enabling clients]
subfile backs up only the parts ~ while minimizing connect maximum of one subfile i
backup of a file that have time and data is restored to the client.

changed since the last
backup. The server stores
the base file (the
complete initial backup
of the file) and
subsequent subfiles (the
changed parts) that
depend on the base file.

The process works with
either the standard
progressive incremental
backup or with selective
backup.

Applicable to clients on
Windows systems.

transmission for the
backup of mobile and

remote users.
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Table 2. Summary of client operations (continued)

Description Usage Restore options For more
information
Journal- Aids all types of backups Reduces the amount of Journal-based backup has See the
based (progressive incremental  time that is required for no effect on how files are  Backup-Archive
backup backup, selective backup, backup. The files eligible  restored. Restore Clients Installation
adaptive subfile backup) for backup are known operations are dependent and User’s Guide.
by basing the backups on before the backup on the type of backup that
a list of changed files. operation begins. is performed.
The list is maintained on
the client by the journal ~ Applicable to clients on
engine service of IBM AIX, Linux, and Windows
Tivoli Storage Manager. ~ Systems, except Windows
2003 64-bit IA64.
Image Full volume backup. Allows backup of an The entire image is See ['Policy fof
backup entire file system or raw  restored. logical volume)
Nondisruptive, online volume as a single object. backups” on page]
backup is possible for Can be selected by 495
Windows clients by using backup-archive clients on
the Tivoli Storage Linux, UNIX, and
Manager snapshot Windows systems.
function.
Image Full volume backup, Used only for the image The full image backup See Ehapter 9,|
backup which can be followed by backups of NAS file plus a maximum of one  [“Using NDMP forf
with subsequent differential servers, performed by the differential backup are operations with NAS
differential backups. server using NDMP restored. file servers,” on page|
backups operations. 207
Backup A method of backup that Implements Details depend on the See the
using uses the capabilities of high-efficiency backup hardware. documentation for
hardware  IBM Enterprise Storage  and recovery of Tivoli Storage
snapshot  Server FlashCopy and business-critical FlashCopy Manager
capabilities EMC TimeFinder to make applications while at
copies of volumes that virtually eliminating
are used by database backup-related downtime www.ibm.com/
servers. The Tivoli or user disruption on the support/
Storage FlashCopy database server. knowledgecenter /|
Manager product then SS36V9)|
uses the volume copies to
back up the database
volumes.
Group A method that backs up  Creates a consistent The user can select to See the
backup files that you specify as a point-in-time backup of a  restore the entire group or Backup-Archive
named group. The files  group of related files. The selected members of the  Clients Installation
can be from one or more files can be in different group. The user can and User’s Guide.
file spaces. The backup file spaces on the client. restore just the version of
can be a full or a All objects in the group the file that is needed.
differential backup. are assigned to the same
management class. The
Applicable to clients on  server manages the group
and Linux, UNIX, and as a single logical entity,
Windows systems. and stores the files in a
virtual file space in server
storage.
A group can be included
in a backup set.
10  IBM Tivoli Storage Manager for AIX: Administrator's Guide
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Table 2. Summary of client operations (continued)

Description

Usage

Restore options

For more
information

Archive

The process creates a
copy of files and stores
them for a specific time.

Use for maintaining
copies of vital records for
legal or historical
purposes.

Note: If you need to
frequently create archives
for the same data,
consider using instant
archive (backup sets)
instead. Frequent archive
operations can create a
large amount of metadata
in the server database
resulting in increased
database growth and
decreased performance for
server operations such as
expiration. Frequently,
you can achieve the same
objectives with
incremental backup or
backup sets. Although the
archive function is a
powerful way to store
inactive data with fixed
retention, it should not be
used on a frequent and
large-scale basis as the
primary backup method.

The selected version of
the file is retrieved on
request.

See f’ArChive" 0;]
|Eage 476.|

Instant
archive

The process creates a
backup set of the most
recent versions of the
files for the client by
using files already in
server storage from
earlier backup operations.

Use when portability of
the recovery media or
rapid recovery of a
backup-archive client is
important. Also use for
efficient archiving.

The files are restored
directly from the backup
set. The backup set
resides on media that can
be mounted on the client
system, such as a CD, a
tape drive, or a file

system. The Tivoli Storage

Manager server does not
have to be contacted for
the restore process, so the
process does not use the
network or the server.

See f’Creating andl

using client backu

sets” on page 519.

Related tasks:

[Chapter 15, “Scheduling operations for client nodes,” on page 535
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Progressive incremental backups

The terms differential and incremental are often used to describe backups. The
standard method of backup used by Tivoli Storage Manager is progressive
incremental.

The terms differential and incremental have the following meanings:
A differential backup backs up files that have changed since the last full backup.

— If a file changes after the full backup, the changed file is backed up again by
every subsequent differential backup.

— All files are backed up at the next full backup.

* An incremental backup backs up only files that have changed since the last
backup, whether that backup was a full backup or another incremental backup.

— If a file changes after the full backup, the changed file is backed up only by
the next incremental backup, not by all subsequent incremental backups.

— If a file has not changed since the last backup, the file is not backed up.

Tivoli Storage Manager takes incremental backup one step further. After the initial
full backup of a client, no additional full backups are necessary because the server
keeps track of when files need to be backed up. Only files that change are backed
up, and then entire files are backed up, so that the server does not need to
reference base versions of the files. This means savings in resources, including the
network and storage.

If you choose, you can force full backup by using the selective backup function of
a client in addition to the incremental backup function. You can also choose to use
adaptive subfile backup, in which the server stores the base file (the complete
initial backup of the file) and subsequent subfiles (the changed parts) that depend
on the base file.

Related reference:

[‘Data protection operations” on page 7|

Storage-pool and server-inventory backups

Tivoli Storage Manager protects client data through storage pool and server
inventory back ups.

Client backup, archive, and space-managed data in primary storage pools can be
backed up to copy storage pools. You can also copy active versions of client
backup data from primary storage pools to active-data pools. The server can
automatically access copy storage pools and active-data pools to retrieve data.

The server inventory, which includes the database and recovery log, is
automatically backed up to protect critical data. The server inventory is key to the
server's ability to track client data in server storage and recover from a disaster.

These backups can become part of a disaster recovery plan, created automatically
by the disaster recovery manager.

If you enable node replication, client data can be replicated from one server, a
source replication server to another server, a target replication server. Node
replication allows clients to recover data from the target server if the source server
is unavailable.

Related concepts:
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[Chapter 28, “Replication of client node data,” on page 933

[‘Client data protection” on page 895|

[‘Protecting the database and infrastructure setup files” on page 882|
Related tasks:
|Chapter 30, “Disaster recovery manager,” on page 1019|

How client data is stored

Tivoli Storage Manager policies are rules that determine how client data is stored
and managed. The rules include where the data is initially stored, how many
backup versions are kept, how long archive copies are kept, and more.

Policy-based data management helps you focus more on the business requirements
for protecting data and less on managing storage devices and media. To implement
business requirements, which are sometimes called the service level agreement
(SLA), you define storage policies.

For example, policy can define the following key data requirements for a business
organization:

* The data to back up and archive

* The location for storing the data

¢ The number of versions of data to retain

* The time period to retain the data in storage

Policy can also be used to migrate data objects automatically from one storage pool
to another. For example, you can initially back up data to storage media such as
disk so that the data is quickly restorable. During off-peak hours, you can migrate
the data to less-expensive media such as tape.

Depending on your business needs, you can have one policy or many. Within a
business organization, for example, different departments with different types of
data can have their own customized storage management plans.

Administrators define policies on the Tivoli Storage Manager server. Client nodes
are assigned to a policy domain. Policies can be updated, and the updates can be
retroactively applied to data that is already managed.

Related concepts:

(Chapter 13, “Implementing policies for client data,” on page 469
Related tasks:
(Chapter 10, “Managing storage pools and volumes,” on page 245|

(Chapter 20, “Managing the database and recovery log,” on page 623|
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Tivoli Storage Manager data management process

Tivoli Storage Manager uses policy to store and manage data objects on various
types of storage devices and media.

shows how a policy is part of the Tivoli Storage Manager data
management process.

Server Destination
Client E storage pool storage pooI
z
V‘i} Data path | l
¢ *. Client data
< ‘\ . Optlonal

Database
Metadata

Policy set

Managment class

Copy group Copy group

Figure 2. How Tivoli Storage Manager controls backup, archive, and migration processes

The steps in the process are as follows:

1. A client is associated with a policy domain.
When a client node is registered, it is associated with a policy domain, which
contains one active policy set. When a client backs up, archives, or migrates a
file, the file is bound to a management class in the active policy set of the
policy domain. The management class and the backup and archive copy groups
that it contains specify where files are stored and how they are managed.

2. Client data is sent to the server.
Based on information in the management class, the client sends the file and file
information to the server. The information that is sent depends on the client
operation that was performed.

3. The server determines where and how to store the client data.

The server checks the management class that is bound to the file to determine
the destination storage pool where the file should be stored. The storage pool
can be a group of disk volumes, or tape volumes. For backed-up and archived
files, the destination is specified in the backup and archive copy groups within
management classes. For space-managed files, the destination is specified
directly in the management class.

4. The client data is stored.
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The server stores the file in the storage pool that is identified as the storage
destination and saves information in its database about each file that it backs
up, archives, or migrates. The management class that the file is bound to
specifies how long the data is stored and whether it is migrated or expired.

5. Optional: The client data is migrated.

If you set up server storage in a hierarchy, you can optionally have Tivoli
Storage Manager migrate files to different storage pools. For example, you
might want to set up server storage so that Tivoli Storage Manager migrates
files from a disk storage pool to tape volumes in a tape storage pool.

Related tasks:
[“Policy-based data management” on page 36|

Data movement to server storage

Tivoli Storage Manager provides several methods for sending client data to server
storage.

shows the movement of data when a Tivoli Storage Manager client sends
data to the server over a local area network (LAN). The server then transfers the
data to a device that is attached to the server.

Data path

Client Tivoli Storage

Manager server

Storage

Figure 3. Data flow for client backup operations over a LAN

[Figure 4 on page 16| shows the movement of data when a Tivoli Storage Manager
client sends data over a storage area network (SAN) to server storage through a
storage agent. Client metadata flows to the server over the LAN. This
configuration, which is known as LAN-free data movement, minimizes use of the
LAN and the use of the computing resources of both the client and the server. For
network-attached storage, NDMP operations are used to avoid data movement
over the LAN.
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Tivoli Storage
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Figure 4. Data flow for client backup operations over a SAN

Related concepts:

[“Device configurations” on page 67

Management of server storage

Through the server, you manage the devices and media that are used to store client
data. The server integrates the management of storage with the policies that you
define for managing client data.

Device support for server storage

With Tivoli Storage Manager, you can use direct-attached devices and
network-attached devices for server storage. Tivoli Storage Manager
represents physical storage devices and media with administrator-defined
storage objects.

Data migration through the storage hierarchy

You can organize server storage pools into one or more hierarchical
structures. This storage hierarchy allows flexibility in a number of ways.
For example, you can set policy to have clients send their backup data to
disks for faster backup operations, then later have the server automatically
migrate the data to tape.

Removal of expired data

The policy that you define controls when client data automatically expires
from the Tivoli Storage Manager server. The expiration process is how the
server implements the policy.

For example, you have a backup policy that specifies that three versions of
a file be kept. File A is created on the client, and backed up. Over time, the
user changes file A, and three versions of the file are backed up to the
server. Then, the user changes file A again. When the next incremental
backup occurs, a fourth version of file A is stored, and the oldest of the
four versions is eligible for expiration.

IBM Tivoli Storage Manager for AIX: Administrator's Guide



To remove data that is eligible for expiration, a server expiration process
marks data as expired and deletes metadata for the expired data from the
database. The space that is occupied by the expired data is then available
for new data.

You can control the frequency of the expiration process by using a server
option, starting the expiration process by command or by scheduling
expiration processing.

Media reuse by reclamation
As server policies automatically expire data, the media where the data is
stored accumulates unused space. The Tivoli Storage Manager server
implements a process, called reclamation, which allows you to reuse media
without traditional tape rotation.

Reclamation is a server process that automatically defragments media by
consolidating unexpired data onto other media when the free space on
media reaches a defined level. The reclaimed media can then be used again
by the server. Reclaiming media allows the automated circulation of media
through the storage management process. Use of reclamation can help
minimize the number of media that you need to have available.

Related concepts:

[“Storage pool hierarchies” on page 27]

[“Tivoli Storage Manager reclamation” on page 34|

Consolidation of backed-up client data

By grouping the backed-up data for a client, you can minimize the number of
media mounts required for client recovery.

The server offers you methods for doing this:

Collocation
The server can keep each client's files on a minimal number of volumes
within a storage pool. Because client files are consolidated, restoring
collocated files requires fewer media mounts. However, backing up files
from different clients requires more mounts.

You can have the server collocate client data when the data is initially
stored in server storage. If you have a storage hierarchy, you can also have
the data collocated when the server migrates the data from the initial
storage pool to the next storage pool in the storage hierarchy.

Another choice that you have is the level of collocation. You can collocate
by client, by file space per client, or by a group of clients. Your selection
depends on the size of the file spaces that are being stored and the restore
requirements.

Active-data pools
Active-data pools are storage pools that contain only the active versions of
client backup data. Archive data and data migrated by Hierarchical Space
Management (HSM) clients are not allowed in active-data pools.

Active-data pools can be associated with three types of devices:
sequential-access disk (FILE), removable media (tape), or sequential-access
volumes on another Tivoli Storage Manager server. There are three types of
active-data pool, each of which has distinct advantages. For example, an
active-data pool that is associated with sequential-access disk is well-suited
for fast restores of client data because tapes do not have to be mounted
and because the server does not have to position past inactive files.
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Backup set creation

You can generate a backup set for each backup-archive client. A backup set
contains all active backed-up files that currently exist for that client in
server storage. The process is also called instant archive.

The backup set is portable and is retained for the time that you specify.
Creation of the backup set consumes more media because it is a copy in
addition to the backups that are already stored.

Moving data for a client node

You can consolidate data for a client node by moving the data within
server storage. You can move it to a different storage pool, or to other
volumes in the same storage pool. Consolidating data can help to improve
efficiency during client restore or retrieve operations.

Related concepts:

[“Creating and using client backup sets” on page 519

Related tasks:

[“Keeping client files together using collocation” on page 361

[“Backing up primary storage pools” on page 896|

[“Moving data belonging to a client node” on page 408

Interfaces to Tivoli Storage Manager
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You can work with many different applications by using Tivoli Storage Manager
interfaces.

The following interfaces are provided:

Graphical user interfaces

For the clients, there are graphical user interfaces for the backup-archive
client and the space manager client (if installed, on supported operating
systems).

For information about using the interfaces, see the Installation Guide.

Web interfaces for server administration and for the backup-archive client

The Operations Center provides web and mobile access to status
information about the Tivoli Storage Manager environment. You can use
this interface to monitor multiple servers and complete some
administrative tasks. The interface also provides web access to the
command-line. For more information, see |Chapter 17, “Managing the|
storage environment from the Operations Center,” on page 561.|

The web backup-archive client (web client) allows an authorized user to
remotely access a client to run backup, archive, restore, and retrieve
processes. The web browser must have the appropriate support for Oracle

™

Java .

See the Backup-Archive Clients Installation and User’s Guide for requirements.

The command-line interface

For information about using the command-line interface of the
administrative client, see the Administrator’s Reference. For information
about using the command-line interface of the backup-archive client or
other clients, see the documentation for that client.

The application programming interface
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For more information, see the IBM Tivoli Storage Manager Using the

Application Program Interface.

Access to information in the server database using standard SQL SELECT

statements.
Tivoli Storage Manager Versions

6.1 and later use the DB2 open database

connectivity (ODBC) driver to query the database and display the results.

For more information, see|“Usin

o SQL to query the IBM Tivoli Storage]

Manager database” on page 813!

Chapter 1. Tivoli Storage Manager overview
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Chapter 2. Tivoli Storage Manager server concepts

The server comes with many defaults so that you can begin using its services
immediately. The amount and importance of the data that you need to protect,
your business process requirements, and other factors make it likely that you need
to adjust and customize the server's behavior.

Central concepts about how the Tivoli Storage Manager works are described in the
following sections. This information helps you understand configuration changes
and monitoring that are required to meet your changing storage needs and client
requirements.

Storage configuration and management

Tivoli Storage Manager server storage is used to manage data for clients. Selecting
storage for capacity and then configuring and managing for efficiency are
important tasks for an administrator.

Server storage can be a combination of manual and automated devices. Both direct
and network-attached storage provide options for storing data. Tivoli Storage
Manager devices can be physical, such as disk drives and tape drives, or logical,
such as files on disk or storage on another server.

The following types of devices are supported:

e Disk devices that are direct attached, SAN-attached, or network attached
* Physical tape devices that are either manually operated or automated

* Virtual tape devices

* Removable file devices

Devices can be locally attached, or accessible through a storage area network
(SAN). When you configure and manage storage, consider the following tasks:

* Selecting the devices and media that form the server storage, and whether
library drives want to be shared among Tivoli Storage Manager servers.

* Designing the storage hierarchy for efficient backups and optimal storage usage.

* Using product features that allow the server to provide services to clients while

minimizing traffic on the communications network, such as LAN-free and
NDMP data movement.

* Using the Tivoli Storage Manager product to help you to manage the drives and
media, or by using an external media manager to do the management outside of
the Tivoli Storage Manager product.

Related tasks:

(Chapter 3, “Planning for server storage,” on page 59|
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Tivoli Storage Manager storage objects

Tivoli Storage Manager represents physical storage devices and media with storage
objects that you define in the server database.

Storage objects classify available storage resources and manage migration from one
storage pool to another. describes the storage objects in the Tivoli Storage
Manager server storage environment.

Table 3. Storage objects and what they represent

Storage object What this object represents

1. Volume A discrete unit of storage on disk, tape, or other storage media.

Each volume is associated with a single storage pool.

2. Storage pool A collection of available storage volumes of the same media type.

For example, a storage pool with a device class of LTO contains
multiple LTO tape volumes. Clients that must back up data
directly to LTO tape are associated with this storage pool. Other
client data might first be stored in a disk storage pool and later be
migrated to the LTO tape storage pool.

Each storage pool is associated with a single device class.

3. Device class The type of storage device that can use the volumes that are
defined to a storage pool.

For example, a device class of 8 mm tape associates a storage pool
with any library device that uses 8 mm tape.

Each device class of removable media type is associated with a
single library.

4. Library A storage device.

For example, a library can represent a stand-alone drive, a set of
stand-alone drives, a multiple-drive automated device, or a set of
drives that is controlled by an external media manager.

5. Drive A physical drive within a storage device.

Each drive is associated with a single library.

6. Path A data and control path from a source to a destination.

To use a library or drive with Tivoli Storage Manager, a path must
be defined between the device and either the Tivoli Storage
Manager server or another designated data mover.

7. Data mover A SAN-attached device that is used to transfer client data.

A data mover is used only in a data transfer where the Tivoli
Storage Manager server is not present, such as in a Network Data
Management Protocol (NDMP) environment. Data movers transfer
data between storage devices without using significant server,
client, or network resources.

For example, a NAS file server with attached storage must be
defined as a data mover so that it can transfer client data to and
from the storage device as required by the Tivoli Storage Manager
server.

8. Server A Tivoli Storage Manager server that is managed by another Tivoli
Storage Manager server.
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Figure 5|shows the administrator-defined storage objects that are explained in

Table 3 on page 22|
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Figure 5. Storage objects

Related concepts:

Tivoli Storage
Manager server

[“Supported library types” on page 61]

Related tasks:

l Server managed by another server

[Chapter 6, “Configuring storage devices,” on page 99|

Chapter 2. Tivoli Storage Manager server concepts
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Disk devices

Disk devices can be used with Tivoli Storage Manager for storing the database and
recovery log or client data that is backed up, archived, or migrated from client
nodes.

The server can store data on disk by using random-access volumes (device type of
DISK) or sequential-access volumes (device type of FILE).

The Tivoli Storage Manager product allows you to use disk storage in ways that
other products do not. You can have multiple client nodes back up to the same
disk storage pool at the same time, and still keep the data for the different client
nodes separate. Other products also allow you to back up different systems at the
same time, but only by interleaving the data for the systems, leading to slower
restore processes.

If you have enough disk storage space, data can remain on disk permanently or
temporarily, depending on the amount of storage space that you have. Restore
process performance from disk can be very fast compared to tape.

You can have the server later move the data from disk to tape; this is called
migration through the storage hierarchy. Advantages of moving data to tape
include:

* Ability to collocate data for clients as the data is moved to tape
* Streaming operation of tape drives, leading to better tape drive performance

* More efficient use of tape drives by spreading out the times when the drives are
in use

Related concepts:

[“Storage pool hierarchies” on page 27

Related reference:

(Chapter 4, “Magnetic disk devices,” on page 75

Storage pools and storage-pool volumes

Logical storage pools and storage volumes are the principal components in the
Tivoli Storage Manager model of data storage. By manipulating the properties of
these objects, you can optimize the usage of storage devices.

Related tasks:
[Chapter 10, “Managing storage pools and volumes,” on page 245|

Storage pools
The server provides three types of storage pools that serve different purposes:
primary storage pools, copy storage pools, and active-data pools.

You can arrange primary storage pools in a storage hierarchy. The group of storage
pools that you set up for the Tivoli Storage Manager server to use is called server
storage.

Related tasks:
(Chapter 10, “Managing storage pools and volumes,” on page 245|
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Primary storage pools:

When a user tries to restore, retrieve, recall, or export file data, the requested file is
obtained from a primary storage pool, if possible. Primary storage pool volumes
are always located onsite.

The server has three default random-access primary storage pools:

ARCHIVEPOOL
In default STANDARD policy, the destination for files that are archived
from client nodes.

BACKUPPOOL
In default STANDARD policy, the destination for files that are backed up
from client nodes.

SPACEMGPOOL
For space-managed files that are migrated from Tivoli Storage Manager for
Space Management client nodes (HSM clients).

To prevent a single point of failure, create separate storage pools for backed-up
and space-managed files. This also includes not sharing a storage pool in either
storage pool hierarchy. Consider setting up a separate, random-access disk storage
pool to give clients fast access to their space-managed files.

Restriction: Backing up a migrated, space-managed file might result in an error if
the destination for the backup is the same storage pool as the storage pool where
the space-managed file currently exists.

A primary storage pool can use random-access storage (DISK device class) or
sequential-access storage (for example, tape or FILE device classes).

Related tasks:
[“Backing up primary storage pools” on page 896|

Copy storage pools:

Copy storage pools contain active and inactive versions of data that is backed up
from primary storage pools. Copy storage pools provide a means of recovering
from disasters or media failures.

For example, when a client attempts to retrieve a file and the server detects an
error in the file copy in the primary storage pool, the server marks the file as
damaged. At the next attempt to access the file, the server can obtain the file from
a copy storage pool.

You can move copy storage pool volumes offsite and still have the server track the
volumes. Moving copy storage pool volumes offsite provides a means of
recovering from an onsite disaster.

A copy storage pool can use only sequential-access storage (for example, a tape
device class or FILE device class).

Remember:

* You can back up data from a primary storage pool that is defined with the
NATIVE, NONBLOCK, or any of the NDMP formats (NETAPPDUMP,
CELERRADUMP, or NDMPDUMP). The target copy storage pool must have the
same data format as the primary storage pool.
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* You cannot back up data from a primary storage pool that is defined with a
CENTERA device class.

Related tasks:
[‘Setting up copy storage pools and active-data pools” on page 269

Active-data pools:

An active-data pool contains only active versions of client backup data. Active-data
pools are useful for fast client restores, reducing the number of onsite or offsite
storage volumes, or reducing bandwidth when you copy or restore files that are
vaulted electronically in a remote location.

Data that is migrated by hierarchical storage management (HSM) clients and
archive data are not permitted in active-data pools. As updated versions of backup
data continue to be stored in active-data pools, older versions are deactivated and
removed during reclamation processing.

Restoring a primary storage pool from an active-data pool might cause some or all
inactive files to be deleted from the database if the server determines that an
inactive file must be replaced but cannot find it in the active-data pool. As a best
practice and to protect your inactive data, create a minimum of two storage pools:
one active-data pool, which contains only active data, and one copy storage pool,
which contains both active and inactive data. You can use the active-data pool
volumes to restore critical client node data, and afterward you can restore the
primary storage pools from the copy storage pool volumes. Active-data pools must
not be considered for recovery of a primary pool or volume unless the loss of
inactive data is acceptable.

Active-data pools can use any type of sequential-access storage (for example, a
tape device class or FILE device class). However, the precise benefits of an
active-data pool depend on the specific device type that is associated with the
pool. For example, active-data pools that are associated with a FILE device class
are ideal for fast client restores because FILE volumes do not have to be physically
mounted and because the server does not have to position past inactive files that
do not have to be restored. In addition, client sessions that are restoring from FILE
volumes in an active-data pool can access the volumes concurrently, which also
improves restore performance.

Active-data pools that use removable media, such as tape, offer similar benefits.
Although tapes must be mounted, the server does not have to position past
inactive files. However, the primary benefit of using removable media in
active-data pools is the reduction of the number of volumes that are used for
onsite and offsite storage. If you vault data electronically to a remote location, an
active-data pool that is associated with a SERVER device class can save bandwidth
by copying and restoring only active data.

Remember:

* The server does not attempt to retrieve client files from an active-data pool
during a point-in-time restore. Point-in-time restores require both active and
inactive file versions. Active-data pools contain only active file versions. For
optimal efficiency during point-in-time restores and to avoid switching between
active-data pools and primary or copy storage pools, the server retrieves both
active and inactive versions from the same storage pool and volumes.
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* You cannot copy active data to an active-data pool from a primary storage pool
that is defined with the NETAPPDUMP, the CELERRADUMP, or the
NDMPDUMP data format.

* You cannot copy active data from a primary storage pool that is defined with a
CENTERA device class.

Related tasks:
[“Setting up copy storage pools and active-data pools” on page 269

Storage pool hierarchies

You can arrange storage pools in a storage hierarchy, which consists of at least one
primary storage pool to which a client node backs up, archives, or migrates data.
Typically, data is stored initially in a disk storage pool for fast client restores, and
then moved to a tape-based storage pool, which is slower to access but that has
greater capacity. The location of all data objects is automatically tracked within the
server database.

You can set up your devices so that the server automatically moves data from one
device to another, or one media type to another. The selection can be based on
characteristics such as file size or storage capacity. A typical implementation might
have a disk storage pool with a subordinate tape storage pool. When a client backs
up a file, the server might initially store the file on disk according to the policy for
that file. Later, the server might move the file to tape when the disk becomes full.
This action by the server is called migration. You can also place a size limit on files
that are stored on disk, so that large files are stored initially on tape instead of on
disk.

For example, your fastest devices are disks, but you do not have enough space on
these devices to store all data that needs to be backed up over the long term. You
have tape drives, which are slower to access, but have much greater capacity. You
define a hierarchy so that files are initially stored on the fast disk volumes in one
storage pool. This provides clients with quick response to back up requests and
some recall requests. As the disk storage pool becomes full, the server migrates, or
moves, data to volumes in the tape storage pool.

Another option to consider for your storage pool hierarchy is IBM 3592 tape
cartridges and drives, which can be configured for an optimal combination of
access time and storage capacity.

Migration of files from disk to sequential storage pool volumes is useful because
the server migrates all the files for a group of nodes or a single node together. This
gives you partial collocation for clients. Migration of files is especially helpful if
you decide not to enable collocation for sequential storage pools.

Related tasks:

“Setting up a storage pool hierarchy” on page 264

“Keeping client files together using collocation” on page 361]
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Tivoli Storage Manager volumes

A volume is the basic unit of storage for Tivoli Storage Manager storage pools.
Tivoli Storage Manager volumes are classified according to status: private, scratch,
and scratch write-once, read-many (WORM).

Private volumes
A private volume is a labeled volume that is in use or owned by an
application, and might contain valid data. You must define each private
volume. Alternatively, for storage pools that are associated with
sequential-access disk (FILE) device classes, you can use space triggers to
create private, preassigned volumes when predetermined space-utilization
thresholds are exceeded. Private FILE volumes are allocated as a whole.
The result is less risk of severe fragmentation than with space dynamically
acquired for scratch FILE volumes.

A request to mount a private volume must include the name of that
volume. Defined private volumes do not return to scratch when they
become empty.

Scratch volumes
A scratch volume is a labeled volume that is empty or contains no valid
data and that can be used to satisfy any request to mount a scratch
volume. When data is written to a scratch volume, its status is changed to
private, and it is defined as part of the storage pool for which the mount
request was made. When valid data is moved from the volume and the
volume is reclaimed, the volume returns to scratch status and can be
reused by any storage pool that is associated with the library.

A WORM scratch volume is similar to a conventional scratch volume.
However, WORM volumes cannot be reclaimed by Tivoli Storage Manager
reclamation processing. WORM volumes can be returned to scratch status
only if they have empty space in which data can be written. Empty space
is space that does not contain valid, expired, or deleted data. Deleted and
expired data on WORM volumes cannot be overwritten. If a WORM
volume does not have any empty space in which data can be written (for
example, if the volume is entirely full of deleted or expired data), the
volume remains private.

Scratch WORM status applies to 349X libraries only when the volumes are
IBM 3592 WORM volumes.

Volume inventory for a library includes only those volumes that have been
checked into that library. This inventory is not necessarily identical to the list of
volumes in the storage pools associated with the library. For example:

* A volume can be checked into the library but not be in a storage pool (a scratch
volume, a database backup volume, or a backup set volume).

* A volume can be defined to a storage pool associated with the library (a private
volume), but not checked into the library.

Related concepts:

[“Managing storage pool volumes” on page 255
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Techniques for managing your storage pools and volumes
Backed-up, archived, and space-managed files are stored in groups of volumes that
are called storage pools.

About this task

You can use the following techniques to manage your storage pool data:

Collocation
The server can keep data that belongs to a single client node, group of
client nodes, or client file space assigned to as few volumes as possible.
When you restore collocated files, fewer media mounts are needed,
however, when you back up files from different clients, more mounts are
needed.

Reclamation
Reclamation makes the fragmented space on volumes usable again by
moving any remaining active files from one volume to another volume.
This process makes the original volume available for reuse.

Storage pool backup
Client backup, archive, and space-managed data in primary storage pools
can be backed up to copy storage pools for disaster recovery purposes. You
can configure the storage pool to simultaneously write to copy storage
pools when client data is written to the primary storage pools.

Copy active data
Active versions of client backup data can be copied to active-data pools.
Active-data pools provide a number of benefits:

¢ If the device type associated with an active-data pool is sequential-access
disk (FILE), you can eliminate the need for disk staging pools. Restoring
client data is faster because FILE volumes are not physically mounted,
and the server does not have to position past inactive files that do not
have to be restored.

* An active-data pool that uses removable media, such as tape, reduces
the number of volumes for onsite and offsite storage. Like volumes in
copy storage pools, volumes in active-data pools can be moved offsite
for protection in case of disaster.

* If you vault data electronically to a remote location, a SERVER-type
active-data pool saves bandwidth by copying and restoring only active
data.

As backup client data is written to primary storage pools, the active
versions can be simultaneously written to active-data pools.

Cache When the server migrates files from disk storage pools, duplicate copies of
the files can remain in cache (disk storage) for faster retrieval. Cached files
are deleted only when space is needed. However, client backup operations
that use the disk storage pool can have poorer performance.

You can establish a hierarchy of storage pools. The hierarchy can be based on the
speed or the cost of the devices that are associated with the pools. Tivoli Storage
Manager can migrate client files through this hierarchy to ensure the most efficient
use of storage devices.

Storage volumes are managed by defining, updating, and deleting volumes, and by
monitoring the use of server storage. You can also move files within and across

storage pools to optimize the use of server storage.
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Related tasks:
[Chapter 10, “Managing storage pools and volumes,” on page 245|

Removable media operations

Routine removable media operations include preparing and controlling media for
reuse, ensuring that sufficient media are available, and mounting volumes in
response to server requests, for manually operated drives. Removable media
operations also include managing libraries and drives.

Removable media devices can be used with Tivoli Storage Manager for storage of
client data that is backed up, archived, or migrated from client nodes; storage of
database backups; and the exporting, that is, moving, of data to another server.

The following topics provide an overview of how to use removable media devices
with Tivoli Storage Manager.

Related tasks:
(Chapter 7, “Managing removable media operations,” on page 135]

Removable media mounts and dismounts

When data is to be stored in or retrieved from a storage pool, the server selects the
storage-pool volume and determines the name of the library that contains the
drives to be used for the operation. When it finishes accessing the volume and the
mount retention period has elapsed, the server dismounts the volume.

When data is to be stored in or retrieved from a storage pool, the server does the
following:

1. The server selects a volume from the storage pool. The selection is based on the
type of operation:

Retrieval
The name of the volume that contains the data to be retrieved is stored
in the database.

Store If a defined volume in the storage pool can be used, the server selects
that volume.

If no defined volumes in the storage pool can be used, and if the
storage pool allows it, the server selects a scratch volume.

2. The server checks the device class that is associated with the storage pool to
determine the name of the library that contains the drives to be used for the
operation.

* The server searches the library for an available drive or until all drives are
checked. A drive status can be:

— Offline.
— Busy and not available for the mount.
— In an error state and not available for the mount.
— Online and available for the mount.
3. The server mounts the volume:

* For a manual library, the server displays a mount message for a private or a
scratch volume to be mounted in the selected drive.

* For an automated library, the server directs the library to move the volume
from a storage slot into the selected drive. No manual intervention is
required.
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If a scratch mount is requested, the server checks the library's volume
inventory for a scratch volume. If one is found, its status is changed to
private, it is mounted in the drive, and it is automatically defined as part of
the original storage pool. However, if the library's volume inventory does not
contain any scratch volumes, the mount request fails.

4. The server dismounts the volume when it is finished accessing the volume and
the mount retention period has elapsed.

¢ For a manual library, the server ejects the volume from the drive so that an
operator can place it in its storage location.

* For an automated library, the server directs the library to move the volume
from the drive back to its original storage slot in the library.

Related tasks:

(Chapter 7, “Managing removable media operations,” on page 135|

How Tivoli Storage Manager uses and reuses removable media
Using Tivoli Storage Manager, you can control how removable media are used and
reused. After Tivoli Storage Manager selects an available medium, that medium is
used and eventually reclaimed according to its associated policy.

Tivoli Storage Manager manages the data on the media, but you manage the media
itself. You can also use a removable media manager. Managing media involves
creating a policy to expire data after a certain time or under certain conditions,
moving valid data onto new media, and reusing the empty media.

In addition to information about storage pool volumes, volume history contains
information about tapes that are used for database backups and exports, for
disaster recovery purposes. The process for reusing these tapes is slightly different
from the process for reusing tapes that contain client data backups.

[Figure 6 on page 32| shows a typical lifecycle for removable media.
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Figure 6. Simplified view of the tape lifecycle

Each step in the following explanation corresponds to a number in

1. You label 1 and check in the media 2. Checking media into a manual library
means storing them (for example, on shelves). Checking media into an
automated library involves adding them to the library volume inventory.

2. If you plan to define volumes to a storage pool associated with a device, check
in the volume with its status specified as private. Use of scratch volumes is
more convenient in most cases.

3. A client sends data to the server for backup, archive, or space management.
The server stores the client data on the volume. Which volume the server
selects 3 depends on:

* The policy domain to which the client is assigned.

* The management class for the data. It can be either the default management
class for the policy set, or the class that is specified by the client in the
client's include-exclude list or file.

* The storage pool that is specified as the destination in either the management
class (for space-managed data) or copy group (for backup or archive data).
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The storage pool is associated with a device class, which determines which
device and which type of media is used.

* Whether the maximum number of scratch volumes that a server can request
from the storage pool was reached, when the scratch volumes are selected.

* Whether collocation is enabled for that storage pool. When collocation is
enabled, the server tries to place data on separate volumes. The data can
come from different client nodes, groups of client nodes, file spaces, or
groups of file spaces.

shows more detail about the policies and storage pool specifications
that govern the volume selection described in this step.

Clients Server Tape storage

=) @-’

Database and
recovery log

Storage pool
Policy set Collocation
Managment class Reclamation
Copy group Maxscratch Represents
Reuse delay

Figure 7. How Tivoli Storage Manager affects media use

4. The data on a volume changes over time as a result of:

* Expiration of files 4 (affected by management class and copy group
attributes, and the frequency of expiration processing).

* Movement and deletion of file spaces by an administrator.
* Automatic reclamation of media 5.

The amount of data on the volume and the reclamation threshold that is set
for the storage pool affects when the volume is reclaimed. When the volume
is reclaimed, any valid, unexpired data is moved to other volumes or
possibly to another storage pool (for storage pools with single-drive
libraries).

* Collocation, by which the server tries to keep data on a minimal number of
removable media in a storage pool. The data can belong to a single client
node, a group of client nodes, a file space, or a group of file spaces.

If the volume becomes empty because all valid data either expires or is moved
to another volume, the volume is available for reuse. It is not available for

Chapter 2. Tivoli Storage Manager server concepts 33



34

reuse if a time delay was specified for the storage pool. The empty volume
becomes a scratch volume if it was initially a scratch volume. The volume starts

again at step

5. You determine when the media is at its end-of-life.

For volumes that you defined (private volumes), check the statistics on the
volumes by querying the database. The statistics include these two entries:

* The number of write passes on a volume (compared with the number of
write passes that are recommended by the manufacturer)

e The number of errors on the volume

You must move any valid data off a volume that reached end-of-life. Then, if
the volume is in an automated library, check out the volume from the library. If
the volume is not a scratch volume, delete the volume from the database.

Related tasks:

[“Reclaiming space in sequential-access storage pools” on page 371|

Related reference:

[“Basic policy planning” on page 469

Tivoli Storage Manager reclamation

You can set a reclamation threshold for a sequential-access storage pool when you
define or update the pool. When the percentage of reclaimable space on a volume
exceeds the reclamation threshold set for the storage pool, the volume is eligible
for reclamation.

The server checks whether reclamation is needed at least one time per hour and
begins space reclamation for eligible volumes. During space reclamation, the server
consolidates files that remain on eligible volumes to other volumes. For example,
shows how the server consolidates the files from two tapes onto a new
tape.

(e
ghi-a

Empty or Consolidated
scratch volume data from original
volumes
Fragmented 1
volumes

]
Valid data
Figure 8. Reclaiming space on media

During reclamation, the server copies the files to volumes in the same storage pool
unless you specify a reclamation storage pool. Use a reclamation storage pool to
allow automatic reclamation for a storage pool with only one drive.

After the server moves all readable files to other volumes, one of the following
occurs for the reclaimed volume:
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 If you explicitly defined the volume to the storage pool, the volume becomes
available for reuse by that storage pool.

* If the server acquired the volume as a scratch volume, the server deletes the
volume from the Tivoli Storage Manager database.

Remember: To prevent contention for the same tapes, the server does not allow a
reclamation process to start if the DELETE FILESPACE command is issued and file
spaces are being deleted from the server. The server checks every hour for whether
the deletion process is active or complete so that reclamation can start. After file
spaces are deleted, reclamation begins within one hour.

The server also reclaims space within an aggregate. An aggregate is a physical file
that contains multiple logical files that are backed up or archived from a client in a
single transaction. Space within the aggregate becomes reclaimable space as logical
files in the aggregate expire, as files are deleted by the client, or as files become
deactivated in active-data pools. The server removes unused space as the server
copies the aggregate to another volume during reclamation processing. However,
reclamation does not aggregate files that were originally stored in non-aggregated
form. Reclamation also does not combine aggregates to make new aggregates. You
can also reclaim space in an aggregate by issuing the MOVE DATA command.

Volumes that have a device type of SERVER are reclaimed in the same way as
other sequential-access volumes. However, because the volumes are actually data
that is stored in the storage of another Tivoli Storage Manager server, the
reclamation process can use network resources.

Volumes in a copy storage pool and active-data pools are reclaimed in the same
manner as a primary storage pool except for the following cases:

* Off-site volumes are handled differently.

* The server copies active files from the candidate volume only to other volumes
in the same storage pool.

Related tasks:
[‘Reclaiming space in sequential-access storage pools” on page 371|

Reclamation thresholds:

Reclamation thresholds indicate how much reclaimable space a volume must have
before the server reclaims the volume. Space is reclaimable because it is occupied
by files that are expired or deleted from the Tivoli Storage Manager database, or
because the space is not used.

The server checks whether reclamation is needed at least once per hour. The lower
the reclamation threshold, the more frequently the server tries to reclaim space.
Frequent reclamation optimizes the use of a sequential-access storage pool’s space,
but can interfere with other processes, such as backups from clients.

If the reclamation threshold is high, reclamation occurs less frequently. A high
reclamation threshold is useful if mounting a volume is a manual operation and
the operations staff is at a minimum. Setting the reclamation threshold to 100%
prevents automatic reclamation from occurring. You might want to do this to
control when reclamation occurs, to prevent interfering with other server processes.
When it is convenient for you and your users, you can use the RECLAIM STGPOOL
command to start reclamation, or you can lower the reclamation threshold to cause
reclamation to begin.
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If you set the reclamation threshold to 50% or greater, the server can combine the
usable files from two or more volumes onto a single new volume.

Reclamation of volumes in an active-data pool usually returns volumes to scratch
status more frequently than reclamation of volumes in non-active-data pools. This
is because the percentage of reclaimable space for sequential volumes in
active-data pools reflects not only the space of deleted files, but also the space of
inactive files. Frequent reclamation requires more resources such as tape drives and
libraries to mount and dismount volumes.

If reclamation is occurring too frequently in your active-data pools, you can
increase the reclamation thresholds until the rate of reclamation is acceptable.
Accelerated reclamation of volumes has more of an effect on active-data pools that
use removable media and, in particular, on removable media that is taken off-site.

Policy-based data management

36

As the administrator, you define the rules for client backup, archive, and migration
operations, based on user or business requirements.

About this task

The rules are called policies. Policies identify:
* The criteria for backup, archive, and migration of client data
* Where the client data is initially stored

* How the data is managed by the server (how many backup versions are kept,
for how long)

In Tivoli Storage Manager, you define policies by defining policy components.
When you install Tivoli Storage Manager, a default policy that is named
STANDARD is already defined for you. The STANDARD policy provides basic
backup protection for user workstations. To provide different levels of service for
different clients, you can add to the default policy or create new policy. For
example, because of business needs, file servers are likely to require a policy that is
different from policy for users' workstations. Protecting data for applications such
as LotusDomino also might require a unique policy.

Related concepts:

(Chapter 13, “Implementing policies for client data,” on page 469

Policy components

Policies are composed of policy components that specify how files are backed up,
archived, migrated from client node storage, and managed in server storage.

You define and manage policies by using the following policy components:
1. Policy domain

2. Policy set

3. Management class

4. Copy group

[Figure 9 on page 37 shows the components of a policy and the relationships among
them.
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Figure 9. IBM Tivoli Storage Manager Policy

Policy domain
The primary organizational method of grouping client nodes that share
common rules (or policy) for data management. The following examples
show how you might group client nodes:

* Create a policy domain for certain data objects that will be migrated
automatically from one storage pool to another, such as from a disk pool
to a tape pool during off-peak hours.

* To customize storage management and separate the administrative
control for each logical group of computers, create one policy domain for
UNIX file servers and another for Windows workstations.

Although a client node can be defined to more than one Tivoli Storage
Manager server, it can be defined to only one policy domain on each Tivoli
Storage Manager server.

Policy set
In a policy domain, a method of grouping a set of client nodes so that the
policy for those nodes can be activated or deactivated as needed. A policy
domain can contain multiple policy sets, but only one policy set can be
active in the domain.

You might create one policy set for weekday backup and another policy set
for weekend backup. During the week, the policy set for weekday backup
is activated.

Management class
In a policy set, a method for differentiating and separately managing the
categories of data that is generated by client nodes. Some examples of data
categories might be general data, system data, or directory structure
information.
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For example, in the active policy set in a policy domain for UNIX file
servers, an administrator might create one management class for general
data and one for directory structure information.

Copy group
In a management class, a set of attributes that controls how backup

versions or archive copies are generated, where they are initially located,
and when they expire.

For example, in a default management class for general data, you might
configure a backup copy group to maintain three copies of existing data
and store those copies for 100 days. By default, backup data for the file
servers in the respective policy domain is managed according to this
policy.

Related concepts:

[“Management classes” on page 40}

Related reference:

[“Example: Sample policy objects” on page 489

Client operations controlled by policy

IBM Tivoli Storage Manager policies govern the backup and restore, archive and
retrieve, and client migration and recall client operations.

Related concepts:

(Chapter 13, “Implementing policies for client data,” on page 469

Backup and restore

Backup-archive clients can back up and restore files and directories.
Backup-archive clients on UNIX, Linux, and Windows systems can also back up
and restore logical volumes.

Backups allow users to preserve different versions of files as they change.
Backup

To guard against the loss of information, the backup-archive client can copy files,
subdirectories, and directories to media controlled by the server. Backups can be
controlled by administrator-defined policies and schedules, or users can request
backups of their own data.

The backup-archive client provides two types of backup:

Incremental backup
The backup of files according to policy defined in the backup copy group
of the management class for the files. An incremental backup typically
backs up all files that are new or changed since the last incremental
backup.

Selective backup
Backs up only files that you specify. The files must also meet some of the
policy requirements that are defined in the backup copy group.

See the Backup-Archive Clients Installation and User’s Guide for details on
backup-archive clients that can also back up logical volumes. The logical volume
must meet some of the policy requirements that are defined in the backup copy

group.
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Restore

When you restore a backup version of a file, the server sends a copy of the file to
the client node. The backup version remains in server storage. Restoring a logical
volume backup works the same way.

If more than one backup version exists, you can restore the active backup version
or any inactive backup versions.

If policy is properly set up, you can restore backed-up files to a specific time.

Archive and retrieve

To preserve files for later use or for records retention, you can use a
backup-archive client to archive files, subdirectories, and directories on media that
is controlled by the Tivoli Storage Manager server. When you archive files, you can
choose to have the backup-archive client erase the original files from your
workstation after the client archives the files.

When you retrieve a file, the server sends a copy of the file to the client node. The
archived file remains in server storage.

Client migration and recall
With a Tivoli Storage Manager HSM product, you can migrate files from
workstation storage to server storage and recall those files as needed.

The HSM client frees space for new data and makes more efficient use of your
storage resources.

For details about using Tivoli Storage Manager for Space Management, see Space
Management for UNIX and Linux User’s Guide and Tivoli Storage Manager HSM for
Windows User’s Guide.

Migration

When a file is migrated to the server, it is replaced on the client node with a small
stub file of the same name as the original file. The stub file contains data that is
needed to locate the migrated file on server storage.

Tivoli Storage Manager for Space Management provides selective and automatic
migration. Selective migration allows you to migrate files by name. The two types
of automatic migration are:

Threshold
If space usage exceeds a high threshold set at the client node, migration
begins and continues until usage drops to the low threshold also set at the
client node.

Demand
If an out-of-space condition occurs for a client node, migration begins and
continues until usage drops to the low threshold.

To prepare for efficient automatic migration, Tivoli Storage Manager for Space
Management copies a percentage of user files from the client node to the Tivoli
Storage Manager server. The premigration process occurs whenever Tivoli Storage
Manager for Space Management completes an automatic migration. The next time
free space is needed at the client node, the files that were pre-migrated to the
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server can quickly be changed to stub files on the client. The default premigration
percentage is the difference between the high and low thresholds.

Files are selected for automatic migration and premigration that is based on the
number of days since the file was last accessed and also on other factors set at the
client node.

Recall

Tivoli Storage Manager for Space Management provides selective and transparent
recall. Selective recall allows you to recall files by name. Transparent recall occurs
automatically when you access a migrated file.

When you recall active file versions, the server searches in an active-data storage
pool that is associated with a FILE device class, if such a pool exists.

Reconciliation

Migration and premigration can create inconsistencies between stub files on the
client node and space-managed files in server storage.

For example, if you delete a migrated file from the client node, the copy remains at
the server. At regular intervals set at the client node, Tivoli Storage Manager
compares client node and server storage and reconciles the two by deleting from
the server any outdated files or files that do not exist at the client node.

Management classes

Management classes are the key connection between client files and policy. Each
client node is assigned to a single policy domain, and the client node has access
only to the management classes contained in the active policy set.

The management classes specify whether client files are migrated to storage pools
(hierarchical storage management). The copy groups in these management classes
specify the number of backup versions retained in server storage and the length of
time to retain backup versions and archive copies.

For example, if a group of users needs only one backup version of their files, you
can create a policy domain that contains only one management class whose backup
copy group allows only one backup version. Then you can assign the client nodes
for these users to the policy domain.

Related tasks:
[‘Registering nodes with the server” on page 422|

Contents of a management class

A management class contains policy for backup, archive, and space management
operations by clients. You can specify if and how a Tivoli Storage Manager for
Space Management client can migrate files to server storage with parameters in the
management class.

For clients using the server for backup and archive, you can choose what a
management class contains from the following options:

A backup copy group and an archive copy group
Typical end users need to back up and archive documents, spreadsheets,
and graphics.
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A backup copy group only
Some users only want to back up files (such as working documents,
database, log, or history files that change daily). Some application clients
need only a backup copy group because they never archive files.

An archive copy group only
A management class that contains only an archive copy group is useful for
users who create:

* Point-in-time files. For example, an engineer can archive the design of an
electronic component and the software that created the design. Later, the
engineer can use the design as a base for a new electronic component.

* Files that are rarely used but need to be retained for a long time. A client
can erase the original file without affecting how long the archive copy is
retained in server storage. Examples include legal records, patient
records, and tax forms.

Attention: A management class that contains neither a backup nor an archive
copy group prevents a file from ever being backed up or archived. This type of
management class is not recommended for most users. Use such a management
class carefully to prevent users from mistakenly selecting it. If users bind their files
to a management class without copy groups, IBM Tivoli Storage Manager issues
warning messages.

Default management classes
Each policy set must include a default management class.

The default management class is used for the following purposes:

* To manage files that are not bound to a specific management class, as defined by
the INCLUDE option in the include-exclude list.

* To manage existing backup versions when an administrator deletes a
management class or a backup copy group from the server.

* To manage existing archive copies when an administrator deletes a management
class or an archive copy group from the server. The server does not rebind
archive copies, but does use the archive copy group (if one exists) in the default
management class.

* To manage files when a client node is assigned to a new policy domain and the
active policy set does not have management classes with the same names as that
to which the node's files are bound.

A typical default management class should perform the following things:
* Meet the needs of most users
* Contain both a backup copy group and an archive copy group

* Set serialization static or shared static to ensure the integrity of backed up and
archived files

* Retain backup versions and archive copies for a sufficient amount of time

* Retain directories for at least as long as any files are associated with the
directory

Other management classes can contain copy groups tailored either for the needs of
special sets of users or for the needs of most users under special circumstances.

Related reference:

[“How files and directories are associated with a management class” on page 43}
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The include-exclude list

You can define an include-exclude list to specify which files are eligible for the
different processes that the client can run. Include and exclude options in the list
determine which files are eligible for backup and archive services and which files
can be migrated from the client (space-managed).

The options also include how the server controls symbolic links and processing
such as image, compression, and encryption.

If you do not create an include-exclude list, the following default conditions apply:
* All files that belong to the user are eligible for backup and archive services.

¢ The default management class governs backup, archive, and space-management
policies.

|Eiéure 10: shows an example of an include-exclude list. The statements in this
example list perform the following actions:

* Excludes certain files or directories from backup, archive, and client migration
operations

Line 1 in means that the SSTEINER node ID excludes all core files
from being eligible for backup and client migration.

* Includes some previously excluded files
Line 2 in means that the files in the following directory are excluded:
— /home/ssteiner
The include statement that follows on line 3, however, means that the
options.scr file in that directory is eligible for backup and client migration.

* Binds a file to a specific management class

Line 4 in means that all files and subdirectories that belong to the
following directory are managed by the policy defined in the MCENGBK2
management class:

— /home/ssteiner/drivers

exclude /.../core

exclude /home/ssteiner/x

include /home/ssteiner/options.scr

include /home/ssteiner/driver5/.../* mcengbk?

Figure 10. Example of an include-exclude list

Tivoli Storage Manager processes the include-exclude list from the bottom up, and
stops when it finds an include or exclude statement that matches the file it is
processing. Therefore, the order in which the include and exclude options are listed
affects which files are included and excluded. For example, suppose that you
switch the order of two lines in the example, as follows:

include /home/ssteiner/options.scr
exclude /home/ssteiner/x

The exclude statement comes last, and excludes all files in the following directory:
* /home/ssteiner
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When Tivoli Storage Manager is processing the include-exclude list for the
options.scr file, it finds the exclude statement first. This time, the options.scr file
is excluded.

Some options are evaluated after the more basic include and exclude options. For
example, options that exclude or include files for compression are evaluated after
the program determines which files are eligible for the process being run.

You can create include-exclude lists as part of client options sets that you define
for clients.

For detailed information on the include and exclude options, see the user’s guide
for the appropriate client.

Related tasks:
[“Creating client option sets on the server” on page 459|

How files and directories are associated with a management

class

Binding is the process of associating a file with a management class. The policies
that are defined in the management class then apply to the bound files. The server
binds a file to a management class when a client backs up, archives, or migrates
the file.

A client chooses a management class as follows:

* For backing up a file, a client can specify a management class in the client's
include-exclude list (include-exclude options file for UNIX and Linux clients), or
can accept the default management class.

 For backing up directories, the client can specify a management class by using
the DIRMC option in the client options file.

Important: It is recommended that you define a default management class. If no
management class is specified for a directory, the server chooses the
management class with the longest retention period in the backup copy group
(retention period for the only backup version). When two or more management
classes have the same, "longest" retention period, the Tivoli Storage Manager
client selects the management class whose name is last in alphabetical order.

 For backing up a file system or logical volume, a client can specify a
management class in the client's include-exclude list (include-exclude options file
for UNIX and Linux clients), or can accept the default management class.

* For archiving a file, the client can do one of the following tasks:
— Specify a management class in the client's include-exclude list (with either an
include option or an include.archive option)
— Specify a management class with the ARCHMC option on the archive command
— Accept the default management class

* For archiving directories, the client can specify a management class with the
archiving options, or the ARCHMC option.

Important: It is recommended that you define a default management class. If
the client does not specify any archiving options, the server assigns the default
management class to the archived directory. If the default management class has
no archive copy group, the server assigns the management class that currently
has the archive copy group with the shortest retention time. When two or more
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management classes have the same, "shortest" retention period, the Tivoli
Storage Manager client selects the management class whose name is last in
alphabetical order.

* For migrating a file, a client can specify a management class in the client's
include-exclude options file, or can accept the default management class.

The default management class is the management class that is identified as the
default in the active policy set.

A management class that is specified with a simple include option can apply to
one or more processes on the client. More specific include options (such as
include.archive) allow you to specify different management classes. Some
examples of how this works:

* If a client backs up, archives, and migrates a file to the same server, and uses
only a single include option, the management class specified for the file applies
to all three operations (backup, archive, and migrate).

* If a client backs up and archives a file to one server, and migrates the file to a
different server, the client can specify one management class for the file for
backup and archive operations, and a different management class for migrating.

* Clients can specify a management class for archiving that is different from the
management class for backup.

See the user's guide for the appropriate client for more details.

Effects of changing a management class
A file remains bound to a management class even if the attributes of the
management class or its copy groups change.

About this task

The following scenario illustrates this process:

1. A file that is named REPORT.TXT is bound to the default management class that
contains a backup copy group specifying that up to three backup versions can
be retained in server storage.

2. During the next week, three backup versions of REPORT.TXT are stored in server
storage. The active and two inactive backup versions are bound to the default
management class.

3. The administrator assigns a new default management class that contains a
backup copy group specifying only up to two backup versions.

4. The administrator then activates the policy set, and the new default
management class takes effect.

5. REPORT.TXT is backed up again, bringing the number of versions to four. The
server determines that according to the new backup copy group only two
versions are to be retained. Therefore, the server marks the two oldest versions
for deletion (expired).

6. Expiration processing occurs. REPORT.TXT is still bound to the default
management class, which now includes new retention criteria. Therefore, the
two versions that are marked for deletion are purged, and one active and one
inactive backup version remain in storage.

Related reference:

[“Running expiration processing to delete expired files” on page 500|
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Rebinding files to management classes

Rebinding is the process of associating a file or a logical volume image with a new
management class.

Backup versions

The server rebinds backup versions of files and logical volume images in some
cases.

The following list highlights the cases when a server rebinds backup versions of
files:

* The user changes the management class that is specified in the include-exclude
list and does a backup.

* An administrator activates a policy set in the same policy domain as the client
node, and the policy set does not contain a management class with the same
name as the management class to which a file is bound.

* An administrator assigns a client node to a different policy domain, and the
active policy set in that policy domain does not have a management class with
the same name.

Backup versions of a directory can be rebound when the user specifies a different
management class by using the DIRMC option in the client option file, and when the
directory gets backed up.

The most recently backed up files are active backup versions. Older copies of your
backed up files are inactive backup versions. You can configure management classes
to save a predetermined number of copies of a file. If a management class is saving
five backup copies, one active copy is saved and four inactive copies are saved. If a
file from one management class is bound to a different management class that
retains a lesser number of files, inactive files are deleted.

If a file is bound to a management class that no longer exists, the server uses the
default management class to manage the backup versions. When the user does
another backup, the server rebinds the file and any backup versions to the default
management class. If the default management class does not have a backup copy
group, the server uses the backup retention grace period that is specified for the
policy domain.

Archive copies

Archive copies remain bound to the management class name specified when the
user archived them.

If the management class to which an archive copy is bound no longer exists or no
longer contains an archive copy group, the server uses the default management
class. If you later change or replace the default management class, the server uses
the updated default management class to manage the archive copy.

If the default management class does not contain an archive copy group, the server
uses the archive retention grace period that is specified for the policy domain.

Chapter 2. Tivoli Storage Manager server concepts 45



Rebinding files during replication

During replication, both backup and archive files are bound to the default
management class on the target replication server if the management class to
which they belong does not exist. After this management class is created on the
target replication server, the files can be rebound by using the REPLICATE NODE
command with the FORCERECONCILE=YES parameter.

Management of client operations

46

Because the key task of the server is to provide services to clients, many of the
server administrator's tasks deal with client operations.

Tasks include the following;:

* Registering clients and customizing client operations

* Ensuring that client operations meet security requirements
* Providing required levels of service by customizing policies

¢ Automating protection by using schedules

After you create schedules, you manage and coordinate those schedules. Your tasks
include the following;:

* Verify that the schedules ran successfully.

* Determine how long Tivoli Storage Manager retains information about schedule
results, called event records, in the database.

 Balance the workload on the server so that all scheduled operations complete.
Related concepts:

[Chapter 13, “Implementing policies for client data,” on page 469
Related tasks:
[Part 3, “Managing client operations,” on page 419|

[Chapter 16, “Managing schedules for client nodes,” on page 543

Tasks for client nodes

A basic administrative task is adding client nodes and giving the systems that the
nodes represent access to the services and resources of the Tivoli Storage Manager
server.

The Tivoli Storage Manager server supports various client nodes. You can register
the following types of clients and servers as client nodes:

* Tivoli Storage Manager backup-archive client

* Application clients that provide data protection through one of the following
products: Tivoli Storage Manager for Application Servers, Tivoli Storage
Manager for Databases, Tivoli Storage Manager for Enterprise Resource
Planning, or Tivoli Storage Manager for Mail.

* Tivoli Storage Manager for Space Management client (called space manager
client or HSM client)

* A NAS file server for which the Tivoli Storage Manager server uses NDMP for
backup and restore operations

* Tivoli Storage Manager source server (registered as a node on a target server)

When you register clients, you must determine:
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* Whether the client should compress files before sending them to the server for
backup

* Whether the client node ID has the authority to delete its files from server
storage

¢ Whether an administrator ID that matches the client ID is created, for remote
client operations

Other important tasks for client nodes include the following;:

Controlling client options from the server
Client options on client systems allow users to customize backup, archive,
and space management operations, as well as schedules for these
operations. On most client systems, the options are in a file called dsm.opt.
In some cases, you might need or want to provide the clients with options
to use. To help users get started, or to control what users back up, you can
define sets of client options for clients to use. Client options sets are
defined in the server database and are used by the clients that you
designate.

Among the options that can be in a client option set are the include and
exclude options. These options control which files are considered for the
client operations.

Allowing subfile backups

Restriction: Subfile backups are only applicable to Windows clients.

For mobile and remote users, you want to minimize the data that is sent
over the network and the time that they are connected to the network. You
can set the server to allow a client node to back up changed portions of
files that were previously backed up, rather than entire files. The portion of
the file that is backed up is called a subfile.

Creating backup sets for client nodes
You can perform an instant archive for a client by creating a backup set. A
backup set copies a client node's active, backed-up files from server storage
onto sequential media. If the sequential media can be read by a device
available to the client system, you can restore the backup set directly to the
client system without using the network. The server tracks backup sets that
you create and retains the backup sets for the time you specify.

For more information on managing client nodes, see the Backup-Archive Clients
Installation and User’s Guide.

Related tasks:
[‘Data export and import” on page 54|

Related reference:

Chapter 12, “Managing client nodes,” on page 431|

Chapter 14, “Managing data for client nodes,” on page 511
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Security management

Tivoli Storage Manager includes security features for user registration and
passwords. Also included are features that can help ensure security when clients
connect to the server across a firewall.

Registration for clients can be closed or open. With closed registration, a user with
administrator authority must register all clients. With open registration, clients can
register themselves at first contact with the server.

You can ensure that only authorized administrators and client nodes are
communicating with the server by requiring passwords. Passwords can
authenticate with an LDAP directory server or the Tivoli Storage Manager server.
Most password-related commands work for both kinds of servers. The PASSEXP and
RESET PASSEXP commands do not work for passwords that authenticate with an
LDAP directory server. You can use the LDAP directory server to give more
options to your passwords, independent of the Tivoli Storage Manager server.

Restriction: The Tivoli Storage Manager backup-archive client must be at version
6.4.0 or later to use passwords that authenticate with an LDAP directory server.

Whether you store your passwords on an LDAP directory server, or on the Tivoli
Storage Manager server, you can set the following requirements for passwords:

e Minimum number of characters in a password.
* Expiration time.

e A limit on the number of consecutive, invalid password attempts. When the
client exceeds the limit, Tivoli Storage Manager stops the client node from
accessing the server. The limit can be set on the Tivoli Storage Manager server,
and on the LDAP directory server.

Important: The invalid password limit is for passwords that authenticate with the
Tivoli Storage Manager server and any LDAP directory servers. Invalid password
attempts can be configured on an LDAP directory server, outside of the Tivoli
Storage Manager server. But the consequence of setting the number of invalid
attempts on the LDAP directory server might pose some problems. For example,
when the REGISTER NODE command is issued, the default behavior is to name the
node administrator the same name as the node. The LDAP server does not
recognize the difference between the node “NODE_Q” and the administrator
“NODE_Q”. The node and the administrator can authenticate to the LDAP server
if they have the same password. If the node and administrator have different
passwords, the authentication fails for either the node or administrator. If the node
or the administrator fail to logon consistently, their IDs are locked. You can avoid
this situation by issuing the REGISTER NODE command with USERID=userid or
USERID=NONE.

Tivoli Storage Manager provides several ways to manage security. You can control
the authority of administrators. An organization can name a single administrator
or distribute the workload among a number of administrators and grant them
different levels of authority. For better security when clients connect across a
firewall, you can control whether clients can initiate contact with the server for
scheduled operations. Server options can be set to keep client and administrative
traffic on separate server ports.

Related concepts:

[“Managing Tivoli Storage Manager administrator IDs” on page 861

[“Managing passwords and logon procedures” on page 867
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Related reference:

[Chapter 26, “Managing Tivoli Storage Manager security,” on page 845|

Schedules for client operations

Scheduling client operations can mean better protection for data because
operations can occur consistently without user intervention.

Scheduling also can mean better use of resources such as the network. Client
backups that are scheduled at times of lower usage can minimize the impact on
user operations on a network.

You can automate operations for clients by using schedules. Tivoli Storage
Manager provides a central scheduling facility. You can also use operating system
utilities or other scheduling tools to schedule Tivoli Storage Manager operations.

With Tivoli Storage Manager schedules, you can perform the operations for a client
immediately or schedule the operations to occur at regular intervals.

The key objects that interact are:

Include-exclude options on each client
The include-exclude options determines which files are backed up,
archived, or space-managed, and determines management classes,
encryption, and type of backup for files.

The client can specify a management class for a file or group of files, or
can use the default management class for the policy domain. The client
specifies a management class by using an INCLUDE option in the client's
include-exclude list or file. You can have central control of client options
such as INCLUDE and EXCLUDE by defining client option sets on the
server. When you register a client, you can specify a client option set for
that client to use.

Association defined between client and schedule
Associations determine which schedules are run for a client.

Clients are assigned to a policy domain when they are registered. To
automate client operations, you define schedules for a domain. Then you
define associations between schedules and clients in the same domain.

Schedule
The schedule determines when a client operation automatically occurs.

Schedules that can automate client operations are associated with a policy
domain.

The scheduled client operations are called events. The Tivoli Storage
Manager server stores information about events in its database. For
example, you can query the server to determine which scheduled events
completed successfully and that failed.

Management class
The management class determines where client files are initially stored and
how they are managed.

The management class contains information that determines how Tivoli
Storage Manager handles files that clients backup, archive, or migrate. For
example, the management class contains the backup copy group and the
archive copy group. Each copy group points to a destination, a storage pool
where files are first stored when they are backed up or archived.
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For a schedule to work on a particular client, the client system must be turned on.
The client either must be running the client scheduler or must allow the client
acceptor daemon to start the scheduler when needed.

Related tasks:
[“Scheduling a client operation” on page 536|

Related reference:

[“Managing client option files” on page 459

Server management

If you manage more than one server, you can ensure that the multiple servers are
consistently managed by using the enterprise management functions of Tivoli
Storage Manager.

You can set up one server as the configuration manager and have other servers
obtain configuration information from it.

To keep the server running well, you can perform these tasks:

* Managing server operations, such as controlling client access to the server
* Automating repetitive administrative tasks

* Monitoring and adjusting space for the database and the recovery log

* Monitoring the status of the server, server storage, and clients

Server-operation management

When managing your server operations, you can choose from a variety of
associated tasks.

Some of the more common tasks that you can perform to manage your server
operations are:

 Starting and stopping the server.
* Allowing and suspending client sessions with the server.

* Querying, canceling, and preempting server processes such as backing up the
server database.

* Customizing server options.

Other tasks that are needed less frequently include:
* Maintaining compliance with the license agreement.

* Moving the server.
Specifying server options

Server options are available to customize the server and its operations. You can use
server options to configure and update the following:

* Server communications

* Storage configuration

* Database and recovery log operations
* Client transaction performance
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Server script automation

Repetitive, manual tasks that are associated with managing the server can be
automated through Tivoli Storage Manager schedules and scripts. Using schedules
and scripts can minimize the daily tasks for administrators.

You can define schedules for the automatic processing of most administrative
commands. For example, a schedule can run the command to back up the server's
database every day.

Tivoli Storage Manager server scripts allow you to combine administrative
commands with return code checking and processing. The server comes with
scripts that you can use to do routine tasks, or you can define your own. The
scripts typically combine several administrative commands with return code
checking, or run a complex SQL SELECT command.

Related tasks:
(Chapter 18, “Managing server operations,” on page 571|

Related reference:

[“Licensing Tivoli Storage Manager” on page 571

The server database and recovery log

The Tivoli Storage Manager database contains information about client data and
operations of the server. The recovery log helps to ensure that a failure, such as a
system power outage or application error, does not leave the database in an
inconsistent state. Both are key to the operation of the server.

The Tivoli Storage Manager database does not store client data; it points to the
locations of client files in storage pools and stores information about client data,
also called metadata.

The database includes information about:

¢ Client nodes and administrators

* Policies and schedules

* Server settings

* Locations of client files on server storage

* Server operations (for example, activity logs and event records)
* Intermediate results for queries

Information about client data includes the file name, file size, file owner,
management class, copy group, and location of the file in server storage.

The server records changes made to the database (database transactions) in its
recovery log. The recovery log is used to maintain the database in a transactionally
consistent state, and to maintain consistency across server startup operations. The
recovery log consists of these logs:

e Active log

* Log mirror (optional)

¢ Archive log

* Archive failover log (optional)

[Figure 11 on page 52|shows the components of the database and recovery log.
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Figure 11. Tivoli Storage Manager database and recovery log

Related tasks:
[Chapter 20, “Managing the database and recovery log,” on page 623

The role of the recovery log
When the logs that make up the recovery log are set up carefully, they work
together to ensure that data is not lost.

Each component of the recovery log has a specific purpose to protect server and
client data:

Active log
The active log records transactions that are in progress on the server. This
information is needed to restart the server and database after a disaster.
Transactions are stored in the log files of the active log, and a transaction
can span multiple log files. If a failure occurs, the changes that were made
but not committed are rolled back, and all committed transactions, which
might not have been physically written to disk, are reapplied and
committed again.

Active log mirror (optional)
The active log mirror is a copy of the active log that can be used if the
active log files cannot be read. All changes that are made to the active log
are also written to the log mirror. There can be only one active log mirror.
Creating a log mirror is optional but recommended.

Archive log
The archive log contains copies of closed log files that were in the active
log. The archive log is not needed for normal processing, but it is typically
needed for recovery of the database.

The archive log is included in database backups and is used for
rollforward recovery of the database. Archive log files that are included in
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a database backup are automatically pruned after a full database backup
cycle is complete. The archive log must have enough space to store the log
files for database backups.

Archive failover log (optional)
The archive failover log, also called a secondary archive log, is the
directory that the server uses to store archive log files when the archive log
directory is full. Its use is optional but highly recommended.

Related concepts:

[“Recovery log management” on page 62|

Sources of information about the server

Tivoli Storage Manager provides you with many sources of information about
server and client status and activity, the state of the server database and storage,
and resource usage. By monitoring selected information, you can provide reliable
services to users while you are making the best use of available resources.

The Operations Center provides visibility to the key aspects of your Tivoli Storage
Manager environment, including clients, servers, policy, storage pools, and storage
devices.

You can use Tivoli Storage Manager queries and SQL queries to get information
about the server. You can also set up automatic logging of information about Tivoli
Storage Manager clients and server events. Daily checks of some indicators are
suggested.

Related tasks:

Chapter 17, “Managing the storage environment from the Operations Center,” on|

page 561|

[Part 5, “Monitoring operations,” on page 759

Tivoli Storage Manager server networks

You might have a number of Tivoli Storage Manager servers in your network, at
the same or different locations.

About this task

Some examples of different configurations are:

* Your users are scattered across many locations, so you have located Tivoli
Storage Manager servers close to the users to manage network bandwidth
limitations.

* You have set up multiple servers to provide services to different organizations at
one location.

* You have multiple servers on your network to make disaster recovery easier.

Servers connected to a network can be centrally managed. Tivoli Storage Manager
provides functions to help you configure, manage, and monitor the servers. An
administrator working at one Tivoli Storage Manager server can work with servers
at other locations around the world.

When you have a network of Tivoli Storage Manager servers, you can simplify

configuration and management of the servers by using enterprise administration
functions. You can do the following:
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* Designate one server as a configuration manager that distributes configuration
information such as policy to other servers. See|“Setting up enterprise|
[configurations” on page 685)

* Route commands to multiple servers while logged on to one server. See
[“Routing commands” on page 710|

* Log events such as error messages to one server. This allows you to monitor
many servers and clients from a single server. See [‘Enterprise event logging]
[logging events to another server” on page 836/

* Store data for one Tivoli Storage Manager server in the storage of another Tivoli
Storage Manager server. The storage is called server-to-server virtual volumes.
See ['Storing data on another server as virtual volumes” on page 716/ for details.

* Share an automated library among Tivoli Storage Manager servers. See
[on storage area networks” on page 67.|

* Store a recovery plan file for one server on another server, when using disaster
recovery manager. You can also back up the server database and storage pools to
another server. See [Chapter 30, “Disaster recovery manager,” on page 1019 for
details.

* Back up the server database and storage pools to another server. See
[data on another server as virtual volumes” on page 716 for details.

* To simplify password management, have client nodes and administrators
authenticate their passwords on multiple servers using an LDAP directory
server. See [“Managing passwords and logon procedures” on page 867 ]

Data export and import

As conditions change, you can move data from one server to another by using
export and import processes.

About this task

You might need to balance workload among servers by moving client nodes from
one server to another. The following methods are available:

* You can export part or all of a server's data to sequential media, such as tape or
a file on hard disk. You can then take the media to another server and import
the data to that server

* You can export part or all of a server's data and import the data directly to
another server, if server-to-server communications are set up.

Related concepts:

[Chapter 22, “Exporting and importing data,” on page 725|

Server and client data protection

54

The database, recovery log, and storage pools are critical to the operation of Tivoli
Storage Manager and must be properly protected.

About this task

If the database is unusable, the entire Tivoli Storage Manager server is unavailable.
If a database is lost and cannot be recovered, it might be difficult or impossible to
recover data that is managed by that server. Therefore, It is critically important to
back up the database. However, even without the database, fragments of data or
complete files might easily be read from storage pool volumes that are not
encrypted. Even if data is not completely recovered, security can be compromised.
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For this reason, always encrypt sensitive data by using the Tivoli Storage Manager
client or the storage device, unless the storage media is physically secured.

Tivoli Storage Manager provides a number of ways to protect your data, including
backing up your storage pools and database. For example, you can define
schedules so that the following operations occur:

* After the initial full backup of your storage pools, incremental storage pool
backups are done nightly.

* Full database backups are done weekly.
* Incremental database backups are done nightly.

In addition, disaster recovery manager (DRM), an optional feature of Tivoli Storage
Manager, can assist you in many of the tasks that are associated with protecting
and recovering your data.

Related tasks:
[Part 6, “Protecting the server,” on page 843|

Chapter 27, “Protecting and recovering the server infrastructure and client data,”|

on page 881|

Disaster recovery

Tivoli Storage Manager provides a number of ways to protect and recover your
server from media failure or from the loss of the Tivoli Storage Manager database
or storage pools.

About this task

Recovery is based on the following preventive measures:

¢ Mirroring, by which the server maintains a copy of the active log
* Periodic backup of the database

* Periodic backup of the storage pools

* Audit of storage pools for damaged files, and recovery of damaged files when
necessary

* Backup of the device configuration and volume history files
* Validation of the data in storage pools, using cyclic redundancy checking

* Keeping the cert.kdb file in a safe place to ensure that SSL (Secure Sockets
Layer) is secure for authenticating passwords

In addition to taking these actions, you can prepare a disaster recovery plan to
guide you through the recovery process by using the disaster recovery manager,
which is available with Tivoli Storage Manager Extended Edition. The disaster
recovery manager (DRM) assists you in the automatic preparation of a disaster
recovery plan. You can use the disaster recovery plan as a guide for disaster
recovery and for audit purposes to certify the recoverability of the Tivoli Storage
Manager server.

The disaster recovery methods of DRM are based on taking the following
measures:

* Sending server backup volumes offsite or to another Tivoli Storage Manager
server

* Creating the disaster recovery plan file for the Tivoli Storage Manager server
* Storing client system information
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* Defining and tracking client recovery media
Related tasks:
[Chapter 30, “Disaster recovery manager,” on page 1019|
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Part 2. Configuring and managing storage devices

To make storage devices available to a server, you must attach the devices,
configure device drivers, and create Tivoli Storage Manager objects that represent
those devices. To use the devices to store client data, you also create objects
representing storage pools and storage-pool volumes.
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Chapter 3. Planning for server storage

To determine the device classes and storage pools that you need for your server
storage, you must evaluate the devices in your storage environment.

Procedure

1. Determine which drives and libraries are supported by the server. For the
most up-to-date list of supported devices and operating-system levels, see the
Supported Devices website:

http:/ /www.ibm.com /software/sysmgmt/products/support/ |
IBM_TSM_Supported_Devices_for AIXHPSUNWIN.html

2. Determine which storage devices can be selected for use by the server. For
example, determine how many tape drives you have that you can allow the
server to use. For more information about selecting a device configuration, see
[“Device configurations” on page 67

The servers can share devices in libraries that are attached through a SAN. If
the devices are not on a SAN, the server expects to have exclusive use of the
drives that are defined to it. If another application (including another Tivoli
Storage Manager server) tries to use a drive while the server to which the
drive is defined is running, some server functions might fail. For more
information about specific drives and libraries, see |http:/ /www.ibm.com /|
[support/entry/portal /Overview /Software / Tivoli/ Tivoli_Storage_Manager

3. Determine the device driver that supports the devices. For more information
about device driver support, see:

[“Selecting a device driver” on page 89|

4. Determine how to attach the devices to the server. For more information about
attaching devices, see:

[“Attaching an automated library device to your system” on page 88|

5. Determine whether to back up client data directly to tape or to a storage
hierarchy.

6. Determine which client data is backed up to which device, if you have
multiple device types.

7. Determine the device type and device class for each of the available devices.
Group similar devices together and identify their device classes. For example,
create separate categories for 4 mm and 8 mm devices.

Tip: For sequential access devices, you can categorize the type of removable
media based on their capacity.

For example, standard length cartridge tapes and longer length cartridge tapes
require different device classes.

8. Determine how the mounting of volumes is accomplished for the devices:

* Devices that require operators to load volumes must be part of a defined
MANUAL library.

* Devices that are automatically loaded must be part of a defined SCSI, 349X,
or VTL library. Each automated library device is a separate library.

* Devices that are controlled by Oracle StorageTek Automated Cartridge
System Library Software (ACSLS) must be part of a defined ACSLS library.

* Devices that are managed by an external media management system must
be part of a defined EXTERNAL library.
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9. If you are considering storing data for one Tivoli Storage Manager server by
using the storage of another Tivoli Storage Manager server, consider network
bandwidth and network traffic. If your network resources constrain your
environment, you might have problems with using the SERVER device type
efficiently.

Also, consider the storage resources available on the target server. Ensure that
the target server has enough storage space and drives to handle the load from
the source server.

10. Determine the storage pools to set up, based on the devices you have and on
user requirements. Gather users' requirements for data availability. Determine
which data needs quick access and, which does not.

11. Be prepared to label removable media. You might want to create a new
labeling convention for media so that you can distinguish them from media
that are used for other purposes.

Road map for key device-related task information

60

Key tasks include configuring and managing disk devices, physically attaching
storage devices to your system, and so on. In this document, information about
tasks is organized into linked topics.

Use the following table to identify key tasks and the topics that describe how to
perform those tasks.

Task Topic

Configure and manage magnetic disk Chapter 4, “Magnetic disk devices,” on page|
devices, which Tivoli Storage Manager uses |7
to store client data, the database, database
backups, recovery log, and export data.

Physically attach storage devices to your Chapter 5, “Attaching devices for the|
system. Install and configure the required server,” on page 87
device drivers.

Configure devices to use with Tivoli Storage [Chapter 6, “Configuring storage devices,” on|
Manager, using detailed scenarios of page 99
representative device configurations.

Plan, configure, and manage an environment [Chapter 9, “Using NDMP for operations|
for NDMP operations with NAS file servers,” on page 207

Perform routine operations such as labeling [Chapter 7, “Managing removable media
volumes, checking volumes into automated |operations,” on page 135|

libraries, and maintaining storage volumes

and devices.

Define and manage device classes. |“Defining device classes” on page 182
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Supported library types

A physical library is a collection of one or more drives that share similar
media-mounting requirements. That is, the drive can be mounted by an operator or
by an automated mounting mechanism.

A library object definition specifies the library type and other characteristics that
are associated with that library type. For example, when you define an IBM
TotalStorage 3494 Tape Library, category numbers are used by for private, scratch,
and write-once, read-many (WORM) scratch volumes.

Tivoli Storage Manager supports various library types.

Table 4. Library types supported by Tivoli Storage Manager

Library type

Description

More information

SCSI

A SCSI library is controlled through a SCSI
interface, attached either directly to the server's
host by using SCSI cabling or by a storage area
network. A robot or other mechanism
automatically handles volume mounts and
dismounts.

The drives in a SCSI library can be of different
types. A SCSI library can contain drives of
mixed technologies, including LTO Ultrium
and DLT drives. For example:

¢ The Oracle StorageTek L700 library

* The IBM 3590 tape device, with its
Automatic Cartridge Facility (ACF)

Remember: Although it has a SCSI interface,
the IBM 3494 Tape Library Dataserver is
defined as a 349X library type.

For information about
configuring a SCSI
library, see:

Chapter 6,|

“Configuring storage|

devices,” on page 99

VTL

A virtual tape library (VTL) is a hardware
component that can emulate a tape library
while it is using a disk as the underlying
storage hardware.

Using a VIL, you can create variable numbers
of drives and volumes because they are only
logical entities within the VTL. The ability to
create more drives and volumes increases the
capability for parallelism, giving you more
simultaneous mounts and tape I/0.

VTLs use SCSI and Fibre Channel interfaces to
interact with applications. Because VTLs
emulate tape drives, libraries, and volumes, an
application such as Tivoli Storage Manager
cannot distinguish a VTL from real tape
hardware unless the library is identified as a
VTL.

For information about

configuring a VTL
library, see i”Managina

virtual tape libraries” on|

[page 112]
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Table 4. Library types supported by Tivoli Storage Manager (continued)

Library type

Description

More information

ACSLS

An automated cartridge system library
software (ACSLS) library is a type of external
library that is controlled by Oracle StorageTek
ACSLS media-management software. The
server can act as a client application to the
ACSLS software to use the drives.

The StorageTek software performs the
following functions:

¢ Mounts volumes, both private and scratch
¢ Dismounts volumes

* Returns library volumes to scratch status
The ACSLS software selects an appropriate
drive for media-access operations. You do not

define the drives, check in media, or label the
volumes in an external library.

For more information,
see your StorageTek
documentation. If you
are using an ACSLS
library and have
enabled a firewall, refer
to the StorageTek
Automated Cartridge
System Library Software
Administrator’s Guide,
Version 8.1 (April 2012
edition).

349X

A 349X library is a collection of drives in an
IBM 3494. Volume mounts and dismounts are
handled automatically by the library. A 349X
library has one or more library management
control points (LMCP) that the server uses to
mount and dismount volumes in a drive. Each
LMCP provides an independent interface to
the robot mechanism in the library.

349X library objects contain only one device
type (IBM 3590 or 3592) of drives. Thus, if you
have 3590 and 3592 drives in your 349X library,
you must define two library objects: one for
your 3590 drives and one for your 3592 drives.
Each of these library objects must have the
same device parameter when their paths are
defined.

For information about
configuring a 349X
library, see:

Chapter 6,|
‘Configuring storagel
devices,” on page 99|

Shared

Shared libraries are logical libraries that are
represented physically by SCSI, 349X, ACSLS,
or VTL libraries. The physical library is
controlled by the Tivoli Storage Manager
server that is configured as a library manager.
Tivoli Storage Manager servers that use the
SHARED library type are library clients to the
library manager server. Shared libraries
reference a library manager.
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Table 4. Library types supported by Tivoli Storage Manager (continued)

Library type

Description

More information

Manual

In manual libraries, operators mount the
volumes in response to mount-request
messages that are issued by the server.

The server sends these messages to the server
console and to administrative clients that were
started by using the special MOUNTMODE or
CONSOLEMODE parameter.

You cannot combine drives of different types

or formats, such as Digital Linear Tape (DLT)
and 8MM, in a single manual library. Instead,
you must create a separate manual library for
each device type.

You can use manual libraries as logical entities
for sharing sequential-access disk (FILE)
volumes with other servers.

For information about
configuring a manual
library, see:

Chapter 6,|
“Configuring storage]
devices,” on page 99

External

An external library is a collection of drives that
are managed by an external
media-management system that is not part of
Tivoli Storage Manager, for example:

* ACSLS or LibraryStation-controlled Oracle
StorageTek library that is used with an
external library manager (ELM), like
Gresham's EDT-DistribuTAPE

¢ IBM Tape Storage Library Manager (TSLM)

The Tivoli Storage Manager server provides an
interface that allows the external media
management system to operate with the server,
mount and dismount volumes, and return
library volumes to scratch.

An external library allows flexibility in
grouping drives into libraries and storage
pools. The library can have one drive, a
collection of drives, or even a part of an
automated library. The external media manager
selects the appropriate drive for media-access
operations.

You do not define drives, check in media, or
label the volumes in an external library.

For a definition of the
interface that Tivoli
Storage Manager
provides to the external

media management
system, see |Appendix A,|

“External medial

management interface|

description,” on page]

1091.|

Zosmedia

A zosmedia library represents a tape or disk
storage resource that is attached with a Fibre
Channel connection (FICON®) and is managed
by Tivoli Storage Manager for z/ 0S® Media.

A zosmedia library does not require drive
definitions. Paths are defined for the Tivoli
Storage Manager server and any storage agents
that need access to the zosmedia library
resource.

For information about

configuring a zosmedia
library, see|’Configuring

the Tivoli Storage]|

Manager server to use

z/OS media server]

storage” on page 125)
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Tivoli Storage Manager device classes

64

A device class represents a set of storage devices with similar availability,
performance, and storage characteristics.

Each device that is defined to Tivoli Storage Manager is associated with one device
class. The device class specifies the device type and media management
information, such as recording format, estimated capacity, and labeling prefixes.

A device type identifies a device as a member of a group of devices that share
similar media characteristics. For example, the 8MM device type applies to 8 mm

tape drives.

Device types include various removable media types along with FILE, CENTERA,
and SERVER.

A device class for a tape drive must also specify a library.

Disk devices

Using Tivoli Storage Manager, you can define random-access disk (DISK device
type) volumes using a single command. You can also use space triggers to
automatically create preassigned private volumes when predetermined
space-utilization thresholds are exceeded.

For imi ortant disk-related information, see [“Requirements for disk systems” on

Removable media

Tivoli Storage Manager provides a set of specified removable-media device types,
such as 8MM for 8 mm tape devices, or REMOVABLEFILE for Jaz or DVD-RAM
drives.

The GENERICTAPE device type is provided to support certain devices that are not
supported by the Tivoli Storage Manager server.

For more information about supported removable media device types, see
[“Defining device classes” on page 182|and the Administrator’s Reference.

Files on disk as sequential volumes (FILE)

The FILE device type lets you create sequential volumes by creating files on disk
storage. To the server, these files have the characteristics of a tape volume. FILE
volumes can also be useful when transferring data for purposes such as electronic
vaulting or for taking advantage of relatively inexpensive disk storage devices.

FILE volumes are a convenient way to use sequential-access disk storage for the
following reasons:

* You do not need to explicitly define scratch volumes. The server can
automatically acquire and define scratch FILE volumes as needed.

* You can create and format FILE volumes using a single command. The
advantage of private FILE volumes is that they can reduce disk fragmentation
and maintenance overhead.

IBM Tivoli Storage Manager for AIX: Administrator's Guide



* Using a single device class definition that specifies two or more directories, you
can create large, FILE-type storage pools. Volumes are created in the directories
you specify in the device class definition. For optimal performance, volumes
should be associated with file systems.

* When predetermined space-utilization thresholds have been exceeded, space
trigger functionality can automatically allocate space for private volumes in
FILE-type storage pools.

* The Tivoli Storage Manager server allows concurrent read-access and
write-access to a volume in a storage pool associated with the FILE device type.
Concurrent access improves restore performance by allowing two or more clients
to access the same volume at the same time. Multiple client sessions (archive,
retrieve, backup, and restore) or server processes (for example, storage pool
backup) can read the volume concurrently. In addition, one client session or one
server process can write to the volume while it is being read.

The following server processes are allowed shared read access to FILE volumes:
- BACKUP DB

- BACKUP STGPOOL

- COPY ACTIVEDATA

— EXPORT/IMPORT NODE

— EXPORT/IMPORT SERVER

- GENERATE BACKUPSET

- RESTORE STGPOOL

- RESTORE VOLUME

The following server processes are not allowed shared read access to FILE
volumes:

- AUDIT VOLUME
— DELETE VOLUME
— MIGRATION

- MOVE DATA

- MOVE NODEDATA
- RECLAMATION

Unless sharing with storage agents is specified, the FILE device type does not
require you to define library or drive objects. The only required object is a device
class.

For imi ortant disk-related information, see [’Requirements for disk systems” on|

Files on sequential volumes (CENTERA)

The CENTERA device type defines the EMC Centera storage device. It can be used
like any standard storage device from which files can be backed up and archived
as needed.

The Centera storage device can also be configured with the Tivoli Storage Manager
server to form a specialized storage system that protects you from inadvertent
deletion of mission-critical data such as emails, trade settlements, legal documents,
and so on.

The CENTERA device class creates logical sequential volumes for use with Centera
storage pools. These volumes share many of the same characteristics as FILE type
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volumes. With the CENTERA device type, you are not required to define library or
drive objects. CENTERA volumes are created as needed and end in the suffix
"CNT."

Multiple client retrieve sessions, restore sessions, or server processes can read a
volume concurrently in a storage pool that is associated with the CENTERA device
type. In addition, one client session or one server process can write to the volume
while it is being read. Concurrent access improves restore and retrieve performance
because two or more clients can have access to the same volume at the same time.

The following server processes can share read access to Centera volumes:
* EXPORT NODE

» EXPORT SERVER

* GENERATE BACKUPSET

The following server processes cannot share read access to Centera volumes:
* AUDIT VOLUME
* DELETE VOLUME

For more information about the Centera device class, see [“Defining device classes|
ffor CENTERA devices” on page 202) For details about Centera-related commands,
refer to the Administrator’s Reference.

Sequential volumes on another Tivoli Storage Manager server
(SERVER)

The SERVER device type lets you create volumes for one Tivoli Storage Manager
server that exist as archived files in the storage hierarchy of another server. These
virtual volumes have the characteristics of sequential-access volumes such as tape.
No library or drive definition is required.

You can use virtual volumes for the following:

* Device-sharing between servers. One server is attached to a large tape library
device. Other servers can use that library device indirectly through a SERVER
device class.

* Data-sharing between servers. By using a SERVER device class to export and
import data, physical media remains at the original location instead having to be
transported.

* Immediate offsite storage. Storage pools and databases can be backed up
without physically moving media to other locations.

 Offsite storage of the disaster recovery manager (DRM) recovery plan file.
¢ Electronic vaulting.

See [“Storing data on another server as virtual volumes” on page 716.|
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Device configurations

You can configure devices on a local area network, on a storage area network, for
LAN-free data movement, and as network-attached storage. Tivoli Storage
Manager provides methods for configuring storage devices.

For information about supported devices and Fibre Channel hardware and
configurations, see |http: / /www.ibm.com/support/entry/portal/Overview / |
Software/Tivoli/Tivoli_Storage_Manager]

Devices on local area networks

In the conventional local area network (LAN) configuration, one or more tape
libraries are associated with a single Tivoli Storage Manager server.

In a LAN configuration, client data, electronic mail, terminal connection,
application program, and device control information must all be handled by the
same network. Device control information and client backup and restore data flow
across the LAN.

Libraries cannot be partitioned or shared in a LAN environment. However, the
349X library has a limited ability to share 3590 drives or 3592 drives between more
than one Tivoli Storage Manager server. For details, see [‘Sharing an IBM 3494]
library by static partitioning of drives” on page 117 and [“Configuring library|
sharing” on page 108

For information about the categories of libraries that are supported by Tivoli
Storage Manager, see [‘Supported library types” on page 61

Devices on storage area networks

A SAN is a dedicated storage network that can improve system performance. On a
SAN, you can consolidate storage and relieve the distance, scalability, and
bandwidth limitations of LANs and wide area networks (WANS).

By using Tivoli Storage Manager in a SAN, you can take advantage of the
following functions:

* Sharing storage devices among multiple Tivoli Storage Manager servers.
Devices that use the GENERICTAPE device type are not included.

* Moving Tivoli Storage Manager client data directly to storage devices (LAN-free
data movement) by configuring a storage agent on the client system.

In a SAN, you can share tape drives and libraries that are supported by the Tivoli
Storage Manager server, including most SCSI devices.

[Figure 12 on page 68 shows a SAN configuration in which two Tivoli Storage
Manager servers share a library.
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Figure 12. Library sharing in a storage area network (SAN) configuration. The servers
communicate over the LAN. The library manager controls the library over the SAN. The
library client stores data to the library devices over the SAN.

When Tivoli Storage Manager servers share a library, the server that is defined as
the library manager controls device operations. These operations include mount,
dismount, volume ownership, and managing library inventory. Tivoli Storage
Manager servers that are defined as library clients use server-to-server
communications to contact the library manager and request device service. Data
moves over the SAN between each server and the storage device.

Tivoli Storage Manager servers use the following features when sharing an
automated library:

Partitioning of the Volume Inventory
The inventory of media volumes in the shared library is partitioned among
servers. Either one server owns a particular volume, or the volume is in
the global scratch pool. No server owns the scratch pool at any time.

Serialized Drive Access
Only one server accesses each tape drive at a time. Drive access is
serialized and controlled so that servers do not dismount other servers'
volumes or write to drives where other servers mount their volumes.

Serialized Mount Access
The library autochanger completes a single mount or dismount operation
at a time. The library manager completes all mount operations to provide
this serialization.

Related tasks:
“Configuring library sharing” on page 10|

Chapter 5, “Attaching devices for the server,” on page 87]
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LAN-free data movement

Tivoli Storage Manager allows a client, through a storage agent, to directly back up
and restore data to a tape library on a SAN.

shows a SAN configuration in which a client directly accesses a tape or
FILE library to read or write data.

Library(control Tivoli'Storage
A clientmetadata Manager

i. . |“_: 2

¢ Librarycontrol

Tivoli'Storage(Manager
backup-archive(client
with(storagelagent
installed SAN

Tapellibrary

Filellibrary

Figure 13. LAN-Free data movement. Client and server communicate over the LAN. The
server controls the device on the SAN. Client data moves over the SAN to the device.

LAN-free data movement requires the installation of a storage agent on the client
system. The server maintains the database and recovery log, and acts as the library
manager to control device operations. The storage agent on the client handles the
data transfer to the device on the SAN. This implementation frees up bandwidth
on the LAN that would otherwise be used for client data movement.

The following outlines a typical backup scenario for a client that uses LAN-free
data movement:

1. The client begins a backup operation. The client and the server exchange policy
information over the LAN to determine the destination of the backed up data.

For a client that uses LAN-free data movement, the destination is a storage
pool that uses a device on the SAN.

2. Because the destination is on the SAN, the client contacts the storage agent,
which handles the data transfer. The storage agent sends a request for a volume
mount to the server.

3. The server contacts the storage device and, in the case of a tape library, mounts
the appropriate media.

4. The server notifies the client of the location of the mounted media.

5. The client, through the storage agent, writes the backup data directly to the
device over the SAN.

6. The storage agent sends file attribute information to the server, and the server
stores the information in its database.
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If a failure occurs on the SAN path, failover occurs. The client uses its LAN
connection to the Tivoli Storage Manager server and moves the client data over the
LAN.

Remember:
* Centera storage devices cannot be targets for LAN-free operations.

* For the latest information about clients that support the feature, see the Tivoli
Storage Manager support page at [http:/ /www.ibm.com/ support/entry /portal/ |
|Overview/ Software/Tivoli/ Tivoli_Storage_ManagerI

Network-attached storage

Network-attached storage (NAS) file servers are dedicated storage servers whose
operating systems are optimized for file-serving functions. NAS file servers
typically do not run software that is acquired from another vendor. Instead, they
interact with programs like Tivoli Storage Manager through industry-standard
network protocols, such as network data management protocol (NDMP).

Tivoli Storage Manager provides two basic types of configurations that use NDMP
for backing up and managing NAS file servers. In one type of configuration, Tivoli
Storage Manager uses NDMP to back up a NAS file server to a library device
directly attached to the NAS file server. (See .) The NAS file server, which
can be distant from the Tivoli Storage Manager server, transfers backup data
directly to a drive in a SCSl-attached tape library. Data is stored in special,
NDMP-formatted storage pools, which can be backed up to storage media that can
be moved offsite for protection in case of an onsite disaster.

Server z
é"’
L Offsite storage
< Tape Library
” ~

NAS File s,

Server Sl
Legend: Seo

§~~~

SCSiI or Fibre S..
Channel Connection _........
TCP/IP NAS File Server
Connection — File System
Data Flow Disks

Figure 14. Library device directly attached to a NAS file server

In the other type of NDMP-based configuration, Tivoli Storage Manager uses
NDMP to back up a NAS file server to a Tivoli Storage Manager storage-pool
hierarchy. (See [Figure 15 on page 71}) With this type of configuration, you can store
NAS data directly to disk (either random access or sequential access) and then
migrate the data to tape. Data can also be backed up to storage media that can
then be moved offsite. The advantage of this type of configuration is that it gives
you all the backend-data management features associated with a conventional
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Tivoli Storage Manager storage-pool hierarchy, including migration and
reclamation.
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Figure 15. NAS file server toTivoli Storage Manager storage-pool hierarchy

In both types of configurations, Tivoli Storage Manager tracks file system image
backups and has the capability to perform NDMP file-level restores. For more
information about NDMP file-level restores, see["NDMP file-level restoration” on|

Note:
* A CENTERA storage device cannot be a target for NDMP operations.

* Support for filer-to-server data transfer is only available for NAS devices that
support NDMP version 4.

* For a comparison of NAS backup methods, including the use of a
backup-archive client to back up a NAS file server, see [“Determining the]
[location of NAS backup” on page 217

NDMP backup operations

In backup images produced by network data management protocol (NDMP)
operations for a NAS file server, Tivoli Storage Manager creates NAS
file-system-level or directory-level image backups.

The image backups are different from traditional Tivoli Storage Manager backups
because the NAS file server transfers the data to the drives in the library or
directly to the Tivoli Storage Manager server. NAS file system image backups can
be either full or differential image backups. The first backup of a file system on a
NAS file server is always a full image backup. By default, subsequent backups are
differential image backups containing only data that has changed in the file system
since the last full image backup. If a full image backup does not already exist, a
full image backup is performed.
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If you restore a differential image, Tivoli Storage Manager automatically restores
the full backup image first, followed by the differential image.

NDMP file-level restoration

Tivoli Storage Manager provides a way to restore data from backup images
produced by NDMP operations. To assist users in restoring selected files, you can
create a table of contents (TOC) of file-level information for each backup image.

Using the Web backup-archive client, users can then browse the TOC and select
the files that they want to restore. If you do not create a TOC, users must be able
to specify the name of the backup image that contains the file to be restored and
the fully qualified name of the file.

You can create a TOC using one of the following commands:
* BACKUP NODE server command. For details, see the Administrator’s Reference.

* BACKUP NAS client command, with include.fs.nas specified in the client
options file or specified in the client options set. For details, see the
Backup-Archive Clients Installation and User’s Guide.

Directory-level backup and restore

If you have a large NAS file system, initiating a backup on a directory level
reduces backup and restore times, and provides more flexibility in configuring
your NAS backups.

By defining virtual file spaces, a file system backup can be partitioned among
several NDMP backup operations and multiple tape drives. You can also use
different backup schedules to back up subtrees of a file system.

The virtual file space name cannot be identical to any file system on the NAS
node. If a file system is created on the NAS device with the same name as a virtual
file system, a name conflict occurs on the Tivoli Storage Manager server when the
new file space is backed up. See the Administrator’s Reference for more information
about virtual file space mapping commands.

Remember: Virtual file space mappings are only supported for NAS nodes.

Mixed device types in libraries

Tivoli Storage Manager supports mixing different device types within a single
automated library, if the library itself can distinguish among the different media
for the different device types.

Libraries with this capability are those models that are supplied from the
manufacturer already containing mixed drives, or capable of supporting the
addition of mixed drives. Check with the manufacturer, and also check the Tivoli
Storage Manager website for specific libraries that were tested on Tivoli Storage
Manager with mixed device types.

For example, you can have Quantum SuperDLT drives, LTO Ultrium drives, and
StorageTek T10000 drives in a single library that is defined to the Tivoli Storage
Manager server. For examples of how to set this up, see:

‘Example: Configure a SCSI or virtual tape library with multiple drive device
types” on page 102

‘Example: Configure a 3494 library with multiple drive device types” on page
107
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Different media generations in a library

While the Tivoli Storage Manager server now allows mixed device types in an
automated library, the mixing of different generations of the same type of drive is
still not supported. New drives cannot write the older media formats, and old
drives cannot read new formats.

If the new drive technology cannot write to media formatted by older generation
drives, the older media must be marked read-only to avoid problems for server
operations. Also, the older drives must be removed from the library. The following
are some examples of combinations that the Tivoli Storage Manager server does
not support in a single library:

» SDLT 220 drives with SDLT 320 drives

* DLT 7000 drives with DLT 8000 drives

* StorageTek 9940A drives with 9940B drives
* UDOI1 drives with UDO2 drives

There are exceptions to the rule against mixing generations of LTO Ultrium drives
and media. The Tivoli Storage Manager server does support mixtures of the
following types:

e LTO Ultrium Generation 1 (LTO1) and LTO Ultrium Generation 2 (LTO2)
e LTO Ultrium Generation 2 (LTO2) with LTO Ultrium Generation 3 (LTO3)
e LTO Ultrium Generation 3 (LTO3) with LTO Ultrium Generation 4 (LTO4)
e LTO Ultrium Generation 4 (LTO4) with LTO Ultrium Generation 5 (LTO5)
e LTO Ultrium Generation 5 (LTO5) with LTO Ultrium Generation 6 (LTO6)

The server supports these mixtures because the different drives can read and write
to the different media. If you plan to upgrade all drives to Generation 2 (or
Generation 3, Generation 4, or Generation 5), first delete all existing Ultrium drive
definitions and the paths associated with them. Then, you can define the new
Generation 2 (or Generation 3, Generation 4, or Generation 5) drives and paths.

Note:

1. LTO Ultrium Generation 3 drives can read only Generation 1 media. If you are
mixing Ultrium Generation 1 with Ultrium Generation 3 drives and media in a
single library, you must mark the Generation 1 media as read-only. All
Generation 1 scratch volumes must be checked out.

2. LTO Ultrium Generation 4 drives can read only Generation 2 media. If you are
mixing Ultrium Generation 2 with Ultrium Generation 4 drives and media in a
single library, you must mark the Generation 2 media as read-only. All
Generation 2 scratch volumes must be checked out.

3. LTO Ultrium Generation 5 drives can read only Generation 3 media. If you are
mixing Ultrium Generation 3 with Ultrium Generation 5 drives and media in a
single library, you must mark the Generation 3 media as read-only. All
Generation 3 scratch volumes must be checked out.

4. LTO Ultrium Generation 6 drives can read only Generation 4 media. If you are
mixing Ultrium Generation 4 with Ultrium Generation 6 drives and media in a
single library, you must mark the Generation 4 media as read-only. All
Generation 4 scratch volumes must be checked out.

To learn more about additional considerations when you mix LTO Ultrium
generations, see [‘Defining LTO device classes” on page 196
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When you use Tivoli Storage Manager, you cannot mix drives that are 3592 drive
generations. Use one of three special configurations. For details, see [“Defining 3592
[device classes” on page 188)

If you plan to encrypt volumes in a library, do not mix media generations in the
library.

Mixed media and storage pools
You cannot mix media formats in a storage pool. Each unique media format must
be mapped to a separate storage pool through its own device class.

This includes LTO formats. Multiple storage pools and their device classes of
different types can point to the same library that can support them as explained in
[“Different media generations in a library” on page 73/

You can migrate to a new generation of a media type within the same storage pool
by following these steps:

1. ALL older drives are replaced with the newer generation drives within the
library (they cannot be mixed).

2. The existing volumes with the older formats are marked R/O if the new drive
cannot append those tapes in the old format. If the new drive can write to the
existing media in their old format, this is not necessary, but Step 1 is still
required. If it is necessary to keep different drive generations that are read but
not write compatible within the same library, separate storage pools for each
must be used.

Library sharing

Library sharing or tape resource sharing allows multiple Tivoli Storage Manager
servers to use the same tape library and drives on a storage area network (SAN)
and to improve backup and recovery performance and tape hardware asset
utilization.

When Tivoli Storage Manager servers share a library, one server is set up as the
library manager and controls library operations such as mount and dismount. The
library manager also controls volume ownership and the library inventory. Other
servers are set up as library clients and use server-to-server communications to
contact the library manager and request resources.

Library clients must be at the same or a lower version than the library manager
server. A library manager cannot support library clients that are at a higher
version. For example, a version 6.2 library manager can support a version 6.1
library client but cannot support a version 6.3 library client.
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Chapter 4. Magnetic disk devices

Using magnetic disk devices, Tivoli Storage Manager can store essential data for
server and client environments.

Tivoli Storage Manager stores data on magnetic disks in random access volumes,
as data is normally stored on disk, and in files on the disk that are treated as
sequential access volumes.

You can store the following types of data on magnetic disk devices:
* The database and recovery log

* Backups of the database

* Export and import data

* Client data that is backed up, archived, or migrated from client nodes. The client
data is stored in storage pools.

See the following sections:

Tasks:

[“Configuring random access volumes on disk devices” on page 82

[“Configuring FILE sequential volumes on disk devices” on page 83

|“Varying disk volumes online or offline” on page 84

|“Cache copies for files stored on disk” on page 84|

|“Freeing space on disk” on page 84|

|“Scratch FILE volumes” on page 85|

|“Volume history file and volume reuse” on page 85|

Note: Some of the tasks described in this chapter require an understanding of
storage objects. For an introduction to these storage objects, see|“Tivoli Storage

[Manager storage objects” on page 22.|

Requirements for disk systems

Tivoli Storage Manager requires certain behaviors of disk storage systems for the
database, the active and archive logs, and storage pool volumes of the DISK device
class and of FILE device types.

Review the following Tivoli Storage Manager requirements for disk devices and
compare them with information from your disk system vendor. A list of supported
disk storage devices is not available. Contact the vendor for your disk system if
you have questions or concerns about whether Tivoli Storage Manager
requirements are supported. The vendor should be able to provide the
configuration settings to meet these requirements.

I/0 operation results must be reported synchronously and accurately. For the

database and the active and archive logs, unreported or asynchronously reported
write errors that result in data not being permanently committed to the storage
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system can cause failures that range from internal processing errors to the inability
to restart the server. Depending upon the error, the result could be the loss of some
or all stored data.

Data in Tivoli Storage Manager storage pools, database volumes, and log volumes
must be interdependent. Tivoli Storage Manager requires that the data written to
these entities can be retrieved exactly as it was written. Also data in these entities
must be consistent with one another. There cannot be timing windows in which
data that is being retrieved varies depending on the way that an I/O system
manages the writing of data. Generally, this means that replicated Tivoli Storage
Manager environments must use features such as maintenance of write-order
between the source and replication targets. It also requires that the database, log,
and disk storage pool volumes be part of a consistency group in which any I/0 to
the members of the target consistency group are written in the same order as the
source and maintain the same volatility characteristics. Requirements for I/O to
disk storage systems at the remote site must also be met.

Database write operations must be nonvolatile for active and archive logs and
DISK device class storage pool volumes. Data must be permanently committed to
storage that is known toTivoli Storage Manager Tivoli Storage Manager has many
of the attributes of a database system, and data relationships that are maintained
require that data written as a group be permanently resident as a group or not
resident as a group. Intermediate states produce data integrity issues. Data must be
permanently resident after each operating-system write API invocation.

For FILE device type storage pool volumes, data must be permanently resident
following an operating system flush API invocation. This API is used at key
processing points in the Tivoli Storage Manager application. The API is used when
data is to be permanently committed to storage and synchronized with database
and log records that have already been permanently committed to disk storage.

For systems that use caches of various types, the data must be permanently
committed by the write APIs for the database, the active and archive logs, and
DISK device class storage pool volumes and by the flush API (for FILE device class
storage pool volumes). Tivoli Storage Manager uses write-through flags internally
when using storage for the database, the active and archive logs, and DISK device
class storage pool volumes. Data for the I/O operation can be lost if nonvolatile
cache is used to safeguard 1/O writes to a device and the nonvolatile cache is
battery protected. If there is a power loss and power is not restored before the
battery is exhausted, then data can be lost. This would be the same as having
uncommitted storage resulting in data integrity issues.

To write properly to the Tivoli Storage Manager database, to active and archive
logs, and to DISK device class storage pool volumes, the operating system API
write invocation must synchronously and accurately report the operation results.
Similarly, the operating system API flush invocation for FILE device type storage
pool volumes must also synchronously and accurately report the operation results.
A successful result from the API for either write or flush must guarantee that the
data is permanently committed to the storage system.

These requirements extend to replicated environments such that the remote site
must maintain consistency with the source site in terms of the order of writes; I/O
must be committed to storage at the remote site in the same order that it was
written at the source site. The ordering applies to the set of files that Tivoli Storage
Manager is writing, whether the files belong to the database, recovery log, or
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storage pool volumes. Tivoli Storage Manager can recover from incomplete I/O
scenarios if the ordering of writes is consistent between the source and target site.

To avoid having the Tivoli Storage Manager server at the local and remote site
losing synchronization, the server at the remote site should not be started except in
a fail-over situation. If there is a possibility that data at the source and target
locations can lose synchronization, there must be a mechanism to recognize this
situation. If synchronization is lost, the Tivoli Storage Manager server at the remote
location must be restored by conventional means by using Tivoli Storage Manager
database and storage pool restores.

Tivoli Storage Manager supports the use of remote file systems or drives for
reading and writing storage pool data, database backups, and other data
operations. Remote file systems in particular might report successful writes, even
after being configured for synchronous operations. This mode of operation causes
data integrity issues if the file system can fail after reporting a successful write.
Check with the vendor of your file system to ensure that flushes are performed to
nonvolatile storage in a synchronous manner.

Comparison of

random access and sequential access disk devices

Before you configure your disk device, you must consider the differences between
the two methods of storing data on disks and the advantages and disadvantages of
each. The particular advantages that are provided by either device type depend on
the operating system on which your Tivoli Storage Manager server is running.

provides some general information about the characteristics of DISK
devices (random access) and FILE devices (sequential access) and the benefits of
each.

Table 5. Comparing random access and sequential access disk devices

Function

Random Access (DISK) Sequential Access (FILE) More Information

Storage space allocation
and tracking

Disk blocks Volumes Space allocation and
tracking by blocks uses
more database storage
space, and requires more
processing power than
space allocation and

tracking by volume.

Concurrent volume access

A volume can be accessed
concurrently by different
operations

A volume can be accessed
concurrently by different
operations

Concurrent volume access
means that two or more
different operations can
access the same volume at
the same time.
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Table 5. Comparing random access and sequential access disk devices (continued)

Function

Random Access (DISK)

Sequential Access (FILE)

More Information

Client restore operations

One session per restore

Multiple concurrent
sessions access different
volumes simultaneously on
both the server and the
storage agent. Active
versions of client backup
data are collocated in
active-data pools.

Multi-session restore
enables backup-archive
clients to perform multiple
restore sessions for
no-query restore operations,
increasing the speed of
restores. Active-data pools
that are defined by using
sequential-access disk
(FILE) enable fast client
restore because the server
does not physically mount
tapes and does not position
past inactive files.

For more information, see

“Backing up primary|

storage pools” on page 896)

and the information about
client restore operations in
the Optimizing Performance
guide.

Available for use in
LAN-free backup

Not available

Available for LAN-free
backup when using IBM
General Parallel File
System.

Using LAN-free backup,
data moves over a
dedicated storage area
network (SAN) to the
sequential-access storage
device, freeing up
bandwidth on the LAN.

For more information, see

“LAN-free data movement”)

on page 69

Volume configuration

Operators need to define
volumes and specify their
sizes, or define space
triggers to automatically
allocate space when a
threshold is reached.

The Tivoli Storage Manager
server acquires and defines
scratch volumes as needed
if storage administrators set
the MAXSCRATCH parameter
to a value greater than
Z€T0.

Operators can also define
space triggers to
automatically allocate space
when a threshold is
reached.

For more information about
volumes on random-access

media, see |”Conﬁguring_§|

random access volumes on|

disk devices” on page 82

For more information about
volumes on FILE devices,
see |"Configuring FILE|

sequential volumes on disk|

devices” on page 83/

Tivoli Storage Manager
server caching (after files
are migrated to the next
storage pool in the storage
pool hierarchy)

Server caching is available,
but overhead is incurred in
freeing the cached space.
For example, as part of a
backup operation, the
server must erase cached
files to make room for
storing new files.

Server caching is not
necessary because access
times are comparable to
random access (DISK)
access times.

Caching can improve how
quickly the Tivoli Storage
Manager server retrieves
files during client restore or
retrieve operations.

For more information, see

“Caching in disk storage|

bools” on page 287
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Table 5. Comparing random access and sequential access disk devices (continued)

Function

Random Access (DISK)

Sequential Access (FILE)

More Information

Recovery of disk space

When caching is enabled,
the space that is occupied
by cached files is reclaimed
on demand by the server.

When caching is disabled,
the server recovers disk
space immediately after all
physical files are migrated
or deleted from within an
aggregate.

The server recovers disk
space in a process that is
called reclamation, which
involves copying physical
files to another volume,
making the reclaimed
volume available for reuse.
This minimizes the amount
of overhead because there
is no mount time required.

For more information about
reclamation, see

“Reclaiming space in|

sequential-access storagel

pools” on page 371]

Aggregate reconstruction

Not available; the result is
wasted space

Aggregate reconstruction
occurs as part of the
reclamation process. It is
also available by using the
RECONSTRUCT parameter on
the MOVE DATA and MOVE
NODEDATA commands.

An aggregate is two or more
files that are grouped
together for storage
purposes. Most data from
backup-archive clients is
stored in aggregates.
Aggregates accumulate
empty space as files are
deleted, expire, or as they
are deactivated in
active-data pools.

For more information, see

“Tivoli Storage Manager|

reclamation” on page 34

Available for use as copy
storage pools or active-data
pools

Not available

Available

Copy storage pools and
active-data pools provide
extra levels of protection
for client data.

For more information, see

“Backing up primary|

storage pools” on page 896

File location

Volume location is limited
by the trigger prefix or by
manual specification

FILE volumes use
directories. A list of
directories can be specified.
If directories correspond
with file systems,
performance is optimized.
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Table 5. Comparing random access and sequential access disk devices (continued)

Function

Random Access (DISK)

Sequential Access (FILE)

More Information

Restoring the database to
an earlier level

See More Information

Use the REUSEDELAY
parameter to retain
volumes in a pending state.
Volumes are not rewritten
until the specified number
of days have elapsed.
During database
restoration, if the data is
physically present, it can be
accessed after DSMSERV
RESTORE DB.

Use the AUDIT VOLUME
command to identify
inconsistencies between
information about a volume
in the database and the
actual content of the
volume. You can specify
whether the Tivoli Storage
Manager server resolves the
database inconsistencies it
finds.

For more information about
auditing volumes, see

“ Auditing storage pool|
volumes” on page 900, For
more information about
reuse delay, see |"Delaving|
reuse of volumes for]
recovery purposes” on page|

0]

For command syntax, refer
to the Administrator’s
Reference.

Migration

Performed by node.
Migration from
random-access pools can
use multiple processes.

Performed by volume. Files
are not migrated from a
volume until all files on the
volume have met the
threshold for migration
delay as specified for the
storage pool. Migration
from sequential-access
pools can use multiple
processes.

For more information, see
“Migrating disk storage|
pools” on page 276

Storage pool backup

Performed by node and file
space. Every storage pool
backup operation must
check every file in the
primary pool to determine
whether the file must be
backed up.

Performed by volume. For
a primary pool, there is no
need to scan every object in
the primary pool every
time the pool is backed up
to a copy storage pool.

For more information, see
|“Storage pools” on page 24)

Copying active data

Performed by node and file
space. Every storage pool
copy operation must check
every file in the primary
pool to determine whether
the file must be copied.

Performed by volume. For
a primary pool, there is no
need to scan every object in
the primary pool every
time the active data in the
pool is copied to an
active-data pool.

For more information, see
[“Storage pools” on page 24|
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Table 5. Comparing random access and sequential access disk devices (continued)

Function

Random Access (DISK)

Sequential Access (FILE)

More Information

Transferring data from
non-collocated to collocated
storage

Major benefits by moving
data from non-collocated
storage to DISK storage,
and then allowing data to
migrate to collocated
storage.

For more information,
sed”Restoring files to a|

storage pool with|

collocation enabled” onl

page 922]

Some benefit by moving
data from non-collocated
storage to FILE storage,
and then moving data to
collocated storage.

For more information, see

“Keeping client files|

together using collocation”]

on page 361:|

Shredding data

If shredding is enabled,
sensitive data is destroyed
after it is deleted from a
storage pool. Write caching
on a random access device
must be disabled if
shredding is enforced.

Shredding is not supported
on sequential access disk
devices.

For more information, see

“Securing sensitive client]

data” on page 515

Data deduplication

Not available

Duplicate data in primary,
copy, and active-data pools
can be identified and
removed, reducing the
overall amount of time that
is required to retrieve data
from disk.

For more information, see

“Deduplicating data” on|

[page 288.|

File systems and raw logical volumes for random access storage

You can choose to use either files in a file system or raw logical volumes when
defining random access storage pool volumes.

Random access storage pool volumes defined as raw logical volumes have the
following advantages:

* The formatting of volumes is nearly instantaneous because the creation of a file
is not needed.

* Many layers of the operating system can be bypassed, providing faster
performance and lower CPU utilization.

¢ Fewer RAM resources are consumed because file system cache is not used.

One disadvantage of raw logical volumes is that there is no locking mechanism
that prevents other applications or another Tivoli Storage Manager server instance
from using the volume. This can cause data corruption or other problems. This risk
can be minimized by defining the volume to only one instance of Tivoli Storage
Manager on a particular system and restricting access to the device files to the
operating system user ID used for Tivoli Storage Manager.

Another disadvantage of raw logical volumes is the potential for overwriting
control information, which is located within the first 512 bytes of the USER area in
a raw logical volume. Control information can include the creation date of the
logical volume, information about mirrored copies, and possible mount points in a
journaled file system. Tivoli Storage Manager also writes control information in

Chapter 4. Magnetic disk devices

81



this area. If AIX overwrites Tivoli Storage Manager control information when raw
volumes are mirrored, Tivoli Storage Manager might not be able to vary the
volumes online.

Note:

1. Using JFS2 file systems for the storage pool volumes can provide many of the
benefits of raw logical volumes.

Configuring random access volumes on disk devices

82

Tivoli Storage Manager provides a predefined DISK device class that is used with
all disk devices.

About this task

Define storage pool volumes on disk drives that reside on the server system, not
on remotely mounted file systems. Network attached drives can compromise the
integrity of the data that you are writing.

Procedure

Complete the following steps to use random access volumes on a disk device:

1. Define a storage pool that is associated with the DISK device class, or use one
of the default storage pools that Tivoli Storage Manager provides:
ARCHIVEPOOL, BACKUPPOOL, and SPACEMGPOOL.

For example, enter the following command on the command line of an
administrative client:

define stgpool engbackl disk maxsize=5G highmig=85 1owmig=40

This command defines storage pool ENGBACKI.
See ["Example: Defining storage pools” on page 249| for details.

2. Prepare a volume for use in a random access storage pool by defining the
volume. If you do not specify a full path name, the command uses the current
path. For example:

Define a 21 MB volume for the ENGBACKI1 storage pool in the path
/opt/tivoli/tsm/server/bin and named stgvol.002. Enter the following
command:

define volume engbackl /opt/tivoli/tsm/server/bin/stgvol.002 formatsize=21

Another option for preparing a volume is to create a raw logical volume by

using SMIT.

3. Do one of the following:

* Specify the new storage pool as the destination for client files that are backed
up, archived, or migrated, by modifying existing policy or creating new
policy.

* Place the new storage pool in the storage pool migration hierarchy by
updating an already defined storage pool. See [“Example: Updating storage]
[pools” on page 251

Related concepts:

“Disk devices” on page 64|

Chapter 13, “Implementing policies for client data,” on page 469
Related tasks:
[“Defining storage pool volumes” on page 259|
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Configuring FILE sequential volumes on disk devices

Magnetic disk storage uses files as volumes that store data sequentially, as on tape
volumes. The space for FILE volumes is managed by the operating system rather
than by Tivoli Storage Manager.

Procedure

To use files as volumes that store data sequentially, do the following:

1.

Define a device class with device type FILE.

For example, enter the following command on the command line of an
administrative client:

define devclass fileclass devtype=file mountlimit=2 maxcapacity=2G

This command defines device class FILECLASS with a device type of FILE.

To store database backups or exports on FILE volumes, this step is all that you
must do to prepare the volumes. You can use FILE sequential volumes to
transfer data for purposes such as electronic vaulting. For example, you can
send the results of an export operation or a database backup operation to
another location. At the receiving site, the files can be placed on tape or disk.
You can define a device class with a device type of FILE.

Define a storage pool that is associated with the new FILE device class.

For example, enter the following command on the command line of an
administrative client:

define stgpool engback2 fileclass maxscratch=100 mountlimit=2

This command defines storage pool ENGBACK2 with device class FILECLASS.

To allow Tivoli Storage Manager to use scratch volumes for this device class,
specify a value greater than zero for the number of maximum scratch volumes
when you define the device class. If you do set MAXSCRATCH=0 to not allow
scratch volumes, you must define each volume to be used in this device class.

Do one of the following:

* Specify the new storage pool as the destination for client files that are backed
up, archived, or migrated, by modifying existing policy or creating new
policy. See [Chapter 13, “Implementing policies for client data,” on page 469
for details.

* Place the new storage pool in the storage pool migration hierarchy by
updating an already defined storage pool. See [“Example: Updating storage]
[pools” on page 251

You can also set up predefined sequential volumes with the DEFINE VOLUME
command:

define volume poolname prefix numberofvolumes=x

where x specifies the number of volumes that can be created at once with a size
taken from the device class' maximum capacity. The advantage to this method
is that a space is pre-allocated and not subject to additional fragmentation in
the file system as scratch volumes are.

For storage pools associated with the FILE device class, you can also use the
DEFINE SPACETRIGGER and UPDATE SPACETRIGGER commands to create volumes
and assign them to a specified storage pool when predetermined
space-utilization thresholds are exceeded.

For more information, see the Administrator’s Reference.
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Related tasks:
[‘Defining sequential-access disk (FILE) device classes” on page 192|

[‘Step 1: Defining device classes for database backups” on page 883

“Planning for sequential media used to export data” on page 73§

“Defining storage pool volumes” on page 259

[“Preparing volumes for sequential-access storage pools” on page 259

Varying disk volumes online or offline

To perform maintenance on a disk volume or to upgrade disk hardware, you can
vary a disk volume offline. If Tivoli Storage Manager encounters a problem with a
disk volume, the server automatically varies the volume offline.

About this task

Task Required Privilege Class

Vary a disk volume online or offline System or operator

For example, to vary the disk volume named /storage/pool001 offline, enter:
vary offline /storage/poo1001

You can make the disk volume available to the server again by varying the volume
online. For example:

vary online /storage/poo1001

Cache copies for files stored on disk

When you define a storage pool that uses disk random access volumes, you can
choose to enable or disable cache. When you use cache, a copy of the file remains
on disk storage even after the file is migrated to the next pool in the storage
hierarchy, for example, to tape. The file remains in cache until the space it occupies
is needed to store new files.

Using cache can improve how fast a frequently accessed file is retrieved. Faster
retrieval can be important for clients that are storing space-managed files. If the file
needs to be accessed, the copy in cache can be used rather than the copy on tape.
However, using cache can degrade the performance of client backup operations
and increase the space needed for the database.

Related tasks:
[“Caching in disk storage pools” on page 287|

Freeing space on disk

84

As client files expire, the space they occupy is not freed for other uses until you
run expiration processing on the server.

Expiration processing deletes information from the database about any client files
that are no longer valid according to the policies you have set. For example,
suppose that four backup versions of a file exist in server storage, and only three
versions are allowed in the backup policy (the management class) for the file.
Expiration processing deletes information about the oldest of the four versions of
the file. The space that the file occupied in the storage pool becomes available for
reuse.
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You can run expiration processing by using one or both of the following methods:
* Use the EXPIRE INVENTORY command.

* Set the EXPINTERVAL server option and specify the interval so that expiration
processing runs periodically.

Shredding occurs only after a data deletion commits, but it is not necessarily
completed immediately after the deletion. The space occupied by the data to be
shredded remains occupied while the shredding takes place, and is not available as
free space for new data until the shredding is complete. When sensitive data is
written to server storage and the write operation fails, the data that was already
written is shredded.

Related concepts:

[“Securing sensitive client data” on page 515

Related reference:

[“Running expiration processing to delete expired files” on page 500|

Scratch FILE volumes

When the server needs a new volume, the server automatically creates a file that is
a scratch volume, up to the number you specify.

You can specify a maximum number of scratch volumes for a storage pool that has
a FILE device type.

When scratch volumes used in storage pools become empty, the files are deleted.
Scratch volumes can be located in multiple directories on multiple file systems.

Volume history file and volume reuse

When you back up the database or export server information, Tivoli Storage
Manager records information about the volumes that are used for these operations
in the volume history. Tivoli Storage Manager does not allow you to reuse these
volumes until you delete the volume information from the volume history.

To reuse volumes that were previously used for database backup or export, use the
DELETE VOLHISTORY command.

Note: With Tivoli Storage Manager Extended Edition, the disaster recovery
manager (DRM) function automatically deletes volume information during
processing of the MOVE DRMEDIA command.

Related tasks:
“Protecting the volume history file” on page 891|

Chapter 30, “Disaster recovery manager,” on page 1019
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Chapter 5. Attaching devices for the server

For Tivoli Storage Manager to use a device, you must attach the device to your
server system and install the appropriate device driver.

About this task

Attached devices should be on their own host bus adapter (HBA) and should not
share with other devices types (disk, CDROM, and so on). IBM tape drives have
some special requirements for HBAs and associated drivers.

Tasks:

|“ Attaching a manual drive to your system”|

|“ Attaching an automated library device to your system” on page 88|

[“Selecting a device driver” on page 89|

[“Installing and configuring device drivers” on page 92|

Attaching a manual drive to your system

You can attach a manual drive to your system to store your data on tapes.

Procedure

Complete the following steps to attach a manual drive to your system:

* For Fibre Channel (FC), Fibre Channel over Ethernet (FCoE), Serial Attached
SCSI (SAS), or iSCSI adapters, complete the following steps:

1. Install an adapter card and the associated drivers.

2. Attach the device to the server system hardware by following the
manufacture's instructions.

3. Install the device drivers for attached tape devices.
* For SCSI adapters, complete the following steps:
1. Install the SCSI adapter card, and the associated drivers.

2. Determine the SCSI IDs that are available on the adapter card to which you
are attaching the device. Find one unused SCSI ID for each drive.

3. Set the SCSI ID for the drive to the unused SCSI IDs.
4. Set switches on the back of the device or set the IDs on the operator's panel.

For each device that is connected in a chain to a single SCSI bus through a
Fibre Channel adapter card, you must configure it to have a unique SCSI ID.

On Linux platforms, if the SCSI IDs for each device are not set sequentially,
and there is a gap in the sequence, the system only sees the first device.

5. Turn off the system before you attach a device to prevent damage to the
hardware.

6. Attach a terminator to the last device in the chain of devices that are
connected on one SCSI adapter card.
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Results

For more information about selecting a device driver, see|“Selecting a device|
(driver” on page 89|

Attaching an automated library device to your system

You can attach and automated library device to your system to store your data on
tapes.

About this task

Before you attach an automated library device, consider the following restrictions:
» Attached devices must be on their own Host Bus Adapter (HBA).

* An HBA must not be shared with other devices types (disk, CDROM, and so
on).

* For multiport Fibre Channel HBAs, attached devices must be on their own port.
These ports must not be shared with other device types.

* IBM tape drives have some special requirements on HBA and associated drivers.
For more information about devices, see the Tivoli Storage Manager Supported
Devices website.

Procedure
* To use the Fibre Channel (FC) adapter card, complete the following steps:
1. Install the FC adapter card and associated drivers.

2. Install the appropriate device drivers for attached medium changer devices.

For more information about selecting a device driver, see [“Selecting a device]
[driver” on page 89.|

* To use the SCSI adapter card, complete the following steps:
1. Install the SCSI adapter card and associated drivers.

2. Determine the SCSI IDs available on the SCSI adapter card to which you are
attaching the device. Find one unused SCSI ID for each drive, and one
unused SCSI ID for the library or autochanger controller.

Set the SCSI ID for the drives to the unused SCSI IDs.

Set switches on the back of the device or set the IDs on the operator's panel.
For each device that is connected in a chain to a single SCSI bus, you must
configure it to have a unique SCSI ID. If each device does not have a unique
SCSI ID, serious system problems can arise.

> w

5. Turn off your system before you attach a device to prevent damage to the
hardware.

6. Attach the device to your server system hardware, by following the
manufacturer's instructions.

7. Attach a terminator to the last device in the chain of devices that are
connected on one SCSI adapter card.
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Setting the library mode

For the Tivoli Storage Manager server to access a SCSI library, the device must be
set for the appropriate mode.

About this task

The appropriate mode is usually called random mode; however, terminology can
vary from one device to another. Refer to the documentation for your device to
determine how to set it to the appropriate mode.

Note:

1. Some libraries have front panel menus and displays that can be used for
explicit operator requests. However, if you set the device to respond to such
requests, it typically does not respond to Tivoli Storage Manager requests.

2. Some libraries can be placed in sequential mode, in which volumes are
automatically mounted in drives by using a sequential approach. This mode
conflicts with how Tivoli Storage Manager accesses the device.

3. A library that is configured in sequential mode is not detected by the system
device driver as a library changer device.

Selecting a device driver

To use devices with Tivoli Storage Manager you must install the appropriate
device driver.

IBM device drivers

IBM device drivers are available for most IBM labeled devices.

You can download IBM device drivers from the Fix Central website:

Go to the Fix Central website: |http://www.ibm.com /support/fixcentral /|

Select System Storage for the Product Group menu.
Select Tape systems for the System Storage menu.
Select Tape drivers and software for the Tape systems menu.

Select Tape device drivers for the Tape drivers and software menu.

o0k wh =

Select your operating system for the Platform menu.

For the most up-to-date list of devices and operating-system levels that are
supported by IBM device drivers, see the Tivoli Storage Manager Supported
Devices website at: |http:/ /www.ibm.com /software/sysmgmt/products/support/|
IIBM_TSM_Supported_DeVices_for_AIXHPSUNWIN.htrn]l.

Tivoli Storage Manager device drivers

Tivoli Storage Manager provides device drivers or you can use native device
drivers for your operating system to work with non-IBM devices.

The Tivoli Storage Manager device driver is installed with the server.
The Tivoli Storage Manager device driver uses persistent reservation for some tape

drives. See technote 1470319 at |http:/ /www.ibm.com /support/|
[docview.wss?uid=swg21470319| for details.
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* For the following tape devices, you can choose whether to install the Tivoli
Storage Manager device driver or the native device driver for your operating

system.
All DLT and SDLT (including IBM 7337)
4MM
SMM
DLT
StorageTek 9840 and T10000
Non-IBM LTO

* All SCSl-attached libraries that contain tape drives from the list must use the

Tivoli Storage Manager changer driver.

Device drivers that are acquired from other vendors can be used if they are
supplied by the hardware vendor and are associated with the GENERICTAPE
device class. Using a device class other than GENERICTAPE with a device driver
acquired from another vendor is not recommended. Generic device drivers are not
supported in write-one read-many (WORM) device classes.

For more information, see the DEFINE DEVCLASS - GENERICTAPE command in the

Administrator’s Reference.

Device special file names

A special file name for a device is required for the Tivoli Storage Manager server
to work with tape, medium changer, or removable media devices.

When a device is configured successfully, a logical file name is returned.
specifies the name of the device, also called a special file name, that corresponds to
the drive or library. You can use the SMIT operating system command to get the
device special file name. In the table examples, x denotes a positive integer, 0 or

greater.

Table 6. Device examples

Device Device Logical file
example name

Tape drives that can be used by the Tivoli Storage /dev/mtx mtx

Manager device driver

SCSl-attached libraries that can be used by the Tivoli /dev/1bx 1bx

Storage Manager device driver

Drives that are associated with the GENERICTAPE device /dev/rmtx rmtx

type

Automatic Cartridge Facility feature of the IBM 3590 B11 ~ /dev/rmtx.smc  rmtx

as a library

IBM SCSI tape libraries /dev/smcx smex

IBM 349X libraries /dev/Tmcpx Tmcpx

Mount point to use on REMOVABLEFILE device type /dev/cdx cdx

(CD-ROM)
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Correcting device special file names with SANDISCOVERY

The SANDISCOVERY server option is available to automatically correct a special file
name for a device if it has changed due to changes in a SAN environment.

To allow both root and non-root users to perform SAN discovery, a special utility
module, dsmgsan, is invoked when a SAN-discovery function is launched. The
module performs as root, giving SAN-discovery authority to non-root users. While
SAN discovery is in progress, dsmqsan runs as root.

The dsmgsan module is installed by default when the Tivoli Storage Manager
server is installed. It is installed with owner root, group system, and mode 4755.
The value of the SETUID bit is on. If, for security reasons, you do not want
non-root users to run SAN-discovery functions, set the bit to off. If non-root users
are having problems running SAN-discovery functions, check the following:

e The SETUID bit. It must be set to on.

* Device special file permissions and ownership. Non-root users need read/write
access to device special files (for example, to tape and library devices).

* The SANDISCOVERY option in the server options file. This option must be set to
ON.

* Increase the value of the SANDISCOVERYTIMEOUT option.

The dsmgsan module works only for SAN-discovery functions, and does not
provide root privileges for other Tivoli Storage Manager functions.

Tivoli Storage Manager server device utilities

You can use device utilities for tasks related to configuring storage devices for the
Tivoli Storage Manager server.

tsmdist (Display information about devices)

Use the tsmdl1st utility to view device names and other information about medium
changer, and tape devices that are controlled by the Tivoli Storage Manager device
driver.

The tsmdlst utility is part of the Tivoli Storage Manager device driver package that
is the same for the server and the storage agent. You must install the Tivoli Storage
Manager device driver to run the tsmd1st utility for the storage agent.

After devices are configured, you can run the tsmd1st utility to display device
information. The utility saves this information in output files that you can retrieve.
The output files are named Tbinfo for medium changer devices, and mtinfo for
tape devices. After a device is added or reconfigured, you can update these output
files by running the tsmd1st utility again.

The tsmdl1st utility and the output files it generates are in the devices/bin
directory, which is /opt/tivoli/tsm/devices/bin, by default. Before you run the
tsmd1st utility, make sure that either the Tivoli Storage Manager server is stopped
or that all device activities are stopped. If a device is in use by the Tivoli Storage
Manager server when the tsmd1st utility runs, a device busy error is issued.

Options
/t Displays trace messages for the tsmdlst utility.

/? Displays usage information about tsmd1st and its parameters.
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Example: Display information about all devices

Display information about all devices that were configured by the Tivoli Storage
Manager device driver:

tsmdlst
~
TSM Device Name Vendor Product Firmware World Wide Name Serial Number
/dev/rmt/tsm1b39 ATL P3000 0100 1333508999
TSM Device Name Vendor  Product Firmware World Wide Name Serial Number
/dev/rmt/tsmmt1001 QUANTUM DLT7000 0100 1333508000
/dev/rmt/tsmmt1002 QUANTUM DLT7000 0100 1333508002
/dev/rmt/tsmmt1003 QUANTUM DLT7000 0100 1333508001
/dev/rmt/tsmmt1004 QUANTUM DLT7000 0100 1333508003
o Library configuration information has been saved in 1binfo
S o Tape drive configuration information has been saved in mtinfo )

Installing and configuring device drivers

92

In order to use devices with Tivoli Storage Manager, you must install the correct
device driver.

Tivoli Storage Manager supports all devices that are supported by IBM device
drivers. However, Tivoli Storage Manager does not support all the
operating-system levels that are supported by IBM device drivers.

Installing device drivers for IBM SCSI tape devices

Install an IBM tape device driver to use an IBM SCSI tape device.
About this task

See the following documentation for instructions about installing and configuring
IBM tape device drivers:

« IBM Tape Device Drivers Installation and User’s Guide: [http:/ /www.ibm.com /|
[support/docview.wss?uid=ssg157002972|

* IBM Tape Device Drivers Programming Reference: fhttp://www.ibm.com/support/|
[docview.wss?uid=ssg157003032|

After you complete the installation procedure in the IBM Tape Device Drivers
Installation and User’s Guide, different messages are issued, depending on the device
driver that you are installing:

* If you are installing the device driver for an IBM SCSI Tape drive or library, you
receive:

rmtx Available

or
smcx Available

Note the value of x, which is assigned automatically by the system. To
determine the special file name of your device, use the /dev/ prefix with the
name provided by the system. For example:

— If the message is rmt0 Available, the special file name for the drive is
/dev/rmt0.
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— If the message is smc2 Available, the special file name for the media changer
device is /dev/smc2.

The file name might have more characters at the end to indicate different operating
characteristics, but these characters are not needed by Tivoli Storage Manager. Use
the base file name in the Device= parameter of the DEFINE PATH command to assign
a device to a drive (/dev/rmtx) or a library (/dev/smcx).

Note: This applies to the IBM device driver only and the device type of this class
must NOT be GENERICTAPE.

Tivoli Storage Manager Support for multipath I/O with IBM tape

devices

Multipath I/0O is the use of different paths to get to the same physical device (for
example, through multiple host bus adapters, switches, and so on). Multipathing
helps ensure that there is no single point of failure.

The IBM tape device driver provides multipathing support so that, if one path
fails, the Tivoli Storage Manager server can use a different path to access data on a
storage device. The failure and transition to a different path are undetected by the
running server or by a storage agent. The IBM tape device driver also uses
multipath I/O to provide dynamic load balancing for enhanced 1/O performance.

To provide redundant paths for SCSI devices, each device must be connected to
two or more HBA ports on a multiport FC Host Bus Adapter, or to different single
FC Host Bus Adapters. If multipath I/O is enabled and a permanent error occurs
on one path (such as a malfunctioning HBA or cable), device drivers provide
automatic path failover to an alternate path.

After multipath I/O has been enabled, the IBM tape device driver detects all paths
for a device on the host system. One path is designated as the primary path. The
rest of the paths are alternate paths. (The maximum number of alternate paths for
a device is 16.) For each path, the IBM tape device driver creates a file with a
unique name. When specifying a path from a source to a destination (for example,
from the Tivoli Storage Manager server to a tape drive) using the DEFINE PATH
command, specify the name of the special file associated with the primary path as
the value of the DEVICE parameter.

For an overview of multipath I/O and load balancing, as well as details about how
to enable, disable or query the status of multipath I/O for a device, see the IBM
Tape Device Drivers Installation and User’s Guide.

Multipath I/0O is not enabled automatically when the IBM tape device driver is
installed. You must configure it for each logical device after installation. Multipath
I/0 remains enabled until the device is deleted or the support is unconfigured. To
configure multipath I/O, use the smit to display Change/Show Characteristics of a
Tape Drive, then select Yes for Enable Path Failover Support.

To obtain the names of special files, use the Is -I command (for example, Is -1
/dev/rmt*). Primary paths and alternate paths are identified by "PRI" and "ALT,"
respectively.

rmt® Available 20-60-01-PRI IBM 3590 Tape Drive and Medium Changer (FCP)
rmt1 Available 30-68-01-ALT IBM 3590 Tape Drive and Medium Changer (FCP)

Chapter 5. Attaching devices 93



94

In this example, there are two paths associated with the IBM 3590 tape drive
(20-60-01-PRI, 30-68-01-ALT and 30-68-01-ALT). The name of the special file
associated with the primary path is /dev/rmt0. Specify /dev/rmt0 as the value of
the DEVICE parameter in the DEFINE PATH command.

To display path-related details about a particular tape drive, you can also use the
tapeutil -f /dev/rmtx path command, where x is the number of the configured tape
drive. To display path-related details about a particular medium changer, use the
tapeutil -f /dev/smcy path command, where y is the number of the configured
medium changer.

Installing device drivers for IBM 349x libraries

Install the IBM device driver for an IBM 349X tape library.

About this task

See the following documentation for instructions about installing and configuring

IBM tape device drivers:

» IBM Tape Device Drivers Installation and User’s Guide: Ihtt‘p: / /www.ibm.com/ |
[support/docview.wss?uid=ssg157002972|

* IBM Tape Device Drivers Programming Reference: [http: / /www.ibm.com/support/|
[docview.wss?uid=ss2157003032|

After installing a device driver for an IBM TotalStorage 3494 or 3495 Tape Library
Dataserver, a message (logical file name) of the following form is issued:

Imcpx Available

where x is a number assigned automatically by the system. This information
provides you with the device name of the library. For example, if the message is
Imcp0 Available, /dev/Imcp0 is the device name. Always use the /dev/ prefix with
the name provided by the system.

SCSI and Fibre Channel devices

The Tivoli Storage Manager device definition menus and prompts in SMIT allow
for the management of both SCSI and Fibre Channel (FC) attached devices.

The main menu for Tivoli Storage Manager has two options:

SCSI attached devices
Use this option to configure SCSI devices that are connected to a SCSI
adapter in the host.

Fibre channel system area network (SAN) attached devices
Use this option to configure devices that are connected to an FC adapter in
the host. Choose one of the following attributes:

List attributes of a discovered device
Lists attributes of a device that is known to the current ODM
database.

¢ FC Port ID:

The 24-bit FC Port ID(N(L)_Port or F(L)_Port). This is the
address identifier that is unique within the associated topology
where the device is connected. In the switch or fabric
environments, it can be determined by the switch, with the
upper 2 bytes, which are not zero. In a Private Arbitrated Loop,
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it is the Arbitrated Loop Physical Address(AL_PA), with the
upper 2 bytes being zero. Consult with your FC vendors to find
out how an AL_PA or a Port ID is assigned.

* Mapped LUN ID:

An FC to SCSI bridge (also, called a converter, router, or
gateway) box. Consult with your bridge vendors about how
LUNSs are mapped. You should not change LUN Mapped IDs.

* WW Name:

The worldwide name of the port to which the device is attached.
It is the 64-bit unique identifier that is assigned by vendors of
FC components such as bridges or native FC devices. Consult
with your FC vendors to find out the WWN of a port.

¢ Product ID:

The product ID of a device. Consult with your device vendors to
determine the product ID.

Discover devices supported by Tivoli Storage Manager

This option discovers devices on an FC SAN that are supported by Tivoli
Storage Manager and makes them available. If a device is added to or
removed from an existing SAN environment, rediscover devices by
selecting this option. Devices must be discovered first so that current
values of device attributes are shown in the List Attributes of a
Discovered Device option. Supported devices on FC SAN are tape drives,
and autochangers. The Tivoli Storage Manager device driver ignores all
other device types, such as disk.

Remove all defined devices

This option removes all FC SAN-attached Tivoli Storage Manager devices
whose state is DEFINED in the ODM database. If necessary, rediscover
devices by selecting the Discover Devices Supported by Tivoli Storage
Manager option after the removal of all defined devices.

Remove a device

This option removes a single FC SAN-attached Tivoli Storage Manager
device whose state is DEFINED in the ODM database. If necessary,
rediscover the device by selecting the Discover Devices Supported by
Tivoli Storage Manager option after removal of a defined device.

Configuring Tivoli Storage Manager device drivers for
autochangers

Use the following procedure to configure Tivoli Storage Manager device drivers for
autochangers for non-IBM libraries.

Procedure

Run the SMIT program to configure the device driver for each autochanger or

robot:
1.

Select Devices.

2. Select Tivoli Storage Manager Devices.

o bk w

Select Library/MediumChanger.
Select Add a Library/MediumChanger.

Select the Tivoli Storage Manager-SCSI-LB for any Tivoli Storage Manager
supported library.

Chapter 5. Attaching devices 95



96

6. Select the parent adapter to which you are connecting the device. This number
is listed in the form: 00-0X, where X is the slot number location of the SCSI
adapter card.

7. When prompted, enter the CONNECTION address of the device you are
installing. The connection address is a two-digit number. The first digit is the
SCSI ID (the value you recorded on the worksheet). The second digit is the
device's SCSI logical unit number (LUN), which is usually zero, unless
otherwise noted. The SCSI ID and LUN must be separated by a comma (,). For
example, a connection address of 4,0 has a SCSI ID=4 and a LUN=0.

8. Click DO.
You receive a message (logical file name) of the form 1bX Available. Note the

value of X, which is a number that is assigned automatically by the system.
Use this information to complete the Device Name field on your worksheet.

For example, if the message is 1b0 Available, the Device Name field is
/dev/1b0 on the worksheet. Always use the /dev/ prefix with the name
provided by SMIT.

Configuring Tivoli Storage Manager device drivers for tape

Use the following procedure to configure Tivoli Storage Manager device drivers for
autochangers for vendor-acquired libraries.

Procedure

Important: Tivoli Storage Manager cannot write over tar or dd tapes, but tar or dd
can write over Tivoli Storage Manager tapes.

Note: Tape drives can be shared only when the drive is not defined or the server
is not started. The MKSYSB command does not work when both Tivoli Storage
Manager and AIX are sharing the same drive or drives. To use the operating
system's native tape device driver with a SCSI drive, the device must be
configured to AIX first and then configured to Tivoli Storage Manager. See your
AIX documentation regarding these native device drivers.

Run the SMIT program to configure the device driver for each drive (including
drives in libraries) as follows:

1. Select Devices.

Select Tivoli Storage Manager Devices.

Select Tape Drive.

Select Add a Tape Drive.

Select the Tivoli Storage Manager-SCSI-MT for any supported tape drive.

ook wDd

Select the adapter to which you are connecting the device. This number is listed
in the form: 00-0X, where X is the slot number location of the SCSI adapter
card.

7. When prompted, enter the CONNECTION address of the device you are
installing. The connection address is a two-digit number. The first digit is the
SCSI ID (the value you recorded on the worksheet). The second digit is the
device's SCSI logical unit number (LUN), which is usually zero, unless
otherwise noted. The SCSI ID and LUN must be separated by a comma (,). For
example, a connection address of 4,0 has a SCSI ID=4 and a LUN=0.

8. Click DO. You receive a message:

If you are configuring the device driver for a tape device (other than an IBM
tape drive), you receive a message (logical file name) of the form mtX
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Available. Note the value of X, which is a number that is assigned
automatically by the system. Use this information to complete the Device
Name field on the worksheet.

For example, if the message is mt0 Available, the Device Name field is
/dev/mt0 on the worksheet. Always use the /dev/ prefix with the name
provided by SMIT.

Configuring fibre channel SAN-attached devices

To configure a Fibre Channel SAN-attached device, complete the following
procedure.

Procedure

1.

Run the SMIT program.

2. Select Devices.

o ko

Select Tivoli Storage Manager Devices.
Select Fibre Channel SAN Attached devices.

Select Discover Devices Supported by Tivoli Storage Manager. The discovery
process can take some time.

Go back to the Fibre Channel menu, and select List Attributes of a Discovered
Device.

Note the three character device identifier, which you use when you define a
path to the device to Tivoli Storage Manager. For example, if a tape drive has
the identifier mt2, specify /dev/mt2 as the device name.

Installing the Centera SDK for Centera shared libraries

Beginning with Tivoli Storage Manager Version 5.5, Centera shared libraries are not
installed with the server. In order to use Centera with Tivoli Storage Manager, the
Centera SDK must be installed. You can download the Centera SDK libraries from
the EMC website.

About this task

Perform the following steps when you set up the Tivoli Storage Manager server to
access Centera:

Procedure

1.
2.

Install the Tivoli Storage Manager server.

If you are upgrading from a previous level of Tivoli Storage Manager, delete
the Centera SDK libraries from the directory where the server was installed. For
each platform delete the following files:
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Table 7. Centera SDK library files to delete

Operating system Files to delete

AIX and Linux x86_64 In the /usr/Tocal/Centera_SDK/1ib/64 directory:

libFPCore64.a
libFPLibrary64.a
libFPParser64.a
libFPStreams64.a
libFPUtils64.a
libFPXML64.a
libPAI_module64.a

HP-UX and Oracle Solaris In the /opt/Centera_SDK/1ib/64 directory:

libFPCore64.a
libFPLibrary64.a
libFPParser64.a
libFPStreams64.a
libFPUtils64.a
libFPXML64.a
libPAI_module64.a

. Contact your EMC representative to obtain the installation packages and

instructions to install the Centera SDK Version 3.2 or later.

. Install the Centera SDK. During the installation, take note of the directory

where the Centera SDK is installed.
a. Unzip and untar the package in a working directory.

b. Inside the installation directory is an installation script. It copies the
libraries to a default directory:

AIX and Linux x86_64: /usr/local/Centera_SDK/1ib/64
HP-UX and Oracle Solaris: /opt/Centera_SDK/1i1b/64

. After the SDK is installed, set the following environment variables to the

directory where the SDK was installed. This is necessary to allow Tivoli Storage
Manager to locate the SDK.

AIX: LIBPATH

HP-UX: LD_LIBRARY_PATH

Linux x86_64: LD_LIBRARY_PATH

Oracle Solaris (64-bit only): LD_LIBRARY_PATH

. Check the permissions of each library file. Ensure that each library file has read

permissions to the Tivoli Storage Manager instance user ID.

. Start the Tivoli Storage Manager server and set up the policy, device class, and

storage pools for Centera.
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Chapter 6. Configuring storage devices

Before you can use a removable media device with Tivoli Storage Manager, you
must plan for, attach, and configure the device by defining the objects that
represent the device to the Tivoli Storage Manager server.

About this task

Device configuration requires an understanding of Tivoli Storage Manager storage
objects. For an introduction to storage objects, see [“Tivoli Storage Manager storage|
objects” on page 22.|

Procedure
1. Plan for the device by reviewing your storage requirements and hardware
environment.

F.or planning information, see [Chapter 3, “Planning for server storage,” on page]|

2. Attach the device to the server system, and ensure that the appropriate device
driver is installed and configured.

For more information, see [Chapter 5, “Attaching devices for the server,” on|
3. Define libraries, drives, paths, device classes, storage pools, and storage volume
objects to Tivoli Storage Manager.

For more information, see, [“Definitions for storage devices” on page 175/

4. Define the Tivoli Storage Manager policy that links client data with media for
the device. Define or update the policy that associates clients with the pool of
storage volumes and the device.

For an introduction to Tivoli Storage Manager policy, see|”How client data is|
[stored” on page 13|

5. Prepare storage volumes for use by the device. At a minimum, you must label
volumes for the device. For SCSI, 349X, and ACSLS libraries, add the volumes
to the device's volume inventory by checking in the volumes.

6. Register clients to the domain associated with the policy that you defined or
updated in the preceding step. For more information, see [Chapter 13)
[“Implementing policies for client data,” on page 469.|

What to do next

After you attach and define your devices, you can store client data in two ways:

* Have clients back up data directly to tape. For details, see |”Conﬁguring policyl
[for direct-to-tape backups” on page 494)

* Have clients back up data to disk. The data is later migrated to tape. For details,
see ['Storage pool hierarchies” on page 27|
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Configuring libraries for use by one server

100

To use a library or libraries for storage from one Tivoli Storage Manager server,
you must first set up the device on the server system.

Procedure
1. For 3494 libraries, set the library ID or name.
Set the 3494 Library Manager Control Point (LMCP).
These procedures are described in the IBM Tape Device Drivers Installation and
User’s Guide at |http:/ /www.ibm.com /support/docview.wss?uid=ssg157002972|
2. Physically attach devices to the server hardware.

3. Install and configure the appropriate device drivers for the devices on the
server that will use the library and drives.

4. Determine the device names that are needed to define the library to Tivoli
Storage Manager.

5. Configure the library:
a. Define the library.
b. Define a path from the server to the library.
. Define the drives in the library.

Note:

For SCSI and VTL libraries, you can use the PERFORM LIBACTION to define
drives and paths for a library instead of completing Steps ¢ and d
separately.

For ACSLS and 3494 libraries: Drives with different device types or different
generations of drives are supported in a single physical library if you define
one library to Tivoli Storage Manager for each type of drive or generation of
drive. For example, if you have two device types, or two generations of
drives of the same device type, define two libraries. Then define the drives
and device classes for each library.

d. Define a path from the server to each drive.
e. Define a Tivoli Storage Manager device class.

Device classes specify the recording formats for drives and classify them
according to type. Use the default value, FORMAT=DRIVE as the recording
format only if all the drives associated with the device class can read and
write to all of the media. For example, if you have a mix of Ultrium
Generation 3 and Ultrium Generation 4 drives, but only have Ultrium
Generation 3 media, you can specify FORMAT=DRIVE because both the
Generation 4 and Generation 3 drives can read from and write to
Generation 3 media.

f. Define a storage pool.
Consider the following key choices for defining storage pools:

* Scratch volumes are empty volumes that are available for use. If you
allow scratch volumes for the storage pool by specifying a value for the
maximum number of scratch volumes, the server can choose from the
scratch volumes available in the library, without further action on your
part.
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If you do not allow scratch volumes, you must perform the extra step of
explicitly defining each volume to be used in the storage pool. Also,
specify MAXSCR=0 when you define the storage pool so that scratch
volumes are not used.

* The default setting for primary storage pools is collocation by group. The
default for copy storage pools and active-data pools is disablement of
collocation. Collocation is a process by which the server attempts to keep
all files that belong to a group of client nodes, a single client node, a client
file space, or a group of client file spaces on a minimal number of
volumes. If collocation is disabled for a storage pool and clients begin
storing data, you cannot easily change the data in the pool so that it is
collocated. To understand the advantages and disadvantages of
collocation, see [“Keeping client files together using collocation” on pagel
and ["How collocation affects reclamation” on page 380,

g. Check in and label library volumes.

Ensure that enough volumes in the library are available to the server. Keep
enough labeled volumes on hand so that you do not run out during an
operation such as client backup. Label and set aside extra scratch volumes
for any potential recovery operations that you might have later.

The procedures for volume check-in and labeling are the same whether the
library contains drives of a single device type, or drives of multiple device
types. You can use the CHECKIN LIBVOLUME command to check in volumes
that are already labeled. Or, if you want to label and check in volumes with
one step, issue the LABEL LIBVOLUME command.

Note: If your library has drives of multiple device types, and you defined
two libraries to the Tivoli Storage Manager server, the two libraries
represent one physical library. You must check in media separately to each
defined library. Ensure that you check in volumes to the correct Tivoli
Storage Manager library.

6. Verify your device definitions to ensure that everything is configured correctly.
Use the QUERY command to review information about each storage object.
When you issue QUERY DRIVE, verify that the device type for the drive is what
you are expecting. If a path is not defined, the drive device type is listed as
UNKNOWN and if the wrong path is used, GENERIC_TAPE or another device

type is shown. This step is especially important when you are using mixed
media.

Example: Configure a SCSI or virtual tape library with a single
drive device type
Configure a VTL or SCSI library that contains two LTO tape drives.

About this task

Assume that you want to attach an automated SCSI library that contains two
drives to the server system. The library is not shared with other Tivoli Storage
Manager servers or with storage agents and is typically attached to the server
system via SCSI cables.

In this configuration, both drives in the library are the same device type. Define
one device class. The procedure is the same for both SCSI and VTLs, except for the
step to define the library. For SCSI libraries, define the library with 1ibtype=scsi.
For VTLs, define the library with 1ibtype=vt1.
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Procedure

1.

Define a SCSI library named AUTODLTLIB.
define library autoltolib Tibtype=scsi

Note: If the library has a bar code reader and you would like to automatically
label tapes before they are checked in, you can set the AUTOLABEL parameter to
YES. For example:

define library autoltolib Tibtype=scsi autolabel=yes

Define a path from the server to the library.

define path serverl autoltolib srctype=server desttype=Tibrary
device=/dev/1b3

Define the drives in the library. Both drives belong to the AUTODLTLIB library.

define drive autoltolib drive0l
define drive autoltolib drive02

Tip: You can use the PERFORM LIBACTION command to define drives and paths
for a library in one step.

Define a path from the server to each drive.

define path serverl drive@l srctype=server desttype=drive

library=autoltolib device=/dev/mt4

define path serverl drive02 srctype=server desttype=drive

Tibrary=autoltolib device=/dev/mt5

If you did not include the element address when you defined the drive, the
server now queries the library to obtain the default element address for the
drive.

Define a device class named AUTODLT _CLASS for the two drives in the
AUTODLTLIB library.
define devclass autolto_class Tibrary=autodItlib devtype=1to

Define a storage pool named AUTOLTO_POOL associated with the device class
named AUTOLTO_CLASS.

define stgpool autolto_pool autolto_class maxscratch=20

Label and check in library volumes.

label Tibvolume autoltolib search=yes labelsource=barcode checkin=scratch
Verify your definitions by issuing the following commands:

query Tibrary
query drive
query path
query devclass
query stgpool
query Tibvolume

Example: Configure a SCSI or virtual tape library with multiple
drive device types

You can configure a library with multiple drive device types, for example, a
StorageTek L40 library that contains one DLT drive and one LTO Ultrium drive.

About this task

Assume that you want to attach an automated SCSI library that contains two
drives to the server system. The library is not shared with other Tivoli Storage
Manager servers or with storage agents and is typically attached to the server
system by SCSI cables.
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In this configuration, the drives are different device types. Define a device class for
each drive device type. Drives with different device types are supported in a single
library if you define a device class for each type of drive. If you are configuring
this way, you must include the specific format for the drive's device type by using
the FORMAT parameter with a value other than DRIVE.

The procedure is the same for both SCSI and VTLs, except for the step to define
the library. For SCSI libraries, define the library with Tibtype=scsi. For VTLs,
define the library with Tibtype=vtl.

Procedure

1. Define a SCSI library named MIXEDLIB.
define library mixedlib libtype=scsi

2. Define a path from the server to the library.

define path serverl mixedlib srctype=server desttype=library
device=/dev/1b3

3. Define the drives in the library. Both drives belong to the MIXEDLIB library.

define drive mixedlib d1tl
define drive mixedlib 1tol
4. Define a path from the server to each drive. The DEVICE parameter specifies the
device driver's name for the drive, which is the device special file name.
define path serverl d1tl srctype=server desttype=drive
Tibrary=mixedlib device=/dev/mt4
define path serverl 1tol srctype=server desttype=drive
Tibrary=mixedlib device=/dev/mt5
If you did not include the element address when you defined the drive, the
server now queries the library to obtain the element address for the drive.

5. Define device classes.

Important: Do not use the DRIVE format, which is the default. Because the
drives are different types, Tivoli Storage Manager uses the format specification
to select a drive. The results of using the DRIVE format in a mixed media
library are unpredictable.

define devclass d1t_class library=mixedlib devtype=dit format=d1t40
define devclass 1to_class library=mixedlib devtype=Tto format=ultriumc

6. Define storage pools that are associated with the device classes.

define stgpool 1to_pool 1to_class maxscratch=20
define stgpool d1t_pool d1t_class maxscratch=20

7. Label and check in library volumes.
label Tibvolume mixedlib search=yes labelsource=barcode checkin=scratch
8. Verify your definitions by issuing the following commands:

query Tibrary
query drive
query path
query devclass
query stgpool
query Tibvolume
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Example: Configure an ACSLS library with a single drive
device type

The parameter ACSID specifies the number that the Automatic Cartridge System
System Administrator (ACSSA) assigned to the library. Issue the QUERY ACS
command to your ACSLS system to determine the number for your library ID.

About this task

In this example, both drives in the ACSLS library are the same device type.

Procedure

1. Define an ACSLS library named ACSLIB.
define library acslib libtype=acsls acsid=1

2. Define the drives in the library.

define drive acslib driveOl acsdrvid=1,2,3,4

define drive acslib drive02 acsdrvid=1,2,3,5

The ACSDRVID parameter specifies the ID of the drive that is being accessed.
The drive ID is a set of numbers that indicate the physical location of a drive
within an ACSLS library. This drive ID must be specified as 4, [, p, d, where a is
the ACSID, [ is the LSM (library storage module), p is the panel number, and d
is the drive ID. The server needs the drive ID to connect the physical location
of the drive to the drive's SCSI address. See the StorageTek documentation for
details.

3. Define a path from the server to each drive.
define path serverl drive@l srctype=server desttype=drive
library=acslib device=/dev/mt0
define path serverl drive02 srctype=server desttype=drive
library=acslib device=/dev/mtl

4. Define a device class named ACS_CLASS to classify the two drives in the
ACSLIB library.

define devclass acs_class library=acslib devtype=ecartridge

5. Define a storage pool named ACS_POOL and associate it with the device class
ACS_CLASS to use the devices that are defined there.

define stgpool acs_pool acs_class maxscratch=20
6. Label and check in library volumes.
label Tibvolume acslib search=yes overwrite=no checkin=scratch
7. To check what you have defined, issue the following commands:

query Tibrary
query drive
query path
query devclass
query stgpool
query Tibvolume
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Example: Configure an ACSLS library with multiple drive
device types

The following example shows how to set up an ACSLS library with a mix of two
T10000C drives and two T10000A drives.

Procedure

1.

Define two ACSLS libraries named T10000CLIB and T10000ALIB. Both libraries
use the same ACSID.

define library T10000C1ib Tibtype=acsls acsid=1

define Tibrary T10000A1ib Tibtype=acsls acsid=1

The ACSID parameter specifies the number that the Automatic Cartridge
System System Administrator (ACSSA) assigned to the libraries. Issue the
QUERY ACS command to your ACSLS system to determine the number for
your library ID.

Define the drives, ensuring that they are associated with the appropriate
libraries.

Note: Tivoli Storage Manager does not prevent you from associating a drive
with the wrong library.
* Define the T10000C drives to T10000CLIB.

define drive T10000CT1ib T10000C_drivel acsdrvid=1,2,3,1
define drive T10000C1ib T10000C_drive2 acsdrvid=1,2,3,2

* Define the T10000A drives to T10000ALIB.

define drive T10000ATib T10000A_drive3 acsdrvid=1,2,3,3

define drive T10000ATib T10000A_drive4 acsdrvid=1,2,3,4
The ACSDRVID parameter specifies the ID of the drive that is being accessed.
The drive ID is a set of numbers that indicate the physical location of a drive
within an ACSLS library. This drive ID must be specified as a, [, p, d, where a is
the ACSID, I is the LSM (library storage module), p is the panel number, and 4
is the drive ID. The server needs the drive ID to connect the physical location
of the drive to the drive's SCSI address. See the StorageTek documentation for
details.

Define a path from the server to each drive. Ensure that you specify the correct
library.
* For the T10000C drives:
define path serverl T10000C_drivel srctype=server desttype=drive
1ibrary=T10000C1ib device=/dev/mt0
define path serverl T10000C_drive2 srctype=server desttype=drive
1ibrary=T10000C1ib device=/dev/mtl
* For the T10000A drives:
define path serverl T10000A_drive3 srctype=server desttype=drive
library=T10000A1ib device=/dev/mt2
define path serverl T10000A_drive4 srctype=server desttype=drive
1ibrary=T10000A1ib device=/dev/mt3
The DEVICE parameter gives the device special file name for the drive.

Classify the drives in the two libraries according to type by defining one device
class for each type of drive. Because there are separate libraries, you can enter a
specific recording format or you can enter DRIVE.
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define devclass T10000C_class 1ibrary=T10000C1ib devtype=ecartridge
format=T10000C

define devclass T10000A_class 1library=T10000A1ib devtype=ecartridge
format=T10000A

5. Create the storage pools to use the devices in the device classes that you just
defined. For example, define storage pools named T10000C_POOL associated
with the device class TI0000C_CLASS and T10000A_POOL associated with the
device class T10000A_CLASS:

define stgpool T10000C_pool T10000C_class maxscratch=20

define stgpool T10000A_pool T10000A_class maxscratch=20
6. Label and check in library volumes.

label Tibvolume T10000C1ib search=yes overwrite=no checkin=scratch
label Tibvolume T10000ATib search=yes overwrite=no checkin=scratch

7. To check what you have defined, enter the following commands:

query Tibrary
query drive
query path
query devclass
query stgpool
query Tibvolume

Example: Configure a 3494 library with a single drive device
type

Configure a 3494 library that contains two IBM 3592 tape drives. Both drives in the
library are the same device type.

Procedure

1. Define a 3494 library named 3494LIB.
define library 34947ib Tibtype=349x

2. Define a path from the server to the library.

define path serverl 34941ib srctype=server desttype=Tibrary
device=/dev/1mcp0

The DEVICE parameter specifies the device special files for the LMCP.
3. Define the drives in the library.

define drive 34941ib drive0l
define drive 34941ib drive02

Both drives belong to the 3494LIB library.
4. Define a path from the server to each drive.

define path serverl drive@l srctype=server desttype=drive
library=34941ib device=/dev/rmt0
define path serverl drive02 srctype=server desttype=drive
Tibrary=34941ib device=/dev/rmtl

5. Define a device class named 3494_CLASS to classify the two 3592 drives
according to type in the 3494LIB library.

define devclass 3494 class library=34941ib devtype=3592

6. Define a storage pool named 3494_POOL that is associated with the device
class named 3494_CLASS.

define stgpool 3494 pool 3494 class maxscratch=20
7. Label and check in library volumes.
label Tibvolume 34947ib search=yes checkin=scratch

8. Verify your definitions by issuing the following commands:
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query Tibrary
query drive
query path
query devclass
query stgpool
query Tibvolume

Example: Configure a 3494 library with multiple drive device

types

The following example shows how to set up a 3494 library that contains two IBM
TS1140 tape drives and two IBM TS1120 tape drives. The drives are different
device types.

Procedure

1.

Define two libraries, one for each type of drive. For example, define a library
named TS1140LIB1 and a library named TS1120LIB2. Specify scratch and
private categories explicitly. If you accept the category defaults for both library
definitions, different types of media are assigned to the same categories.

define library TS1140Tibl Tibtype=349x scratchcategory=301 privatecategory=300
define library TS11207ib2 Tibtype=349x scratchcategory=401 privatecategory=400

Define a path from the server to each library:

define path serverl TS11401ibl srctype=server desttype=library device=/dev/Imcp0
define path serverl TS11201ib2 srctype=server desttype=library device=/dev/Imcp0

The DEVICE parameter specifies the device special file for the LMCP.
Define the drives, ensuring that they are associated with the appropriate
libraries.

* Define the TS1140 drives to TS1140LIB1.

define drive TS11401ibl TS1140_drivel
define drive TS11401ibl TS1140 drive2

e Define the TS1120 drives to TS1120LIB2.

define drive TS11201ib2 TS1120_drive3
define drive TS11201ib2 TS1120_drived

Note: Tivoli Storage Manager does not prevent you from associating a drive
with the wrong library.

Define a path from the server to each drive. Ensure that you specify the correct
library. The DEVICE parameter gives the device special file name for the drive.

e For the TS1140 drives:

define path serverl TS1140 drivel srctype=server desttype=drive
library=TS11401ibl device=/dev/rmt0
define path serverl TS1140 drive2 srctype=server desttype=drive
library=TS114011bl device=/dev/rmt1l

e For the TS1120 drives:

define path serverl TS1120 drive3 srctype=server desttype=drive
1ibrary=T5112011b2 device=/dev/rmt2
define path serverl TS1120 drive4 srctype=server desttype=drive
library=TS112011b2 device=/dev/rmt3
Classify the drives according to type by defining Tivoli Storage Manager device
classes, which specify the recording formats of the drives. Because there are

separate libraries, you can enter a specific recording format or you can enter
DRIVE.

define devclass TS1140 class library=TS11401ibl devtype=3592 format=3592-4

define devclass TS1120_class Tlibrary=TS11201ib2 devtype=3592 format=3592-2
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6. Create the storage pools to use the devices in the device classes you just
defined. For example, define a storage pool named TS1140POOL associated
with the device class TS1140_CLASS, and TS1120POOL associated with the
device class TS1120_CLASS:

define stgpool TS1140pool TS1140 class maxscratch=20

define stgpool TS1120pool TS1120 class maxscratch=20
7. Label and check in library volumes.
* You can check in volumes that are already labeled:

checkin Tibvolume TS1140Tibl search=yes status=scratch checklabel=no
checkin Tlibvolume TS1120Tib2 search=yes status=scratch checklabel=no

* Or, you can label and check in volumes at the same time:

label Tibvolume TS11401ibl search=yes checkin=scratch
label Tibvolume TS11201ib2 search=yes checkin=scratch

8. To check what you have defined, enter the following commands:

query Tibrary
query drive
query path
query devclass
query stgpool
query Tibvolume

Configuring library sharing
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Multiple Tivoli Storage Manager servers can share storage devices by using a
storage area network (SAN).

Before you begin

Ensure that your systems meet licensing requirements for library sharing. An IBM
Tivoli Storage Manager for Storage Area Networks entitlement is required for each
Tivoli Storage Manager server that is configured as a library client or a library
manager in a SAN environment.

About this task

With LAN-free data movement, Tivoli Storage Manager client systems can directly
access storage devices that are defined to a Tivoli Storage Manager server. Storage
agents are installed and configured on the client systems to perform the data
movement. For more information, see [“Configuring IBM Tivoli Storage Manager
ffor LAN-free data movement” on page 124

To set up library sharing, you must define one Tivoli Storage Manager server as
the library manager for your shared library configuration. Then, you must define
additional Tivoli Storage Manager servers as library clients that communicate and
request storage resources from the library manager. The library manager server
must be at the same version or a newer version as the server or servers that are
defined as library clients.

The following tasks are required for Tivoli Storage Manager servers to share library
resources on a SAN:

Procedure

1. Set up server-to-server communications.
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To share a storage device on a SAN, define servers to each other using the
cross-define function. See [‘Setting up communications among servers” on page|

for details.

2. Define a shared library and set up devices on the server systems.

Use the procedure that is described in [“Configuring libraries for use by onel
|server” on page 100| to define a library for use in the shared environment.
Modify the procedure to define the library as shared, by specifying the
SHARED=YES parameter for the DEFINE LIBRARY command.

3. Define the library manager server.

4. Define the shared library on the library client server.

5. From the library manager server, define paths from the library client to each
drive that the library client can access. The device name must reflect the way
that the library client system recognizes the device. A path from the library
manager to each drive must be defined in order for the library client to use the
drive.

It is best practice for any library-sharing configuration to have all drive path
definitions that are defined for the library manager also defined for each library
client. For example, if the library manager defines three drives, the library
client must also define three drives. If you want to limit the number of drives
that a library client can use at a time, use the MOUNTLIMIT parameter of the
device class on the library client instead of limiting the drive path definitions
for the library client.

6. Define device classes for the shared library.
A good practice is to make the device class names the same on both servers to
avoid confusion when you define multiple device classes with the same device

type and library parameters. Some operations, such as database backup, use the
device class name to identify the data for backup.

The device class parameters that are specified on the library manager override
the parameters that are specified for the library client whether the device class
names are the same on both servers or not. If the device class names are
different, the library manager uses the parameters that are specified in a device
class that matches the device type that is specified for the library client.

7. Define a storage pool for the shared library.

8. Repeat the steps to define a library client for additional library client servers in
your configuration.

Example: Configure library sharing for SCSI or virtual tape
libraries
Use the sample procedure to set up a VIL or SCSI library sharing environment.

About this task

In this example, a library manager server named ASTRO and a library client
named JUDY are configured. To help clarify where each step is performed, the
commands are preceded by the server name from which the command is issued.
Most commands are issued from the library client.

The procedure is the same for both SCSI and VTLs, except for the step to define

the library. For SCSI libraries, define the library with Tibtype=scsi. For VILs,
define the library with 1ibtype=vt1.
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Procedure

1.

To set up ASTRO as the library manager server, define a shared SCSI library
named SANGROUP. For example:

astro> define library sangroup libtype=scsi shared=yes

Then complete the rest of the steps as described in |”Example: Configure a SCSI|

or virtual tape library with a single drive device type” on page 101[to configure

the library.

Tip: You can use the PERFORM LIBACTION command to define drives and paths
for a library in one step.

Define ASTRO as the library manager server by issuing the DEFINE SERVER
command.

judy> define server astro serverpassword=secret hladdress=192.0.2.24
1Taddress=1777 crossdefine=yes

Define the shared library SANGROUP by issuing the DEFINE LIBRARY
command. You must use the library manager server name in the
PRIMARYLIBMANAGER parameter, and use LIBTYPE=SHARED.

judy> define library sangroup libtype=shared primarylibmanager=astro

Ensure that the library name is the same as the library name on the library
manager.

Define paths from the library manager, ASTRO, to two drives in the shared
library by issuing the DEFINE PATH command.

astro> define path judy drivea srctype=server desttype=drive
lTibrary=sangroup device=/dev/rmt6
astro> define path judy driveb srctype=server desttype=drive
lTibrary=sangroup device=/dev/rmt7

Define all device classes that are associated with the shared library.
judy> define devclass tape library=sangroup devtype=Tto

The following parameters for the device class definition must be the same on
the library client as on the library manager:

* LIBRARY

* DRIVEENCRYPTION
* WORM

* FORMAT

Define a storage pool named BACKTAPE for the shared library to use. Issue
the DEFINE STGPOOL command.

judy> define stgpool backtape tape maxscratch=50

What to do next

Repeat the procedure to define more library clients to your library manager.
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Example: Configure library sharing for ACSLS libraries

Use the sample procedure to set up an ACSLS library sharing environment.

About this task

In this example, a library manager server named GLENCOE and a library client
named WALLACE are configured. To help clarify where each step is performed,
the commands are preceded by the server name from which the command is
issued. Most commands are issued from the library client.

Procedure

1.

To set up GLENCOE as the library manager server, define a shared ACSLS
library named MACGREGOR. For example:

glencoe> define library macgregor libtype=acsls shared=yes

Then complete the rest of the steps as described in [“Example: Configure an|
[ACSLS library with a single drive device type” on page 104 to configure the
library.

Define GLENCOE as the library manager server by issuing the DEFINE SERVER
command.

wallace> define server glencoe serverpassword=secret hladdress=9.115.3.45
1Taddress=1580 crossdefine=yes

Define the shared library MACGREGOR, by issuing the DEFINE LIBRARY
command. You must use the library manager server name in the
PRIMARYLIBMANAGER parameter, and use LIBTYPE=SHARED.

wallace> define library macgregor 1ibtype=shared primarylibmanager=glencoe

Define paths from the library manager, GLENCOE, to two drives in the shared
library by issuing the DEFINE PATH command.

glencoe> define path wallace drivea srctype=server desttype=drive
Tibrary=macgregor device=/dev/rmt6
glencoe> define path wallace driveb srctype=server desttype=drive
library=macgregor device=/dev/rmt7

Define all device classes that are associated with the shared library.
wallace> define devclass tape library=macgregor devtype=1to

The following parameters for the device class definition must be the same on
the library client as on the library manager:

e LIBRARY

* DRIVEENCRYPTION
* WORM

* FORMAT

Define a storage pool named LOCHNESS for the shared library to use. Issue
the DEFINE STGPOOL command.

wallace> define stgpool lochness tape maxscratch=50

What to do next

Repeat the procedure to define more library clients to your library manager.
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Example: Configure library sharing for 3494 libraries

Use the sample procedure to set up a 3494 library sharing environment.
About this task

In this example, a library manager server named 3494MGR and a library client
named 3494CLI are configured. To help clarify where each step is performed, the
commands are preceded by the server name from which the command is issued.
Most commands are issued from the library client.

Procedure

1. To set up 3494MGR as the library manager server, define a shared 3494 library
named 3494SAN. For example:

3494mgr> define library 3494san Tibtype=349x shared=yes

Then complete the rest of the steps as described in [“Example: Configure a 3494
[library with a single drive device type” on page 106|to configure the library.

2. Define 3494MGR as the library manager server by issuing the DEFINE SERVER
command.

3494c1i> define server 3494mgr serverpassword=secret hladdress=9.115.3.45
1Taddress=1580 crossdefine=yes

3. Define the shared library 3494SAN, and identify the library manager:

Note: Ensure that the library name agrees with the library name on the library
manager.

3494c1i> define library 3494san Tibtype=shared primarylibmanager=3494mgr

4. Define paths from the library manager, 3494MGR, to two drives in the shared
library by issuing the DEFINE PATH command.

3494mgr> define path client drivea srctype=server desttype=drive
library=3494san device=/dev/rmt0
3494mgr> define path client driveb srctype=server desttype=drive
Tibrary=3494san device=/dev/rmtl

5. Define the device classes that are associated with the shared library.
3494c1i> define devclass 3494 class library=3494san devtype=3590

6. Define a storage pool named BACKTAPE that will use the shared library.
3494c1i> define stgpool backtape 3494 class maxscratch=50

What to do next

Repeat this procedure to define additional servers as library clients.

Managing virtual tape libraries

112

A virtual tape library (VTL) does not use physical tape media. When using VTL
storage, you can exceed the capabilities of a physical tape library. The ability to
define many volumes and drives can provide greater flexibility for the storage
environment.
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Considerations for using virtual tape libraries

There are some considerations for defining a library as a virtual tape library (VIL),
including enhancements for performance and setup of your hardware.

About this task

Defining a VTL to the Tivoli Storage Manager server can help improve
performance because the server handles mount point processing for VILs
differently than real tape libraries. The physical limitations for real tape hardware
are not applicable to a VTL, affording options for better scalability.

You can use a VTL for any virtual tape library when the following conditions are
true:

* There is no mixed media involved in the VIL. Only one type and generation of
drive and media is emulated in the library.

* Every server and storage agent with access to the VIL has paths that are defined
for all drives in the library.

If either of these conditions are not met, any mount performance advantage from
defining a VTL library to the Tivoli Storage Manager server can be reduced or
negated.

VTLs are compatible with earlier versions of both library clients and storage
agents. The library client or storage agent is not affected by the type of library that
is used for storage. If mixed media and path conditions are true for a SCSI library,
it can be defined or updated as LIBTYPE=VTL.

Storage capacity for virtual tape libraries
Because virtual tape libraries (VTLs) do not have the physical limitations that real
tape hardware does, their capacity for storage is more flexible.

The concept of storage capacity in a virtual tape library is different from capacity
in physical tape hardware. In a physical tape library, each volume has a defined
capacity, and the library's capacity is defined in terms of the total number of
volumes in the library. The capacity of a VTL, alternatively, is defined in terms of
total available disk space. You can increase or decrease the number and size of
volumes on disk.

This variability affects what it means to run out of space in a VTL. For example, a
volume in a VIL can run out of space before reaching its assigned capacity if the
total underlying disk runs out of space. In this situation, the server can receive an
end-of-volume message without any warning, resulting in backup failures.

When out-of-space errors and backup failures occur, disk space is usually still
available in the VTL. It is hidden in volumes that are not in use. For example,
volumes that are logically deleted or returned to scratch status in the Tivoli Storage
Manager server are only deleted in the server database. The VTL is not notified,
and the VTL maintains the full size of the volume as allocated in its capacity
considerations.

To help prevent out-of-space errors, ensure that any SCSI library that you update
to LIBTYPE=VTL is updated with the RELABELSCRATCH parameter set to YES. The
RELABELSCRATCH option enables the server to overwrite the label for any volume
that is deleted and to return the volume to scratch status in the library. The
RELABELSCRATCH parameter defaults to YES for any library defined as a VTL.
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Drive configuration for virtual tape libraries
Drive configuration in a virtual tape library (VTL) is variable, depending on the
needs of your environment.

Most VTL environments use as many drives as possible to maximize the number
of concurrent tape operations. A single tape mount in a VIL environment is
typically faster than a physical tape mount. However, using many drives increases
the amount of time that the Tivoli Storage Manager server requires when a mount
is requested. The selection process takes longer as the number of drives that are
defined in a single library object in the server increases. Virtual tape mounts can
take as long or longer than physical tape mounts depending on the number of
drives in the VTL.

For best results when you create drives, check with your VIL vendor about
device-specific recommendations. If more than 300-500 drives for each VTL are
required, you can logically partition the VTL into multiple libraries and assign
drives to each library. Operating system and SAN hardware configurations could
impose limitations on the number of devices that can be utilized within the VTL
library.

Adding a virtual tape library to your environment

Define a virtual tape library (VTL) to take advantage of mount performance and
scalability advantages.

About this task

VTLs are identified by using the DEFINE LIBRARY command and specifying
LIBTYPE=VTL. Because a VTL library functionally interacts with the server in the
same way that a SCSI library does, it is possible to use the UPDATE LIBRARY
command to change the library type of a SCSI library that is already defined. You
do not have to redefine the library.

Example
The following examples show how to add a VTL library to your environment.
Add a new VTL library

If you have a new VTL library and want to use the VTL enhancements that are
available in Tivoli Storage Manager Version 6.3, define the library as a VTL to the
server:

define Tibrary chester libtype=vtl

This sets up the new VTL library and enables the RELABELSCRATCH option to
relabel volumes that have been deleted and returned to scratch status.

Update an existing SCSI library to a VTL

If you have a SCSI library and you want to change it to a VIL, use the UPDATE
LIBRARY command to change the library type:

update Tibrary calzone Tibtype=vtl

You can only issue this command when the library being updated is defined with
LIBTYPE=SCSL
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Revert a real tape library from the VTL library type

If you define a SCSI tape library as a VIL and want to change it back to the SCSI
library type, update the library by issuing the UPDATE LIBRARY command:

update Tibrary chester 1ibtype=scsi

Defining or deleting all drives and paths for a single library

Use the PERFORM LIBACTION command to set up a single SCSI or virtual tape library
(VIL) with one step.

About this task

If you are setting up or modifying your hardware environment and must create or
change large numbers of drive definitions, the PERFORM LIBACTION command can
make this task much simpler. You can define a new library and then define all
drives and paths to the drives. Or, if you have an existing library that you want to
delete, you can delete all existing drives and their paths in one step.

The PREVIEW parameter allows you to view the output of commands before they
are processed to verify the action that you want to perform. If you are defining a
library, a path to the library must already be defined if you want to specify the
PREVIEW parameter. You cannot use the PREVIEW and DEVICE parameters
together.

The PERFORM LIBACTION command can only be used for SCSI and VTL libraries. If
you are defining drives and paths for a library, the SANDISCOVERY option must be
supported and enabled. The tape library must be able to return the drive serial
number address association.

Procedure

To set up a VTL library named ODIN, complete these steps:
1. Define the library.
define Tibrary odin Tibtype=vt]
2. Define two drives and their paths for your new library, ODIN.

perform libaction odin action=define device=/dev/1b3 prefix=dr

The server then issues the following commands:

define path tsmserver odin srct=server destt=library device=/dev/
1b3 define drive odin dr0

define path tsmserver dr0 srct=server destt=drive library=odin
device=/dev/mtl define drive odin drl

define path tsmserver drl srct=server destt=drive Tibrary=odin
device=/dev/mt2
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Migrating a shared IBM 3494 library to a library manager
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If you are sharing an IBM 3494 library among Tivoli Storage Manager servers by
using the 3494SHARED server option, you can instead share the library by using a
library manager and library clients.

About this task

To facilitate a smooth migration and to ensure that all tape volumes that are being
used by the servers are associated with the correct servers, perform the following
procedure.

Procedure
1. Complete the following steps on on each server that is sharing the 3494 library:

a. Update the storage pools by using the UPDATE STGPOOL command. Set the
value for the HIGHMIG and LOWMIG parameters to 100%.

b. Stop the server by issuing the HALT command.
c. Edit the dsmserv.opt file and make the following changes:
1) Comment out the 3494SHARED YES option line
2) Activate the DISABLESCHEDS YES option line if it is not active

3) Activate the EXPINTERVAL option line if it is not active and set the value
to 0.

d. Start the server.
e. Enter the following Tivoli Storage Manager command:
disable sessions
2. Set up the library manager on the Tivoli Storage Manager server of your choice.
3. Do the following on the remaining servers (the library clients):
a. Save the volume history file.

b. Check out all of the volumes in the library inventory. Use the CHECKOUT
LIBVOLUME command and set the REMOVE parameter to NO.

C. Set up a library client.
4. Do the following on the library manager server:

a. Check in each library client's volumes. Use the CHECKIN LIBVOLUME
command with the following parameter settings:

» STATUS=PRIVATE
¢ OWNER=<library client name>

Note: You can use the saved volume history files from the library clients
as a guide.

b. Check in any remaining volumes as scratch volumes. Use the CHECKIN
LIBVOLUME command and set the STATUS to SCRATCH.

5. Halt all the servers.
6. Edit the dsmserv.opt file and comment out the following lines in the file:

DISABLESCHEDS YES
EXPINTERVAL 0

7. Start the servers.

IBM Tivoli Storage Manager for AIX: Administrator's Guide



Sharing an IBM 3494 library by static partitioning of drives

If your IBM 3494 library is not on a SAN, you can use partitioning to share that
library among Tivoli Storage Manager servers.

About this task

Tivoli Storage Manager uses the capability of the 3494 library manager to partition
a library between multiple Tivoli Storage Manager servers. Library partitioning
differs from library sharing on a SAN in that there are no Tivoli Storage Manager
library managers or library clients.

When you partition a library on a LAN, each server has its own access to the same
library. For each server, you define a library with tape volume categories unique to
that server. Each drive in the library is defined to only one server. Each server can
then access only the drives that are assigned to it. As a result, library partitioning
does not allow dynamic sharing of drives or tape volumes because they are
pre-assigned to different servers that use different names and category codes.

To configure static partitioning of drives, complete the following steps. For details
and examples of commands that are issued in the procedure, see

llibraries for use by one server” on page 100)

Procedure
1. Set up the library on the system.

2. Define 3494 library devices to the first Tivoli Storage Manager server by
completing the following steps:

a. Define the 3494 library on the server.

Define a path from the server to the library.

Define the drives in the library that are partitioned to the server.
Define a path from the server to each of the drives.

® oo o

Define Tivoli Storage Manager device classes to classify drives according to
type.

f. Define a storage pool and associated it with the device class that you
created.

g. Verify your device definitions by issuing QUERY commands for each
storage object.

3. Repeat the substeps in Step Elto define library devices for the second server.

Removable file device configuration

Support for removable file devices allows portability of media among UNIX and
Linux systems.

It also allows this media to be used to transfer data between systems that support
the media. Removable file support allows the server to read data from a FILE
device class that is copied to removable file media through software that is
acquired from another vendor. The media is then usable as input media on a target
Tivoli Storage Manager server that uses the REMOVABLEFILE device class for
input.

Note: Software for writing CDs may not work consistently across platforms.
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Removable file support includes support for rewritable CDs.

Use a MAXCAPACITY value that is less than one CD's usable space to allow for a
one-to-one match between files from the FILE device class and copies that are on
CD. Use the DEFINE DEVCLASS or UPDATE DEVCLASS commands to set the
MAXCAPACITY parameter of the FILE device class to a value less than 650 MB.

Example of removable file support

You can take an export object and move it from one server to another by using a
CD.

Procedure

Complete the following steps to export the data from one server and import it to
another.

* On Server A:
1. Define a device class with a device type of FILE.
define devclass file devtype=file directory=/home/userl
2. Export the node by issuing the following command.
export node userl filedata=all devclass=file vol=cdr03

This command results in a file named /home/user1/CDRO3 that contains the
export data for node USER1. You can use software for writing CDs to create
a CD with volume label CDRO03 that contains a single file that is also named
CDRO3.

* On Server B:
1. Follow the manufacturer's instructions to attach the device to your server.
2. Issue this command on your system to mount the CD.
mount -r -v cdrfs /dev/cd0 /cdrom

T Specifies a read-only file system

-v cdrfs
Specifies that the media has a CD file system

/dev/cd0
Specifies the physical description of the first CD on the system

/cdrom
Specifies the mount point of the first CD drive

Notes:

a. CD drives lock while the file system is mounted. This prevents use of the
eject button on the drive.

3. Ensure that the media is labeled. The software that you use for making a CD
also labels the CD. Before you define the drive, you must put formatted,
labeled media in the drive. For label requirements, see |"Labelina
[requirements for removable file device types” on page 119] When you define
the drive, the server verifies that a valid file system is present.

4. Define a manual library named CDROM:
define library cdrom Tibtype=manual

5. Define the drive in the library:
define drive cdrom cddrive

6. Define a path from the server to the drive at mount point /cdrom:
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define path serverb cddrive srctype=server desttype=drive
library=cdrom device=/cdrom

7. Define a device class with a device type of REMOVABLEFILE. The device
type must be REMOVABLEFILE.

define devclass cdrom devtype=removablefile Tibrary=cdrom

8. Issue the following Tivoli Storage Manager command to import the node
data on the CD volume CDRO03.

import node userl filedata=all devclass=cdrom vol=cdr03

Labeling requirements for removable file device types

Tivoli Storage Manager does not provide utilities to format or label media for the
REMOVABLEFILE device type.

You must use another application to copy the FILE device class data from the CD
as a file that has the same name as the volume label. The software used to copy
the FILE device class data must also label the removable media.

The label on the media must meet the following restrictions:
* No more than 11 characters
* No embedded blanks or periods

¢ File name must be the same as the volume label

Configuration for libraries controlled by media manager programs

You can use an external media manager program with Tivoli Storage Manager to
manage your removable media.

While the server tracks and manages client data, the media manager, operating
entirely outside of the I/O data stream, labels, catalogs, and tracks physical
volumes. The media manager also controls library drives, slots, and doors.

Tivoli Storage Manager provides a programming interface that lets you use a
variety of media managers. See [“Setting up Tivoli Storage Manager to work with|
lan external media manager”| for setup procedures.

To use a media manager with Tivoli Storage Manager, define a library that has a
library type of EXTERNAL. The library definition will point to the media manager
rather than a physical device.

Setting up Tivoli Storage Manager to work with an external
media manager

To use the external media management interface with a media manager, complete
the following procedure. This example is for a device that contains two StorageTek
drives.

Procedure

1. Set up the media manager to interface with Tivoli Storage Manager. For more
information, see [Appendix A, “External media management interfacel
[description,” on page 1091[and the documentation for the media manager.

2. Define an external library named MEDIAMGR:

define Tibrary mediamgr Tibtype=external
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Note: You do not define the drives to the server in an externally managed
library.
Define a path from the server to the library:

define path serverl mediamgr srctype=server desttype=library
externalmanager=/usr/shin/mediamanager

In the EXTERNALMANAGER parameter, specify the media manager's installed
path. For more information about paths, see[“Defining paths” on page 180.|

Define device class, EXTCLASS, for the library with a device type that matches
the drives. For this example, the device type is ECARTRIDGE.

define devclass extclass Tibrary=mediamgr devtype=ecartridge
mountretention=5 mountlimit=2

The MOUNTLIMIT parameter specifies the number of drives in the library device.

Note:

a. For environments in which devices are shared across storage applications,
the MOUNTRETENTION setting must be carefully considered. This parameter
determines how long an idle volume remains in a drive. Some media
managers do not dismount an allocated drive to satisfy pending requests.
You might need to tune this parameter to satisfy competing mount requests
while maintaining optimal system performance. Typically, problems arise
more frequently when the MOUNTRETENTION parameter is set to a value that is
too small, for example, zero.

b. It is recommended that you explicitly specify the mount limit instead of
using MOUNTLIMIT=DRIVES.

Define a storage pool, EXTPOOL, for the device class. For example:
define stgpool extpool extclass maxscratch=500

Key choices:

a. Scratch volumes are labeled, empty volumes that are available for use. If
you allow scratch volumes for the storage pool by specifying a value for the
maximum number of scratch volumes, the server can choose from the
scratch volumes available in the library, without further action on your part.
If you do not allow scratch volumes, you must perform the extra step of
explicitly defining each volume to be used in the storage pool.

b. Collocation is turned off by default. Collocation is a process by which the
server attempts to keep all files belonging to a client node or client file
space on a minimal number of volumes. Once clients begin storing data in a
storage pool with collocation off, you cannot easily change the data in the
storage pool so that it is collocated. To understand the advantages and
disadvantages of collocation, see [“Keeping client files together using]
collocation” on page 361|and [“How collocation affects reclamation” on pagel
380.
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Externally controlled IBM Tivoli Storage Manager media

There are some issues to consider when controlling Tivoli Storage Manager media
externally.

Labeling media
The media manager handles the labeling of media. However, you must
ensure that an adequate supply of blank media is available.

Checking media into the library
Externally managed media are not tracked in the Tivoli Storage Manager
volume inventory. Therefore, you do not check media into a library by
using Tivoli Storage Manager commands.

Using DRM
If you are using DRM, you can use the MOVE DRMEDIA command to request
the removal of media from the library. For more information, see
(Chapter 30, “Disaster recovery manager,” on page 1019

Migrating media to external media manager control
It is not recommended to migrate media from Tivoli Storage Manager
control to control by an external media manager. Instead, use external
media management on a new Tivoli Storage Manager configuration or
when you define externally managed devices to the server.

Deleting Tivoli Storage Manager storage pools from externally managed
libraries
Before you delete storage pools associated with externally managed
libraries, first delete any volumes that are associated with the Tivoli
Storage Manager library. For more information, see [“Deleting storage pool|
fvolumes that contain data” on page 418

Refer to media manager documentation for detailed setup and management
information.

Media manager database errors
Error conditions can cause the Tivoli Storage Manager volume information to be
different from the media manager's volume database.

The most likely symptom of this problem is that the volumes in the media
manager's database are not known to the server, and thus not available for use.
Verify the Tivoli Storage Manager volume list and any disaster recovery media. If
volumes not identified to the server are found, use the media manager interface to
deallocate and delete the volumes.

Configuring manually mounted devices

To configure mounted devices manually, you must first set up the device on the
server system.

Procedure

1. Physically attach the device to the server hardware. See|”Attaching a manuall
[drive to your system” on page 87|

2. Install and configure the appropriate device driver for the device. See
[“Selecting a device driver” on page 89 for details.

3. Determine the device name that you need to define the device to Tivoli Storage
Manager.

Chapter 6. Configuring storage devices 121



122

Defining devices as part of a manual library

To manually mount tapes, you must define drives as part of a manual library.
About this task

In the following example, two DLT drives are attached to the server system and
defined as part of a manual library:

Procedure

1. Define a manual library named MANUALDLT:
define library manualdlt Tibtype=manual

2. Define the drives in the library:

define drive manualdlt drive0Ol
define drive manualdlt drive02

For more information about defining drives, see|“Defining drives” on page 178|
and |http: / /www.ibm.com /support/entry /portal /Overview /Software / Tivoli /|
[Tivoli_Storage Manager

3. Define a path from the server to each drive:

define path serverl drive0l srctype=server desttype=drive
library=manualdlt device=/dev/mtl
define path serverl drive02 srctype=server desttype=drive
library=manualdlt device=/dev/mt2

For more about device special file names, see:

[“Device special file names” on page 90)

For more information about paths, see[“Defining paths” on page 180,

4. Classify the drives according to type by defining a device class named
TAPEDLT_CLASS. Use FORMAT=DRIVE as the recording format only if all the
drives associated with the device class are identical.

define devclass tapedlt_class library=manualdlt devtype=dlt format=drive

A closer look: When you associate more than one drive to a single device class
through a manual library, ensure that the recording formats and media types of
the devices are compatible. If you have a 4mm tape drive and a DLT tape
drive, you must define separate manual libraries and device classes for each
drive.

For more information, see|’Defining tape device classes” on page 185.|

5. Verify your definitions by issuing the following commands:

query Tibrary
query drive
query path
query devclass

For more information, see|“Requesting information about libraries” on pagel
157 ||“Requesting information about drives” on page 159,]]”Obtaining|
information about device classes” on page 203 [and [“Requesting information|
about paths” on page 171

6. Define a storage pool named TAPEDLT_POOL associated with the device class
named TAPEDLT CLASS:

define stgpool tapedlt_pool tapedlt_class maxscratch=20

Key choices:

a. Scratch volumes are empty volumes that are labeled and available for use.
If you allow scratch volumes for the storage pool by specifying a value for
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the maximum number of scratch volumes, the server can use any scratch
volumes available without further action on your part. If you do not allow
scratch volumes (MAXSCRATCH=0), you must complete the extra step of
explicitly defining each volume to be used in the storage pool.

b. Collocation is turned off by default. Collocation is a process by which the
server attempts to keep all files belonging to a client node or client file
space on a minimal number of volumes. When clients begin storing data in
a storage pool with collocation off, you cannot easily change the data in the
storage pool so that it is collocated. To understand the advantages and
disadvantages of collocation, see ["Keeping client files together using|
collocation” on page 361|and [“How collocation affects reclamation” on page|

B50]

For more information about defining storage pools, see ['Defining storage
[pools” on page 245)

Labeling volumes

Use the following procedure to ensure that volumes are available to the server.
Keep enough labeled volumes on hand so that you do not run out during an
operation such as client backup. Label and set aside extra scratch volumes for any
potential recovery operations you might have later.

About this task

Each volume used by a server for any purpose must have a unique name. This
requirement applies to all volumes, whether the volumes are used for storage
pools, or used for operations such as database backup or export. The requirement
also applies to volumes that reside in different libraries.

Do the following:

Procedure

1. Label volumes. For example, enter the following command to use one of the
drives to label a volume with the ID of vol001:

label Tibvolume manualdlt vol001

Note: Tivoli Storage Manager only accepts tapes labeled with IBM standard
labels. IBM standard labels are similar to ANSI Standard X3.27 labels except
that the IBM standard labels are written in EBCDIC. For a list of IBM media
sales contacts who can provide compatible tapes, go to the IBM Web site. If you
are using non-IBM storage devices and media, consult your tape-cartridge
distributor.

2. Depending on whether you use scratch volumes or private volumes, do one of
the following:

* If you use only scratch volumes, ensure that enough scratch volumes are
available. For example, you may need to label more volumes. As volumes are
used, you may also need to increase the number of scratch volumes allowed
in the storage pool that you defined for this library.

* If you want to use private volumes in addition to or instead of scratch
volumes in the library, define volumes to the storage pool you defined. The
volumes you define must have been already labeled. For information on
defining volumes, see|’Defining storage pool volumes” on page 259.|
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Configuring IBM Tivoli Storage Manager for LAN-free data movement

You can configure the Tivoli Storage Manager client and server so that the client,
through a storage agent, can move its data directly to storage on a SAN. This
function, called LAN-free data movement, is provided by IBM Tivoli Storage
Manager for storage area networks.

About this task

As part of the configuration, a storage agent is installed on the client system. To
help you tune the use of your LAN and SAN resources, you can control the path
that data transfers take for clients with the capability of LAN-free data movement.
For each client you can select whether data read and write operations use:

¢ The LAN path only
* The LAN-free path only
e Either path

Tivoli Storage Manager supports 349X, ACSLS, VTL, and SCSI tape libraries as
well as FILE libraries for LAN-free data movement. The configuration procedure
that you follow depends on the type of environment that you implement.
However, in all cases you must complete the following steps:

Procedure
1. Verify the network connection.

2. Establish communications among client, storage agent, and Tivoli Storage
Manager.

3. Install and configure software on client systems.
4. Configure devices on the server for the storage agent to access.

5. If you are using shared FILE storage, install and configure IBM TotalStorage
SAN File System or IBM General Parallel File System .

Restriction: If a General Parallel File System volume is formatted by an AIX
server, the Windows system uses TCP/IP to transfer data and not the storage
area network.

6. Define paths from the storage agent to drives.
7. Start the storage agent and verify the LAN-free configuration.

What to do next

For more information on configuring Tivoli Storage Manager for LAN-free data
movement, see Installing and configuring tape-library and file-device-sharing
environments in the Storage Agent User’s Guide.

Validating your LAN-free configuration

After you configure a Tivoli Storage Manager client for LAN-free data movement,
you can verify the configuration and server definitions by using the VALIDATE
LANFREE command.

About this task

The VALIDATE LANFREE command allows you to determine which destinations for a
node that is using a specific storage agent are capable of LAN-free data movement.
The command output can also help identify if there is a problem with an existing
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LAN-free configuration. You can evaluate the policy, storage pool, and path
definitions for a node and storage agent that the node is using to ensure that an
operation is working properly.

The command output displays which management class destinations for an
operation type are not LAN-free capable, and provides a brief explanation about
why. It also reports the total number of LAN-free destinations.

Procedure

To determine if there is a problem with the client node FRED, that is using the
storage agent FRED_STA, issue the VALIDATE LANFREE command. For example:

validate lanfree fred fred sta

SAN discovery functions for non-root users

To configure Tivoli Storage Manager for LAN-free data movement, you can use the
QUERY SAN command to obtain information about devices that can be detected on a
SAN.

To allow both root and non-root users to perform SAN discovery, a special utility
module, dsmgsan, is invoked when a SAN-discovery function is launched. The
module performs as root, giving SAN-discovery authority to non-root users. While
SAN discovery is in progress, dsmgsan runs as root.

SAN discovery on AIX requires root user authority.

The dsmgsan module is installed by default when the Tivoli Storage Manager server
is installed. It is installed with owner root, group system, and mode 4755. The
value of the SETUID bit is on. If, for security reasons, you do not want non-root
users to run SAN-discovery functions, set the bit to off. If non-root users are
having problems running SAN-discovery functions, check the following;:

e The SETUID bit must be set to on.

* Device special file permissions and ownership. Non-root users need read/write
access to device special files, for example, to tape and library devices.

* The SANDISCOVERY option in the server options file must be set to ON

The dsmgsan module works only for SAN-discovery functions, and does not
provide root privileges for other Tivoli Storage Manager functions.

Configuring the Tivoli Storage Manager server to use zZ/OS media
server storage

You can configure a Tivoli Storage Manager Version 6.3 or later server for AIX or
Linux on System z® to use storage on a z/OS system.
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Tivoli Storage Manager for Z/OS Media overview

Tivoli Storage Manager for z/OS Media is a product that is installed on a z/OS
system to provide access to z/OS disk and tape resources for storage.

Tivoli Storage Manager for z/OS Media provides read and write access to storage
devices that are attached to a z/OS mainframe with a Fibre Channel connection
(FICON). After a Tivoli Storage Manager for z/OS V5 server has been migrated to
a Tivoli Storage Manager V6.3 server on AIX or Linux on System z, you can use
Tivoli Storage Manager for z/OS Media to access storage on a z/OS system. By
using the products together, you can continue to use existing z/OS storage while
taking advantage of newer Tivoli Storage Manager function.

Tivoli Storage Manager for z/OS Media uses standard interfaces for z/OS storage:
* Storage Management Subsystem (SMS) for FILE and tape volume allocation

* Data Facility Product (DFSMSdfp) Media Manager Virtual Storage Access
Method (VSAM) linear data sets for sequential FILE volume support

* DFSMSdfp Basic Sequential Access Method (BSAM) for tape volume support

A storage agent can optionally be configured to transfer backup-archive client data
over the LAN directly to z/OS storage.

For installation and configuration information, see [IBM Tivoli Storage Manager for]
2 /OS Media (http://www.ibm.com/support/knowledgecenter /SSGSG7_6.3.0/|
com.ibm.itsm.nav.doc/t_zmedsrv.html)|

Data flow in a Tivoli Storage Manager for z/0S Media
environment

When using z/OS storage for backup-archive client data, the Tivoli Storage
Manager server directs data flow over the LAN by communicating with the z/OS
media server.

About this task

The z/0OS media server provides read and write access to z/OS media tape and
FILE volumes, requesting mounts based on information received from the Tivoli
Storage Manager server. A typical backup operation to z/OS storage consists of the
steps outlined in [Figure 16 on page 127}

126 IBM Tivoli Storage Manager for AIX: Administrator's Guide


http://www.ibm.com/support/knowledgecenter/SSGSG7_6.3.0/com.ibm.itsm.nav.doc/t_zmedsrv.html
http://www.ibm.com/support/knowledgecenter/SSGSG7_6.3.0/com.ibm.itsm.nav.doc/t_zmedsrv.html
http://www.ibm.com/support/knowledgecenter/SSGSG7_6.3.0/com.ibm.itsm.nav.doc/t_zmedsrv.html

Tivoli Storage
Manager backup- - B T EE

archive client _ | __ ‘E ___________ z/0S
media server

DB2

Tivoli Storage
Manager server

Tape library

z/0OS FICON
channel-
attached tape
drives

Figure 16. Data flow from the backup-archive client to z/OS media server storage

Procedure

1. The Tivoli Storage Manager backup-archive client contacts the Tivoli Storage
Manager server.

2. The Tivoli Storage Manager server selects a library resource and volume for the
backup operation.

3. The Tivoli Storage Manager server contacts the z/OS media server to request a
volume mount.

4. The z/OS media server mounts the FILE or tape volume.

5. The z/OS media server responds to the Tivoli Storage Manager server that the
mount operation is complete.

6. The backup-archive client begins sending data to the Tivoli Storage Manager
server.

7. The Tivoli Storage Manager server stores metadata in the database and
manages the data transaction.

8. The Tivoli Storage Manager server sends the backup-archive client data to the
z/0S media server.

9. The z/0OS media server writes the data to z/OS storage.
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Planning for z/0S media server operations

Review this information when planning to configure Tivoli Storage Manager to
work with Tivoli Storage Manager for z/OS Media.

Network tuning

Operations that store or retrieve data using a z/OS media server require more
network bandwidth than operations using a local disk or tape. To optimize
performance, use dedicated networks for connections between a Tivoli Storage
Manager V6.3 server and a z/OS media server.

To optimize network performance when using a z/OS media server, ensure that
both the z/OS system and the Tivoli Storage Manager server system can use a
large TCP/IP window size. Set the following parameters:

* On the z/OS system, include the TCPMAXRCVBUFRSIZE parameter in the
TCPIP.PROFILE TCPCONFIG statement and set it to the default value of 256 K
or greater.

* On AIX systems, set the network tuning parameter rfcl323 to 1. This is not the
default value.

To reduce network bandwidth requirements, store backup and archive data to local
V6.3 disk pools. Use storage pool backup and storage pool migration to copy and
move the data to z/OS tape storage. This method requires less network bandwidth
than backing up or archiving the data directly to the z/OS media server and then
moving the data to z/OS tape storage.

To use multiple network connections between the z/OS media server and the
Tivoli Storage Manager server, specify different TCP/IP addresses in the HLA
parameter for the DEFINE SERVER command. Separate each address with a comma
and no spaces. Multiple connections can be isolated from other network traffic and
optimized across different paths to the z/OS media server based on network
activity.

Device class mount limit considerations

When defining a device class for storage operations, consider the value of the
MOUNTLIMIT parameter carefully. Because a z/OS media library has no defined
drives, you must use the MOUNTLIMIT parameter in the DEFINE DEVCLASS command
to control concurrent mounts for z/OS volumes. If you must limit mount requests
to the z/OS media server, set the value accordingly.

Setting up your environment for z/OS media server operations
You can configure a one-to-one relationship between a Tivoli Storage Manager
server and a z/OS media server or set up other configurations, depending on your
environment.

If you are migrating one Tivoli Storage Manager for z/OS Version 5 server to
Tivoli Storage Manager Version 6.3 and plan to use one z/OS media server for
storage access, use the same USERID associated with your start task JCL that was
specified for the V5 z/OS server. By specifying the same USERID, you can
preserve the configuration of volume access controls and authorization to tape
storage that was previously used on the V5 server.

A single z/OS media server can be configured to access several storage resources
for a Tivoli Storage Manager server. This set up can be useful if you have several
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tape device classes and each has a unique library definition. The z/OS media
server listens on a unique TCP/IP port address and can satisfy tape mounts for
each of the tape storage resources that are defined on the Tivoli Storage Manager
server. Each tape device class on the V6.3 server has a corresponding z/OS media
library definition on the z/OS media server.

One z/0S media server can provide z/OS storage access to multiple Tivoli Storage
Manager V6.3 servers. However, the z/OS media server does not have knowledge
of Tivoli Storage Manager operations or volume ownership and it does not
distinguish mount requests from different servers. No matter how many servers
you have in your configuration, the z/OS media server handles all mount requests
in the same way. Any volume access controls are maintained by the z/OS tape
management system and volume ownership is associated with the JOBNAME and
USERID of the z/OS media server. The Tivoli Storage Manager server cannot
establish ownership for volumes with the z/OS media server.

If you are using a z/OS media server with more than one Tivoli Storage Manager
server, do not request mounts for volumes that are not already in your inventory
unless they are scratch volumes. If a volume is allocated to one Tivoli Storage
Manager server and then requested by another Tivoli Storage Manager server,
there is potential for data overwrite because neither the z/OS media server or the
z/0S library keeps track of Tivoli Storage Manager volume inventory. Mount
requests are satisfied regardless of which server is making the request.

The following example illustrates how data overwrites might occur if you are
using one z/OS media server to fulfill mount requests from two Tivoli Storage
Manager servers: Server X and Server Q.

1. Server X requests a scratch volume from the z/OS media server.

2. The z/OS media server contacts the z/OS library and the tape management
system selects volume A00001 from the scratch inventory.

3. Volume A00001 is mounted and then written to by Server X. Server X records
volume A00001 in its inventory.

4. Volume A00001 is returned to the z/OS library.

5. Volume A00001 is defined on Server Q with the DEFINE VOLUME command.
Server Q then requests a mount for volume A00001 from the z/OS media
server.

6. The z/0S media server mounts volume A00001.
7. Server Q overwrites Server X's data on volume A00001.

If you plan to use one z/OS media server to provide storage access to more than
one Tivoli Storage Manager server, use caution when you manage your volume
inventory.

System requirements: Tivoli Storage Manager for z/OS Media
environment

Ensure that your environment is set up with adequate memory, address space,
network bandwidth, and processor resources to use z/OS media server storage.

Tivoli Storage Manager server requirements

The Tivoli Storage Manager server must be migrated to or installed on a system
that is running AIX or Linux on System z.
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For new server installations, see the Installation Guide for hardware and software
requirements. For information about migrating a Tivoli Storage Manager for z/OS
Version 5 server, see the Upgrade and Migration Guide for V5 Servers.

Tivoli Storage Manager for z/OS Media server requirements
For information about system requirements for the z/OS media server, see |IBM|

Tivoli Storage Manager for z/0OS Media (http://www.ibm.com /support/ |
knowledgecenter/SSGSG7_6.3.0/com.ibm.itsm.nav.doc/ t_zmedsrv.html)|.

Storage agent requirements

If you are using a storage agent to transfer backup-archive client data to z/OS
media server storage, the storage agent must be at Version 6.3. Tivoli Storage
Manager for z/OS Media is compatible with storage agents that are running on
AIX, Linux on System z, Oracle Solaris, and Windows systems.

For more information, see [[nstalling and configuring the storage agent for datal
movement to a z/0S media server (http://www.ibm.com/support/|
knowledgecenter/SSSQZW _7.1.1/com.ibm.itsm.sta.doc/t zsrv_install_config.html)|

Configuration tasks

Configure the Tivoli Storage Manager server to access z/OS media server storage.
These tasks should be completed after Tivoli Storage Manager for z/OS Media is
installed and configured.

Defining a z/0OS media server
To use a z/OS storage resource, network connections to the z/OS media server
must be defined using the DEFINE SERVER command.

About this task

After a z/OS media server is defined, the server name and network connection
information are stored in the Tivoli Storage Manager server database. Records for
each z/0OS media server that is defined can be referenced or updated.

The DEFINE SERVER command defines the network address and port of the z/OS
media server and a user ID and password for server access and authentication. The
user ID and password must be associated with the correct level of access for
resource requests through the z/OS media server. There must also be a
corresponding password specified in the Tivoli Storage Manager for z/OS Media
options file. The SERVERPASSWORD specified in the DEFINE SERVER command must
match the PASSPHRASE in the z/OS media server options file.

Procedure

For example, define a z/OS media server named zserverl with a TCP/IP address
of 192.0.2.24 and a port of 1777:

define server zserverl serverpassword=secretpw
hladdress=192.0.2.24 1laddress=1777
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Configuring tape access for Z/OS media storage
To access z/OS tape storage, you must define a z/OS media library and paths to
the library for data transfer.

About this task

In a z/OS media server environment, the z/OS media library is the central point
for access to storage volumes. The ZOSMEDIA library type is used by Tivoli Storage
Manager to identify a FICON attached storage resource that is controlled through
the z/OS media server. No drives that are defined in the library and there is no
Tivoli Storage Manager library volume inventory.

The device class definition for z/OS media device types includes some parameters
that were available in Tivoli Storage Manager Version 5. If you are storing your
data on tape, there are a limited number of tape device types that are supported
for use in a z/OS media library:

* 3590
e 3592
* ECARTRIDGE

In the following example, a z/OS media library, ZOSLIBARY, is defined and
configured. The z/OS media server , ZOSSERVER, is defined to the Tivoli Storage
Manager.

Procedure

1. Define the z/OS library that the z/OS media server is connected to by issuing
the DEFINE LIBRARY command.

define library zoslibrary libtype=zosmedia

2. Define a path from the Tivoli Storage Manager server to the z/OS media
library through the z/OS media server by issuing the DEFINE PATH command.

define path tsmserver zoslibrary srctype=server
desttype=library zosmediaserver=zosserver

3. Define a tape device class to use with the library by issuing the DEFINE
DEVCLASS command.

define devclass zostape Tibrary=zoslibrary
devtype=3590 unit=3590tape

Configuring disk access for Z/OS media storage

To access storage volumes on magnetic disk devices using a z/OS media server,
define a z/OS media library and paths to the library for data transfer. Then
define a FILE device class for volumes in the library.

About this task

After the z/OS media server zserver is defined, you can configure access to disk
storage resources.

Procedure
1. Define the z/OS library that is connected to the z/OS media server:
define library zfilelibrary libtype=zosmedia

2. Define a path from the Tivoli Storage Manager server to the z/OS media
library through the z/OS media server:

define path tsmserver zfilelibrary srctype=server
desttype=Tibrary zosmediaserver=zserver
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3. Define a FILE device class to use for the library:

define devclass zfile library=zfilelibrary
devtype=file prefix=MEDIA.SERVER.HLQ

Creating storage pools for z/OS media server storage
Storage pool definitions for volumes that are located in a z/OS media library do
not differ from definitions for other types of storage pools.

About this task

Storage pools and volumes that are defined in a z/OS media library are sequential
access.

Example: configure a single z/OS media library
Complete these steps to configure a z/OS media library as a storage resource for a
Tivoli Storage Manager server.

Procedure
1. Configure a Tivoli Storage Manager server named tsmserver.

2. Define a z/0OS media server named zserver with a TCP/IP address of
192.0.2.24 and a port of 1777:

define server zserver serverpassword=secretpw
hladdress=192.0.2.24 1laddress=1777

3. Define a z/OS media library named zTibrary:
define library zlibrary libtype=zosmedia

4. Define a path from the Tivoli Storage Manager server tsmserver to the z/OS
media library, specifying the z/OS media server defined in Step 1 as the source
of the path:
define path tsmserver zlibrary srctype=server
desttype=library zosmediaserver=zserver

5. Define a device class and storage pool for data that is stored in the z/OS
library:

To define a tape device class and storage pool, issue these commands:
define devclass ztape library=zlibrary devtype=3592
unit=3592tape

define stgpool ztapepool ztape maxscratch=20

To define a FILE device class and storage pool, issue these commands:
define devclass zfile library=zlibrary devtype=file
prefix=mshlq

define stgpool zfilepool zfile maxscratch=20

Impacts of device changes on the SAN

132

The SAN environment can shift dramatically due to device or cabling changes.
This dynamically changing nature of the SAN can cause static definitions to fail or
become unpredictable.

Device IDs that are assigned by the SAN and known to the server or storage agent
can be altered due to bus resets or other environmental changes. For instance, the
server might know a device as id=1 based on the original path specification to the
server and original configuration of the LAN. However, some event in the SAN,
for example, a new device is added, causes the device to be assigned id=2. When
the server tries to access the device with id=1, it will either get a failure or the
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wrong target device. The server helps recover from changes to devices on the SAN
by using serial numbers to confirm the identity of devices it contacts.

When you define a drive or library, you have the option of specifying the serial
number for that device. If you do not specify the serial number when you define
the device, the server obtains the serial number when you define the path for the
device. In either case, the server then has the serial number in its database and can
use it to confirm the identity of a device for operations.

When the server uses drives and libraries on a SAN, the server attempts to verify
that the device it is using is the correct device. The server contacts the device by
using the device name in the path that you defined for it. The server then requests
the serial number from the device, and compares that serial number with the serial
number stored in the server database for that device.

If the serial number does not match, the server begins the process of discovery on
the SAN, attempting to find the device with the matching serial number. If the
server finds the device with the matching serial number, it corrects the definition
of the path in the server's database by updating the device name in that path. The
server issues a message with information about the change that is made to the
device. Then the server proceeds to use the device.

You can monitor the activity log for messages if you want to know when device
changes on the SAN affect Tivoli Storage Manager. The following are the number
ranges for messages that are related to serial numbers:

e ANRS8952 through ANR8958
* ANR8961 through ANR8968
* ANR8974 through ANR8975

Restriction: Some devices cannot report their serial numbers to applications such
as the Tivoli Storage Manager server. If the server cannot obtain the serial number
from a device, it cannot assist you with changes to that device's location on the
SAN.
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Chapter 7. Managing removable media operations

Routine removable media operations include preparing media for use, controlling
how and when media are reused, and ensuring that sufficient media are available.
You also must respond to operator requests and manage libraries, drives, disks,
paths, and data movers.

About this task

Tasks

[“Preparing removable media”|

[“Labeling removable media volumes” on page 136

[“Checking new volumes into a library” on page 139

[“Controlling access to volumes” on page 146

[“Reusing tapes in storage pools” on page 147

[“Reusing volumes used for database backups and export operations” on page 149|

[“Managing volumes in automated libraries” on page 150|

[“Managing server requests for media” on page 155

[“Managing libraries” on page 157]

[“Managing drives” on page 159

[“Managing paths” on page 171

[‘Managing data movers” on page 172|

The examples in topics show how to perform tasks using the Tivoli Storage
Manager command-line interface. For information about the commands, see the
Administrator’s Reference, or issue the HELP command from the command line of a
Tivoli Storage Manager administrative client.

Preparing removable media

You must label removable media before it can be used.
About this task

When Tivoli Storage Manager accesses a removable media volume, it checks the
volume name in the label header to ensure that the correct volume is accessed.

Procedure

Complete the following steps to prepare a volume for use:

1. Label the volume. Any tape volumes must be labeled before the server can use
them.

2. For automated libraries, check the volume into the library.

Tip: When you use the LABEL LIBVOLUME command with drives in an
automated library, you can label and check in the volumes with one command.

3. If the storage pool cannot contain scratch volumes (MAXSCRATCH=0), identify the
volume to Tivoli Storage Manager by name so that it can be accessed later.
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For details, see [“Defining storage pool volumes” on page 259

If the storage pool can contain scratch volumes (MAXSCRATCH is set to a non-zero
value), skip this step.

Related tasks:

“Checking new volumes into a library” on page 139

“Labeling removable media volumes”]

Labeling removable media volumes

Tape volumes must be labeled before the server can use them. You can use the
LABEL LIBVOLUME command, or you can use the AUTOLABEL parameter with the
DEFINE LIBRARY and UPDATE LIBRARY commands.

About this task

You can use parameters with the LABEL LIBVOLUME command to specify the
following information:

* The name of the library where the storage volume is located
¢ The name of the storage volume
* Whether to overwrite a label on the volume
* Whether to search an automated library for volumes for labeling
* Whether to read media labels for the following tasks:
— Prompt for volume names in SCSI libraries

— Read the barcode label for each cartridge in SCSI, 349X, and automated
cartridge system library software (ACSLS) libraries

* Whether to check in the volume for the following tasks:
— Add the volume to the scratch pool
— Designate the volume as private

* The type of device (applies to 349X libraries only)

To use the LABEL LIBVOLUME command, there must be at least one drive that is not
in use by another Tivoli Storage Manager process. This includes idle volumes that
are mounted. If necessary, use the DISMOUNT VOLUME command to dismount the idle
volume to make that drive available.

By default, the LABEL LIBVOLUME command does not overwrite an existing label.
However, if you want to overwrite an existing label, you can specify the
OVERWRITE=YES option.

Attention:

* By overwriting a volume label, you destroy all of the data that is on the volume.
Use caution when you overwrite volume labels to avoid deleting valid data.

* The labels on VolSafe volumes can be overwritten only one time. Therefore, use
the LABEL LIBVOLUME command only one time for VolSafe volumes. You can
guard against overwriting the label by using the OVERWRITE=NO option with the
LABEL LIBVOLUME command.

When you use the LABEL LIBVOLUME command, you can identify the volumes to be
labeled in one of the following ways:

* Explicitly name one volume.
* Enter a range of volumes by using the VOLRANGE parameter.
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¢ Use the VOLLIST parameter to specify a file that contains a list of volume names
or to explicitly name one or more volumes.

For automated libraries, you are prompted to insert the volume in the entry/exit
slot of the library. If no I/O convenience station is available, insert the volume into
an empty slot. For manual libraries, you are prompted to load the volume directly
into a drive.

For information about the AUTOLABEL parameter, see [“Labeling new volumes using]
IAUTOLABEL” on page 138

Labeling volumes in a manual drive
To label volumes in a manual drive, issue the LABEL LIBVOLUME command.

About this task

Suppose that you want to label a few new volumes by using a manual tape drive
that is defined as the following:

/dev/mt5

The drive is attached at SCSI address 5. Issue the following command:
Tabel Tibvolume tsmlibname volname

Restriction: The LABEL LIBVOLUME command selects the next free drive. If you
have more than one free drive, it cannot be:

/dev/mt5

Labeling volumes in a SCSI or ACSLS library
You can label volumes one-at-a-time or let the Tivoli Storage Manager search the
library for volumes.

Labeling volumes one-at-a-time:

When you label volumes one-at-a-time, you can specify a volume name.
About this task

Perform the following steps to label volumes one-at-a-time:

Procedure

1. Insert volumes into the library when prompted to do so. The library mounts
each inserted volume into a drive.

2. For a SCSI library, enter a volume name when you are prompted
(LABELSOURCE=PROMPT). A label is written to the volume using the name
that you entered.

3. If the library does not have an entry/exit port, you are prompted to remove the
tape from a specified slot number (not a drive). If the library has an entry/exit
port, the command by default returns each labeled volume to the entry/exit
port of the library.
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Labeling new volumes in a SCSI library:

You can use the LABEL LIBVOLUME command to overwrite existing volume
labels.

About this task

Suppose you want to label a few new volumes in a SCSI library that does not have
entry and exit ports. You want to manually insert each new volume into the
library, and you want the volumes to be placed in storage slots inside the library
after their labels are written. You know that none of the new volumes contains
valid data, so it is acceptable to overwrite existing volume labels. You only want to
use one of the library's four drives for these operations.

Issue the following command:
label Tibvolume tsmlibname volname overwrite=yes checkin=scratch

Labeling new volumes using AUTOLABEL:

To automatically label tape volumes, you can use the AUTOLABEL parameter on
the DEFINE and UPDATE LIBRARY commands. Using this parameter eliminates
the need to pre-label a set of tapes.

About this task

It is also more efficient than using the LABEL LIBVOLUME command, which
requires you to mount volumes separately. If you use the AUTOLABEL parameter
with a SCSI library, you must check in tapes by specifying
CHECKLABEL=BARCODE on the CHECKIN LIBVOLUME command. The
AUTOLABEL parameter defaults to YES for all non-SCSI libraries and to NO for
SCSI libraries.

Searching the library:

Tivoli Storage Manager can search all of the storage slots in a library for volumes
and can attempt to label each volume that it finds.

About this task

Use the LABEL LIBVOLUME command the SEARCH=YES parameter to search a
library.

After a volume is labeled, the volume is returned to its original location in the
library. Specify SEARCH=BULK if you want the server to search through all the
slots of bulk entry/exit ports for labeled volumes that it can check in automatically.
The server searches through all slots even if it encounters an unavailable slot.

When you specify LABELSOURCE=PROMPT, the volume is moved from its
location in the library or in the entry/exit ports to the drive. The server prompts
you to issue the REPLY command containing the label string, and that label is
written to the tape.

If the library has a barcode reader, the LABEL LIBVOLUME command can use the
reader to obtain volume names, instead of prompting you for volume names. Use
the SEARCH=YES and LABELSOURCE=BARCODE parameters. If you specify the
LABELSOURCE=BARCODE parameter, the volume bar code is read, and the tape
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is moved from its location in the library or in the entry/exit ports to a drive where
the barcode label is written. After the tape is labeled, it is moved back to its
location in the library, to the entry/exit ports, or to a storage slot if the CHECKIN
option is specified.

Suppose that you want to label all volumes in a SCSI library. Enter the following
command:

label Tibvolume tsmlibname search=yes labelsource=barcode
Tivoli Storage Manager will select the next available drive.

Note: The LABELSOURCE=BARCODE parameter is valid only for SCSI libraries.

Labeling volumes in a 349X library
For a 349X library, the server attempts to label only volumes in certain categories.
All other volumes are ignored by the labeling process.

About this task

The server attempts to label volumes in certain categories to prevent the
destruction of data on volumes that are being used by other systems that are
connected to the 349X library device.

The LABEL LIBVOLUME command labels volumes in the INSERT category, the private
category (PRIVATECATEGORY), the scratch category (SCRATCHCATEGORY), and the
WORM scratch category (WORMSCRATCHCATEGORY), but does not label the volumes
that are already checked into the library.

If you want to label all of the volumes that are in the INSERT category in an IBM
TotalStorage 3494 Tape Library, use the following command:

label Tlibvolume tsmlibname search=yes devtype=3590

Checking new volumes into a library

You can inform the server that a new volume is available in an automated library.
You can also check in and label volumes in one operation. The required privilege
class is system, or unrestricted storage.

About this task

Each volume that is used by a server for any purpose must have a unique name.
This requirement applies to all volumes, whether the volumes are used for storage
pools, or used for operations such as database backup or export. The requirement
also applies to volumes that reside in different libraries but that are used by the
same server.

You can use the CHECKIN LIBVOLUME command, or LABEL LIBVOLUME command with
the CHECKIN option to inform the server that a new volume is available in an
automated library. When a volume is checked in, the server adds the volume to its
library volume inventory. You can use the LABEL LIBVOLUME command to check in
and label volumes in one operation.

Note:

* Do not mix volumes with barcode labels with volumes without barcode labels in
a library. Barcode scanning can take a long time for unlabeled volumes.
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* Tivoli Storage Manager accepts only tapes that are labeled with IBM standard
labels. IBM standard labels are similar to ANSI Standard X3.27 labels except that
the IBM standard labels are written in EBCDIC. For a list of IBM media sales
contacts who can provide compatible tapes, visit the IBM website. If you are
using non- IBM storage devices and media, consult your tape-cartridge
distributor.

* Any volume that has a barcode that begins with CLN is treated as a cleaning
tape.

* You must use the CHECKLABEL=YES option with the CHECKIN LIBVOLUME command
when you check in VolSafe volumes into a library. This is true for both
automated cartridge system library software (ACSLS) and SCSI libraries.

* If you use the AUTOLABEL=YES parameter on the DEFINE LIBRARY command, you
do not need to label tapes before you check them in.

* If a volume has an entry in volume history, you cannot check it in as a scratch
volume.

When you check in a volume, you must supply the name of the library and the
status of the volume (private or scratch). Depending on whether you use scratch
volumes or private volumes, perform one of the following steps:

* If you use only scratch volumes, ensure that enough scratch volumes are
available. For example, you might need to label more volumes. As volumes are
used, you might also need to increase the number of scratch volumes that are
allowed in the storage pool that you defined for this library.

 If you want to use private volumes in addition to or instead of scratch volumes
in the library, define volumes to the storage pool you defined. The volumes that
you define must be labeled and checked in. See[“Defining storage pool|
[volumes” on page 259

To check in a volume, you can specify the name of the volume with the CHECKIN
LIBVOLUME command. To check in several of volumes at the same time, you can use
the search capability or the VOLRANGE parameter of the CHECKIN LIBVOLUME
command.

When you use the CHECKIN LIBVOLUME command, you might be required to supply
some or all of the following information:

Library name
Specifies the name of the library where the storage volume is to be stored.

Volume name
Specifies the volume name to be checked in.

Status Specifies the status that is assigned to the storage volume to be checked in.
If the volume that you are checking in is already defined in a storage pool
or exists in the volume history file, you must specify STATUS=PRIVATE. The
PRIVATE status ensures that the volume is not overwritten when a scratch
mount is requested. The server does not check in a volume with scratch
status when that volume already belongs to a storage pool or is a database,
export, or dump volume.

If a volume has an entry in volume history, you cannot check it in as a
scratch volume.

Check label
Specifies whether Tivoli Storage Manager reads sequential media labels of
volumes or use a barcode reader during the CHECKIN LIBVOLUME command
processing.
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Swap Specifies whether Tivoli Storage Manager initiates a swap operation when
an empty slot is not available during CHECKIN LIBVOLUME command
processing.

Mount wait
Specifies the maximum length of time, in minutes, to wait for a volume to
be mounted.

Search
Specifies whether Tivoli Storage Manager searches the library for volumes
that have not been checked in.

Device type
Specifies the device type for the volume to be checked in. Use this
parameter only for 349X libraries in which the drives do not have paths
that are defined.

For more information, see the following topics:

« |“Checking volumes into a SCSI library one-at-a-time”)

+ |“Checking in volumes in library slots” on page 142

+ |“Checking in volumes in library entry or exit ports” on page 143

+ |“Checking media labels” on page 143

+ |[“Allowing swapping of volumes when the library is full” on page 143

Checking volumes into a SCSI library one-at-a-time

You can check in only a single volume that is not currently in the library by
issuing the CHECKIN LIBVOLUME command and specifying SEARCH=NO.
Tivoli Storage Manager requests that the mount operator load the volume in the
entry/exit port of the library.

About this task

If the library does not have an entry/exit port, Tivoli Storage Manager requests
that the mount operator load the volume into a slot within the library. The request
specifies the location with an element address. For any library or medium changer
that does not have an entry/exit port, you need to know the element addresses for
the cartridge slots and drives. If there is no worksheet listed for your device in
http:/ /www.ibm.com /support/entry /portal / Overview /Software / Tivoli/|
Tivoli_Storage Manager| see the documentation that came with your library.

Note: Element addresses are sometimes numbered starting with a number other
than one. Check the worksheet to be sure.

For example, to check in volume VOL001 manually, enter the following command:
checkin 1libvolume tapelib vol001 search=no status=scratch

If the library has an entry/exit port, you are prompted to insert a cartridge into the
entry/exit port. If the library does not have an entry/exit port, you are prompted
to insert a cartridge into one of the slots in the library. Element addresses identify
these slots. For example, Tivoli Storage Manager finds that the first empty slot is at
element address 5. The message is:

ANR8306I 001: Insert 8MM volume VOLOOL R/W in slot with element

address 5 of Tibrary TAPELIB within 60 minutes; issue 'REPLY' along
with the request ID when ready.
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Check the worksheet for the device if you do not know the location of element
address 5 in the library. To find the worksheet, see |http://www.ibm.com /support/|
fentry /portal/Overview /Software/Tivoli/ Tivoli_Storage_Manager] When you have
inserted the volume as requested, respond to the message from a Tivoli Storage
Manager administrative client. Use the request number (the number at the
beginning of the mount request):

reply 1

Note: A REPLY command is not required if you specify a wait time of zero using
the optional WAITTIME parameter on the CHECKIN LIBVOLUME command. The
default wait time is 60 minutes.

Checking volumes into a 349x library one-at-a-time

You can use the SEARCH=NO parameter on the CHECKIN LIBVOLUME
command to search for volumes that have already been inserted into the library
from the convenience or bulk I/O station.

About this task

The following command syntax allows you to search for volumes that have already
been inserted into a 349X library from the convenience or bulk I/O station while
specifying SEARCH=NO:

checkin 1ibvolume 34941ib vo1001 search=no status=scratch

If the volume has already been inserted, the server finds and processes it. If not,
you can insert the volume into the I/O station during the processing of the
command.

Checking in volumes in library slots

You can use the SEARCH=YES parameter on the CHECKIN LIBVOLUME
command to search the library slots for new volumes that have not already been
added to the library volume inventory.

About this task

Use this mode when you have a large number of volumes to check in, and you
want to avoid issuing an explicit CHECKIN LIBVOLUME command for each
volume. For example, for a SCSI library you can simply open the library access
door, place all of the new volumes in unused slots, close the door, and issue the
CHECKIN LIBVOLUME command with SEARCH=YES.

If you are using a 349X library, the server searches only for new volumes in the
following categories:

e INSERT

* Tivoli Storage Manager's private category (PRIVATECATEGORY, specified when
you define the library)

* Tivoli Storage Manager's scratch category (SCRATCHCATEGORY, specified
when you define the library)

* Tivoli Storage Manager's WORM scratch category
(WORMSCRATCHCATEGORY, specified when you define the library)

This restriction prevents the server from using volumes owned by another
application that is accessing the library simultaneously.
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Checking in volumes in library entry or exit ports

You can use the SEARCH=BULK parameter on the CHECKIN LIBVOLUME
command to search through all of the slots of bulk entry and exit ports for labeled
volumes that the Tivoli Storage Manager server can check in automatically.

About this task

The server searches through all slots even if it encounters an unavailable slot. For
SCSI libraries, the server scans all of the entry/exit ports in the library for
volumes. If a volume is found that contains a valid volume label, it is checked in
automatically. The CHECKLABEL option NO is invalid with this SEARCH option.
When you use the CHECKLABEL=YES parameter, the volume is moved from the
entry/exit ports to the drive where the label is read. After reading the label, the
tape is moved from the drive to a storage slot. When you use the
CHECKLABEL=BARCODE parameter, the volume's bar code is read and the tape
is moved from the entry/exit port to a storage slot. For barcode support to work
correctly, the Tivoli Storage Manager or IBMtape device driver must be installed
for libraries controlled by Tivoli Storage Manager.

Checking media labels
You can reduce the amount of time for checking in volumes by using a barcode
reader, if your library has one.

About this task

When you check in a volume, you can specify whether Tivoli Storage Manager
should read the labels of the media during checkin processing. When
label-checking is on, Tivoli Storage Manager mounts each volume to read the
internal label and only checks in a volume if it is properly labeled. This can
prevent future errors when volumes are actually used in storage pools, but also
increases processing time at check in.

If a library has a barcode reader and the volumes have barcode labels, you can
save time in the check in process. Tivoli Storage Manager uses the characters on
the label as the name for the volume being checked in. If a volume has no barcode
label, Tivoli Storage Manager mounts the volumes in a drive and attempts to read
the recorded label. For example, to use the barcode reader to check in all volumes
found in the TAPELIB library as scratch volumes, enter the following command:

checkin 1ibvolume tapelib search=yes status=scratch checklabel=barcode

For information on how to label new volumes, see ["Preparing removable media”|

Allowing swapping of volumes when the library is full

If no empty slots are available in the library when you are checking in volumes,
the checkin fails unless you allow swapping. If you allow swapping and the library
is full, Tivoli Storage Manager selects a volume to eject before checking in the
volume you requested.

About this task

Use the CHECKIN LIBVOLUME command to allow swapping. When you specify
YES for the SWAP parameter, Tivoli Storage Manager initiates a swap operation if
an empty slot is not available to check in a volume. Tivoli Storage Manager ejects
the volume that it selects for the swap operation from the library and replaces the
ejected volume with the volume that is being checked in. For example:
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checkin Tlibvolume auto wpdvOO swap=yes

Tivoli Storage Manager selects the volume to eject by checking first for any
available scratch volume, then for the least frequently mounted volume.

Write-once, read-many tape media

Write-once, read-many (WORM) media helps prevent accidental or deliberate
deletion of critical data. However, Tivoli Storage Manager imposes certain
restrictions and guidelines to follow when you use WORM media.

You can use the following types of WORM media with Tivoli Storage Manager:
* StorageTek VolSafe

* Sony AIT50 and AIT100

» IBM 3592

e IBM LTO-3 and LTO-4; HP LTO-3 and LTO-4; and Quantum LTO-3

* Quantum SDLT 600, Quantum DLT V4, and Quantum DLT S4

External and manual libraries use separate logical libraries to segregate their
media. You must ensure that the correct media is loaded.

Tips:
* A storage pool can consist of either WORM or RW media, but not both.

* To avoid wasting tape after a restore or import operation, avoid using WORM
tapes for database backup or export operations.

Related concepts:

[“Selecting a device driver” on page 89

WORM-capable drives

To use WORM media in a library, all the drives in the library must be
WORM-capable. A mount will fail if a WORM cartridge is mounted in a read write
(RW) drive.

However, a WORM-capable drive can be used as a RW drive if the WORM
parameter in the device class is set to NO. Any type of library can have both
WORM and RW media if all of the drives are WORM enabled. The only exception
to this rule is NAS-attached libraries in which WORM tape media cannot be used.

Checkin of WORM media
The type of WORM media determines whether the media label needs to be read
during checkin.

Library changers cannot identify the difference between standard read /write (RW)
tape media and the following types of WORM tape media:

* VolSafe

* Sony AIT

« LTO

* SDLT

 DLT

To determine the type of WORM media that is being used, a volume must be
loaded into a drive. Therefore, when you check in one of these types of WORM

volumes, you must use the CHECKLABEL=YES option on the CHECKIN LIBVOLUME
command.
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If they provide support for WORM media, IBM 3592 library changers can detect
whether a volume is WORM media without loading the volume into a drive.
Specifying CHECKLABEL=YES is not required. Verify with your hardware vendors that
your 3592 drives and libraries provide the required support.

Restrictions on WORM media
You cannot use prelabeled WORM media with the LTO or ECARTRIDGE device
class.

You cannot use WORM media with Tivoli Storage Manager specified as the
drive-encryption key manager for the following drives:

+ IBM LTO-4

* HP LTO-4

* Oracle StorageTek T10000B
* Oracle StorageTek T10000C
* Oracle StorageTek T10000D

Mount failures with WORM media

If WORM tape media are loaded into a drive for a read-write (RW) device-class
mount, it will cause a mount failure. Similarly, if RW tape media are loaded into a
drive for a WORM device-class mount, the mount will fail.

Relabeling WORM media

You cannot relabel a WORM cartridge if it contains data. This applies to Sony AIT
WORM, LTO WORM, SDLT WORM, DLT WORM, and IBM 3592 cartridges. The
label on a VolSafe volume should be overwritten only once and only if the volume
does not contain usable, deleted, or expired data.

Issue the LABEL LIBVOLUME command only once for VolSafe volumes. You can guard
against overwriting the label by using the OVERWRITE=NO option on the LABEL
LIBVOLUME command.

Removing private WORM volumes from a library

If you perform an action on a WORM volume (for example, if you delete file
spaces) and the server does not mark the volume as full, the volume is returned to
scratch status. If a WORM volume is not marked as full and you delete it from a
storage pool, the volume remains private. To remove a private WORM volume
from a library, you must issue the CHECKOUT LIBVOLUME command.

Creation of DLT WORM volumes

DLT WORM volumes can be converted from read/write (RW) volumes.

If you have SDLT-600, DLT-V4, or DLT-54 drives and you want to enable them for
WORM media, upgrade the drives by using V30 or later firmware available from
Quantum. You can also use DLTIce software to convert unformatted read/write
(RW) volumes or blank volumes to WORM volumes.

In SCSI or automated-cartridge system-library software (ACSLS) libraries, the
Tivoli Storage Manager server creates scratch DLT WORM volumes automatically
when the server cannot locate any scratch WORM volumes in a library's inventory.
The server converts available unformatted or blank RW scratch volumes or empty
RW private volumes to scratch WORM volumes. The server also rewrites labels on
newly created WORM volumes by using the label information on the existing RW
volumes.
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In manual libraries, you can use the server to format empty volumes to WORM.

Support for short and normal 3592 WORM tapes
Tivoli Storage Manager supports both short and normal 3592 WORM tapes. For
best results, define them in separate storage pools

Querying a device class for the WORM-parameter setting

You can determine the setting of the WORM parameter for a device class by using
the QUERY DEVCLASS command. The output contains a field, labeled WORM, and a
value (YES or NO).

Managing the volume inventory

146

You can manage your volume inventory by controlling Tivoli Storage Manager
access to volumes, by reusing tapes, and by reusing volumes used for database
backups and export operations. You can also manage inventory by maintaining a
supply of scratch volumes.

About this task

With Tivoli Storage Manager, you manage your volume inventory by performing
the following tasks: Each volume used by a server for any purpose must have a
unique name. This requirement applies to all volumes, whether the volumes are
used for storage pools, or used for operations such as database backup or export.
The requirement also applies to volumes that reside in different libraries but that
are used by the same server.

Controlling access to volumes

If you want to allow a volume to be read but not written to, you can change its
access mode. You can also control access taking off-site volumes in a copy storage
pool or an active-data pool.

About this task

Tivoli Storage Manager expects to be able to access all volumes it knows about. For
example, Tivoli Storage Manager tries to fill up tape volumes. If a volume
containing client data is only partially full, Tivoli Storage Manager will later
request that volume be mounted to store additional data. If the volume cannot be
mounted, an error occurs.

To make volumes that are not full available to be read but not written to, you can
change the volume access mode. For example, use the UPDATE VOLUME
command with ACCESS=READONLY. The server will not attempt to mount a
volume that has an access mode of unavailable.

If you want to make volumes unavailable in order to send the data they contain
off-site for safekeeping, a more controlled way to do this is to use a copy storage
pool or an active-data pool. You can back up your primary storage pools to a copy
storage pool and then send the copy storage pool volumes off-site. You can also
copy active versions of client backup data to active-data pools, and then send the
volumes off-site. You can track copy storage pool volumes and active-data pool
volumes by changing their access mode to off-site, and updating the volume
history to identify their location. For more information, see [“Backing up primary]|
storage pools” on page 896
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Reusing tapes in storage pools

Tape reuse is controlled by expiration and reclamation processing. You can run
either of these processes automatically or manually.

About this task

To reuse tapes in storage pools:

Expire client files
Expiration processing deletes from the database information about any
client files that are expired (no longer valid according to the policies you
have set). For example, suppose four backup versions of a file exist in
server storage, and only three versions are allowed in the backup policy
(the management class) for the file. Expiration processing deletes
information about the oldest of the four versions of the file. The space that
the file occupied in the storage pool can then be reclaimed.

You can run expiration processing automatically or by command. See
{‘Running expiration processing to delete expired files” on page 500

Reclaim volumes
You can have Tivoli Storage Manager reclaim volumes that pass a
reclamation threshold, a percentage of unused space on the volume. Tivoli
Storage Manager moves data to consolidate valid, unexpired files onto
fewer tapes. The reclamation threshold is set for each storage pool. See
[“Reclaiming space in sequential-access storage pools” on page 371

For a storage pool associated with a library that has more than one drive,
the reclaimed data is moved to other volumes in the same storage pool.
For a storage pool associated with a library that has only one drive, the
reclaimed data is moved to volumes in another storage pool that you must
define, called a reclamation storage pool. See|“Reclaiming volumes in a|
storage pool with one drive” on page 374/

Setting up a tape rotation

To help ensure an adequate supply of tapes, you can expire old files, reclaim
volumes, and delete volumes that have reached end of life. You can also maintain
a supply of scratch volumes.

About this task

Over time, media ages, and some of the backup data that is on it might no longer
be needed. You can set Tivoli Storage Manager policy to determine how many
backup versions are retained and how long they are retained. Then, expiration
processing allows the server to delete files you no longer want to keep. You can
keep the useful data on the media and then reclaim and reuse the media
themselves.

Deleting data - expiration processing
Expiration processing deletes data that is no longer valid either because it
exceeds the retention specifications in policy or because users or
administrators have deleted the active versions of the data.

For more information, see:

* [“Basic policy planning” on page 469|

* [“Running expiration processing to delete expired files” on page 500

« |“File expiration and expiration processing” on page 472
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Reusing media - reclamation processing

Data on tapes might expire, move, or be deleted. Reclamation processing
consolidates any unexpired data by moving it from multiple volumes onto
fewer volumes. The media can then be returned to the storage pool and
reused.

You can set a reclamation threshold that allows Tivoli Storage Manager to
reclaim volumes whose valid data drops below a threshold. The threshold
is a percentage of unused space on the volume and is set for each storage
pool. The amount of data on the volume and the reclamation threshold for
the storage pool affects when the volume is reclaimed. See |”Reclaimina
lspace in sequential-access storage pools” on page 371

Determining when media have reached end of life

You can use Tivoli Storage Manager to display statistics about volumes,
including the number of write operations that are completed on the media
and the number of write errors. For media initially defined as private
volumes, Tivoli Storage Manager maintains this statistical data, even as the
volume is reclaimed. You can compare the information with the number of
write operations and write errors that are recommended by the
manufacturer. For media initially defined as scratch volumes, Tivoli
Storage Manager overwrites this statistical data each time the media are
reclaimed.

Reclaim any valid data from volumes that have reached end of life. If the
volumes are in automated libraries, check them out of the volume
inventory. Delete private volumes from the database with the DELETE
VOLUME command.

For more information, see|“Reclaiming space in sequential-access storage|
fpools” on page 371

Ensuring media are available for the tape rotation

Over time, the demand for volumes might cause the storage pool to run
out of space. You can set the maximum number of scratch volumes high
enough to meet demand by doing one or both of the following:

* Increase the maximum number of scratch volumes by updating the
storage pool definition. Label and check in new volumes to be used as
scratch volumes if needed.

* Make volumes available for reuse by running expiration processing and
reclamation to consolidate data onto fewer volumes. For more
information, see [“Reusing tapes in storage pools” on page 147

For automated libraries, see ["Managing server requests for media” on page|
155,

Write-once-read-many (WORM) drives can waste media when Tivoli
Storage Manager cancels transactions because volumes are not available to
complete the backup. After Tivoli Storage Manager writes to WORM
volumes, the space on the volumes cannot be reused, even if the
transactions are canceled (for example, if a backup is canceled because of a
shortage of media in the device).

To minimize wasted WORM media:

1. Ensure that the maximum number of scratch volumes for the device
storage pool is at least equal to the number of storage slots in the
library.

2. Check enough volumes into the device's volume inventory for the
expected load.
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If most backups are small files, controlling the transaction size can affect
how WORM platters are used. Smaller transactions mean that less space is
wasted if a transaction such as a backup must be canceled. Transaction size
is controlled by a server option, TXNGROUPMAX, and a client option,
TXNBYTELIMIT.

Reusing volumes used for database backups and export
operations

You cannot reuse volumes that were used for database backups and export
operations until you delete the volume information from the volume history file.

About this task

When you back up the database or export server information, Tivoli Storage
Manager records information about the volumes used for these operations in the
volume history file. Tivoli Storage Manager will not allow you to reuse these
volumes until you delete the volume information from the volume history file. To
reuse volumes that were previously used for database backup or export, use the
DELETE VOLHISTORY command.

Note: If your server uses the disaster recovery manager function, the volume
information is automatically deleted during MOVE DRMEDIA command
processing.

For additional information about DRM, see [Chapter 30, “Disaster recovery|
manager,” on page 1019

For information about the volume history file, see [‘Protecting the volume history|
ffile” on page 891/

Maintaining a supply of scratch volumes

You must set the maximum number of scratch volumes high enough for the
expected usage.

About this task

When you define a storage pool, you must specify the maximum number of
scratch volumes that the storage pool can use. Tivoli Storage Manager
automatically requests a scratch volume when needed. When the number of
scratch volumes that Tivoli Storage Manager is using for the storage pool exceeds
the maximum number of scratch volumes specified, the storage pool can run out of
space.

When you exceed the maximum number of scratch volumes, you can do one or
both of the following:

* Increase the maximum number of scratch volumes by updating the storage pool
definition. Label new volumes to be used as scratch volumes if needed.

* Make volumes available for reuse by running expiration processing and
reclamation, to consolidate data onto fewer volumes. See ['Reusing tapes in|
[storage pools” on page 147

Remember: Because you might need additional volumes for future recovery
operations, consider labeling and setting aside extra scratch volumes.
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For information about automated libraries, see |"Maintaining a supply of scratch|
(volumes in an automated library” on page 154

Maintaining a supply of volumes in a library containing WORM

For libraries containing write-once-read-many (WORM) media, prevent cancellation
of data storage transactions by maintaining a supply of scratch or new private
volumes in the library. Canceled transactions can cause wasted WORM media.

About this task

Tivoli Storage Manager cancels (rolls back) a transaction if volumes, either private
or scratch, are not available to complete the data storage operation. After Tivoli
Storage Manager begins a transaction by writing to a WORM volume, the written
space on the volume cannot be reused, even if the transaction is canceled.

For example, if a client starts to back up data and does not have sufficient volumes
in the library, Tivoli Storage Manager cancels the backup transaction. The WORM
volumes to which Tivoli Storage Manager had already written for the canceled
backup are wasted because the volumes cannot be reused. Suppose that you have
WORM platters that hold 2.6 GB each. A client starts to back up a 12 GB file. If
Tivoli Storage Manager cannot acquire a fifth scratch volume after filling four
volumes, Tivoli Storage Manager cancels the backup operation. The four volumes
that Tivoli Storage Manager already filled cannot be reused.

To minimize cancellation of transactions:

* Ensure that you have enough volumes available in the library to manage
expected client operations such as backup.

— Verify that you set the maximum number of scratch volumes for the storage
pool that is associated with the library to a high enough number.

— Check enough scratch or private volumes into the library to manage the
expected load.

 If your clients tend to store files of smaller sizes, controlling the transaction size
can affect how WORM platters are used. Smaller transactions waste less space if
a transaction such as a backup must be canceled. The TXNGROUPMAX server
option and the TXNBYTELIMIT client option control transaction size.

See ["How the server groups files for storage” on page 265 for information.

Managing volumes in automated libraries
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Tivoli Storage Manager tracks the scratch and private volumes available in an
automated library through a library volume inventory. You must ensure that the
inventory is consistent with the volumes that are physically in the library.

About this task

Tivoli Storage Manager tracks the scratch and private volumes available in an
automated library through a library volume inventory. Tivoli Storage Manager
maintains an inventory for each automated library. The library volume inventory is
separate from the inventory of volumes for each storage pool. To add a volume to
a library's volume inventory, you check in a volume to that Tivoli Storage Manager
library.
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To ensure that Tivoli Storage Manager's library volume inventory remains accurate,
you must check out volumes when you need to physically remove volumes from a
SCSI, 349X, or automated cartridge system library software (ACSLS) library. When
you check out a volume that is being used by a storage pool, the volume remains
in the storage pool. If Tivoli Storage Manager requires the volume to be mounted
while it is checked out, a message to the mount operator's console is displayed
with a request to check in the volume. If the check in is not successful, Tivoli
Storage Manager marks the volume as unavailable.

While a volume is in the library volume inventory, you can change its status from
scratch to private.

To check whether Tivoli Storage Manager's library volume inventory is consistent
with the volumes that are physically in the library, you can audit the library. The
inventory can become inaccurate if volumes are moved in and out of the library
without informing the server using volume checkin or checkout.

Task Required Privilege Class
Changing the status of a volume in an System or unrestricted storage
automated library

Removing volumes from a library System or unrestricted storage
Returning volumes to a library System or unrestricted storage

For details on the checkin procedure, see [‘Checking new volumes into a library’]

Changing the status of a volume

You can issue the UPDATE LIBVOLUME command to change the status of a
volume in an automated library from scratch to private, or private to scratch.

About this task

You cannot change the status of a volume from private to scratch if the volume
belongs to a storage pool or is defined in the volume history file. You can use this
command if you make a mistake when checking in volumes to the library and
assign the volumes the wrong status.

Removing volumes from a library

You might want to remove a volume from an automated library if you have
exported data to a volume in the library and want to take it to another system for
an import operation. You might also want to remove volumes that are unlikely to
be accessed to make room for new volumes.

About this task

To remove a volume from an automated library, use the CHECKOUT LIBVOLUME
command. By default, the server mounts the volume being checked out and
verifies the internal label. When the label is verified, the server removes the
volume from the library volume inventory, and then moves it to the entry/exit
port or convenience I/O station. of the library. If the library does not have an
entry/exit port, Tivoli Storage Manager requests that the mount operator remove
the volume from a slot within the library.
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If you check out a volume that is defined in a storage pool, the server may attempt
to access it later to read or write data. If this happens, the server requests that the
volume be checked in.

Perform the following steps to return volumes to a library:

Procedure

1. Check in the volume for the library, with private status. Use the CHECKIN
LIBVOLUME command with the parameter STATUS=PRIVATE.

2. If the volume was marked unavailable, update the volume's ACCESS value to
read/write or read-only. Use the UPDATE VOLUME command with the
ACCESS parameter.

Managing a full library

As Tivoli Storage Manager fills volumes in a storage pool, the number of volumes
needed for the pool might exceed the physical capacity of the library. To make
room for new volumes while keeping track of existing volumes, define a storage
pool overflow location near the library and then move media to the overflow
location as needed.

About this task

Perform the following steps to manage a full library:

Procedure

1. Define or update the storage pool associated with the automated library,
including the overflow location parameter. For example, you have a storage
pool named ARCHIVEPOOL associated with an automated library. Update the
storage pool to add an overflow location of Room2948. Enter this command:

update stgpool archivepool ovflocation=Room2948

2. When the library becomes full, move the full volumes out of the library and to
the overflow location that you defined for the storage pool. For example, to
move all full volumes in the specified storage pool out of the library, enter this
command:

move media * stgpool=archivepool

All full volumes are checked out of the library. Tivoli Storage Manager records
the location of the volumes as Room2948. You can use the DAYS parameter to
specify the number of days that must elapse before a volume is eligible for
processing by the MOVE MEDIA command.

3. Check in new scratch volumes, if needed. If a volume has an entry in volume
history, you cannot check it in as a scratch volume.

4. Reuse the empty scratch storage volumes in the overflow location. For example,
enter this command:
query media * stg=* whereovflocation=Room2948 wherestatus=empty
move media * stg=* wherestate=mountablenotinlib wherestatus=empty

cmd="checkin Tibvol autolib &vol status=scratch"
cmdfilename=/tsm/move/media/checkin.vols

or more information, see the Administrator’s Reference.
F f t the Ad trat

5. As requested through Tivoli Storage Manager mount messages, check in
volumes that Tivoli Storage Manager needs for operations. The mount
messages include the overflow location of the volumes.
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Results

To find the overflow location of a storage pool, you can use the QUERY MEDIA
command. This command can also be used to generate commands. For example,
you can issue a QUERY MEDIA command to get a list of all volumes in the
overflow location, and at the same time generate the commands to check in all
those volumes to the library. For example, enter this command:

query media format=cmd stgpool=archivepool whereovflocation=Room2948

cmd="checkin Tibvol autolib &vol status=private"
cmdfilename="/tsm/move/media/checkin.vols"

Use the DAYS parameter to specify the number of days that must elapse before the
volumes are eligible for processing by the QUERY MEDIA command.

The file that contains the generated commands can be run using the Tivoli Storage
Manager MACRO command. For this example, the file may look like this:

checkin 1ibvol autolib TAPE13 status=private
checkin 1libvol autolib TAPE19 status=private

Auditing a library's volume inventory

You can audit an automated library to ensure that the library volume inventory is
consistent with the volumes that physically reside in the library. You may want to
do this if the library volume inventory is disturbed due to manual movement of
volumes in the library or to database problems.

About this task

Task Required Privilege Class

Audit the volume inventory of a library System or unrestricted storage

Issue the AUDIT LIBRARY command to restore the inventory to a consistent state.
Missing volumes are deleted, and the locations of the moved volumes are updated.
However, new volumes are not added during an audit.

Unless your SCSI library has a barcode reader, the server mounts each volume
during the audit to verify the internal labels on volumes. For 349X libraries, the
server uses the information from the Library Manager.

Issue the AUDIT LIBRARY command only when there are no volumes mounted in
the library drives. If any volumes are mounted but in the IDLE state, you can issue
the DISMOUNT VOLUME command to dismount them.

If a SCSI library has a barcode reader, you can save time by using the barcode
reader to verify the identity of volumes. If a volume has a barcode label, the server
uses the characters on the label as the name for the volume. The volume is not
mounted to verify that the barcode name matches the internal volume name. If a
volume has no barcode label, the server mounts the volume and attempts to read
the recorded label. For example, to audit the TAPELIB library using its barcode
reader, issue the following command:

audit library tapelib checklabel=barcode
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Maintaining a supply of scratch volumes in an automated

When you define a storage pool that is associated with an automated library, you
can specify a maximum number of scratch volumes equal to the physical capacity
of the library. However, the number of scratch volumes that Tivoli Storage
Manager is using for the storage pool can exceed that number.

About this task

If the number of scratch volumes that Tivoli Storage Manager is using for the
storage pool exceeds the number specified in the storage pool definition, perform
the following steps:

Procedure

1. Add scratch volumes to the library by checking in volumes. Label them if
necessary. You might need to use an overflow location to move volumes out of
the library to make room for these scratch volumes.

2. Increase the maximum number of scratch volumes by updating the storage
pool definition. The increase should equal the number of scratch volumes that
you checked in.

Results

Keep in mind that you might need additional volumes for future recovery
operations, so consider labeling and setting aside extra scratch volumes.

See [“Maintaining a supply of scratch volumes” on page 149

Operations with shared libraries

Shared libraries are logical libraries that are represented physically by SCSI, 349X,
or ACSLS libraries. The physical library is controlled by the Tivoli Storage Manager
server configured as a library manager. Tivoli Storage Manager servers using the
SHARED library type are library clients to the library manager server.

The library client contacts the library manager, when the library manager starts
and the storage device initializes, or after a library manager is defined to a library
client. The library client confirms that the contacted server is the library manager
for the named library device. The library client also compares drive definitions
with the library manager for consistency. The library client contacts the library
manager for each of the following operations:

Volume Mount
A library client sends a request to the library manager for access to a
particular volume in the shared library device. For a scratch volume, the
library client does not specify a volume name. If the library manager
cannot access the requested volume, or if scratch volumes are not available,
the library manager denies the mount request. If the mount is successful,
the library manager returns the name of the drive where the volume is
mounted.

Volume Release (free to scratch)
When a library client no longer needs to access a volume, it notifies the
library manager that the volume should be returned to scratch. The library
manager's database is updated with the volume's new location. The
volume is deleted from the volume inventory of the library client.
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shows the interaction between library clients and the library manager in
processing Tivoli Storage Manager operations.

Table 8. How SAN-enabled servers processTivoli Storage Manager Operations

Operation

(Command)

Library Manager

Library Client

Query library volumes

(QUERY LIBVOLUME)

Displays the volumes that
are checked into the library.
For private volumes, the
owner server is also
displayed.

Not applicable.

Check in and check out
library volumes

(CHECKIN LIBVOLUME,
CHECKOUT LIBVOLUME)

Performs the commands to
the library device.

Not applicable.

When a checkin operation
must be performed because
of a client restore, a request
is sent to the library manager
server.

Move media and move DRM
media

(MOVE MEDIA,
MOVE DRMEDIA)

Only valid for volumes used
by the library manager
server.

Requests that the library
manager server perform the
operations. Generates a
checkout process on the
library manager server.

Audit library inventory

(AUDIT LIBRARY)

Performs the inventory
synchronization with the
library device.

Performs the inventory
synchronization with the
library manager server.

Label a library volume

(LABEL LIBVOLUME)

Performs the labeling and
checkin of media.

Not applicable.

Dismount a volume

(DISMOUNT VOLUME)

Sends the request to the
library device.

Requests that the library
manager server perform the
operation.

Query a volume

(QUERY VOLUME)

Checks whether the volume
is owned by the requesting
library client server and
checks whether the volume
is in the library device.

Requests that the library
manager server perform the
operation.

Managing server requests for media

Tivoli Storage Manager displays requests and status messages to all administrative
clients that are started in console mode. These request messages often have a time
limit. If the request is not fulfilled within the time limit, the operation times out
and fails.

About this task

For manual libraries, Tivoli Storage Manager detects when there is a cartridge
loaded in a drive, and no operator reply is necessary. For automated libraries, the
CHECKIN LIBVOLUME and LABEL LIBVOLUME commands involve inserting cartridges
into slots and, depending on the value of the WAITTIME parameter, issuing a reply
message. If the value of the parameter is zero, no reply is required. The CHECKOUT
LIBVOLUME command involves inserting cartridges into slots and, in all cases,
issuing a reply message.
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Procedure

The following table provides information about how to handle different server
media tasks.

Task

Details

Use the administrative client
for mount messages

The server sends mount request status messages to the server console and to all
administrative clients in mount mode or console mode.

To start an administrative client in mount mode, use the dsmadmc -mountmode
command.

Mount volumes for manual
libraries

You can monitor mount requests for manual libraries on the Tivoli Storage
Manager server console or through an administrative client in mount mode or
console mode. A designated operator must respond to the mount requests by
putting in tape volumes, as requested. You cannot use the Tivoli Storage Manager
REPLY command to respond to these messages.

Receive messages for
automated libraries

You can see mount messages and messages about problems with automated
libraries on administrative clients in mount mode or console mode. Mount
messages are sent to the library and not to an operator. Messages about problems
with the library are sent to the mount message queue.

Obtain information about
pending operator requests

To get information about pending operator requests, issue the QUERY REQUEST
command or check the mount message queue on an administrative client that is
started in mount mode. When you issue the QUERY REQUEST command, Tivoli
Storage Manager displays requested actions and the amount of time that is
remaining before the requests time out.

Reply to operator requests

When the server requires an explicit reply to a completed mount request, use the
REPLY command.

The request_number parameter specifies the request identification number that tells
the server which one of the pending operator requests is completed. This
three-digit number is always displayed as part of the request message. It can also
be obtained by issuing a QUERY REQUEST command. If the operator request requires
a device to be used for the mount, the second parameter for this command is a
device name.

Cancel an operator request

If a mount request for a manual library cannot be satisfied, you can issue the
CANCEL REQUEST command. This command forces the server to cancel the request
and causes the operation that needed the requested volume to fail. For most
requests that are associated with automated (SCSI) libraries, an operator must
perform a hardware or system action to cancel the requested mount. For such
requests, the CANCEL REQUEST command is not accepted by the server.

The CANCEL REQUEST command must include the request identification number. This
number is included in the request message. You can also obtain it by issuing a
QUERY REQUEST command.

If you want to mark the requested volume as UNAVAILABLE, specify the PERMANENT
parameter. This action is useful if, for example, the volume has been moved to a
remote site or is otherwise inaccessible. By specifying PERMANENT, you ensure that
the server does not try to mount the requested volume again.
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Task Details

Respond to a request for If the server cannot find a particular volume to mount in an automated library, the
volume check-in server requests that the operator check in the volume. Your response depends on
whether the volume is available or unavailable.

If the requested volume is available, put the volume in the library and check it in
using the normal procedures. See [“Checking new volumes into a library” on page]

If the requested volume is unavailable (lost or destroyed), update the access mode
of the volume to UNAVAILABLE by using the UPDATE VOLUME command. Then, cancel
the server's request for checkin by using the CANCEL REQUEST command. Do not
cancel the client process that caused the request. Use the QUERY REQUEST command
to obtain the ID of the request that you want to cancel.

If you do not respond to the checkin request from the server within the
mount-wait period that is specified for the device class for the storage pool, the
server marks the volume as unavailable.

Determine which volumes are |For a report of all volumes that are currently mounted for use by the server, issue
mounted the QUERY MOUNT command. The report shows which volumes are mounted, which
drives have accessed them, and if the volumes are currently being used.

Dismount idle volumes After a volume becomes idle, the server keeps it mounted for a time that is
specified by the mount retention parameter for the device class. Using a mount
retention value can reduce the access time if volumes are used repeatedly.

To dismount an idle volume, issue the DISMOUNT VOLUME command. This command
causes the server to dismount the named volume from the drive in which it is
mounted.

For information about setting mount retention times, see [*Controlling the amount|
|of time that a volume remains mounted” on page 187

Managing libraries

Using Tivoli Storage Manager commands, you can query and delete libraries. You
can also update libraries.

Requesting information about libraries

You can request information about one or more libraries by issuing the QUERY
LIBRARY command.

About this task

Task Required Privilege Class

Request information about libraries Any administrator

You can request either a standard or a detailed report. For example, to display
information about all libraries, issue the following command:

query Tibrary

The following shows an example of the output from this command.
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Library Library Private Scratch WORM Scratch External

Name Type Category Category Category Manager
MANLIB MANUAL

EXB SCSI

3494118 349X 300 301 302

Updating libraries
You can update an existing library by issuing the UPDATE LIBRARY command. To

update the device names of a library, issue the UPDATE PATH command. You
cannot update a MANUAL library.

About this task

Task Required Privilege Class

Update libraries System or unrestricted storage

Automated libraries
If your system or device is re-configured and the device name changes, you might
need to update the device name.

About this task

The examples below show you how you can use the UPDATE LIBRARY and
UPDATE PATH commands for the following library types:

» SCSI

* 349X

* ACSLS
* External

Examples:
* SCSI library
Update the path from SERVERI1 to a SCSI library named SCSILIB:
update path serverl scsilib srctype=server desttype=library device=/dev/1bl

Update the definition of a SCSI library named SCSILIB defined to a library client
so that a new library manager is specified:

update Tibrary scsilib primarylibmanager=server?2
* 349X library

Update the path from SERVERI to an IBM 3494 library named 3494LIB with
new device names.

update path serverl 34941ib srctype=server desttype=library
device=/dev/Imcpl,/dev/Imcp2,/dev/Imcp3

Update the definition of an IBM 3494 library named 3494LIB defined to a library
client so that a new library manager is specified:

update Tibrary 34941ib primarylibmanager=server?2
* ACSLS library

Update an automated cartridge system library software (ACSLS) library named
ACSLSLIB with a new ID number.

update Tibrary acslslib ascid=1

* External library
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Update an external library named EXTLIB with a new media manager path
name.

update path serverl extlib srctype=server desttype=Tibrary
externalmanager=/v/server/mediamanager.exe

Update an EXTERNAL library named EXTLIB in a LAN-free configuration so
that the server uses the value set for mount retention in the device class
associated with the library:

update Tibrary extlib obeymountretention=yes

Deleting libraries
You can delete libraries by issuing the DELETE LIBRARY command.

About this task

Task Required Privilege Class

Delete libraries System or unrestricted storage

Before you delete a library with the DELETE LIBRARY command, you must delete
all of the drives that have been defined as part of the library and delete the path to
the library.

For example, suppose that you want to delete a library named S8MMLIB1. After
deleting all of the drives defined as part of this library and the path to the library,
issue the following command to delete the library itself:

delete Tibrary 8mmlibl

See [“Deleting drives” on page 171

Managing drives

You can query, update, clean, and delete drives by using Tivoli Storage Manager
commands.

Requesting information about drives
You can request information about drives by using the QUERY DRIVE command.

About this task

Task Required Privilege Class

Request information about drives Any administrator

The UPDATE DRIVE command accepts wildcard characters for both a library
name and a drive name. See the Administrator’s Reference for information about this
command and the use of wildcard characters.

For example, to query all drives associated with your server, enter the following
command:

query drive

The following shows an example of the output from this command.
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Library Drive Device On Line

Name Name Type
MANLIB 8MM. 0 8MM Yes
AUTOLIB  8MM.2 8MM Yes

Updating drives

You can change the attributes of a drive definition by issuing the UPDATE DRIVE
command.

About this task

Task Required Privilege Class

Update drives System or unrestricted storage

The following are attributes of a drive definition that you can change:

e The element address, if the drive is located in a SCSI or virtual tape library
(VTL)

* The ID of a drive in an ACSLS library

* The cleaning frequency

* Change whether the drive is online or offline

For example, to change the element address of a drive named DRIVE3 to 119, issue

the following command:

update drive auto drive3 element=119

If you are reconfiguring your system, you can change the device name of a drive
by issuing the UPDATE PATH command. For example, to change the device name of a
drive named DRIVES3, issue the following command:

update path serverl drive3 srctype=server desttype=drive library=scsilib
device=/dev/rmt0

Remember: You cannot change the element number or the device name if a drive
is in use. See ['Taking drives offline.”| If a drive has a volume mounted, but the
volume is idle, it can be explicitly dismounted. See ["Managing server requests for|
fmedia” on page 155

Taking drives offline
You can take a drive offline while it is in use. For example, you might take a drive
offline for another activity, such as maintenance.

About this task

If you take a drive offline while it is in use, the mounted volume completes its
current process. If this volume was part of a series of volumes in a transaction, the
drive is no longer available to complete mounting the series. If no other drives are
available, the active process may fail. The offline state is retained even if the server
is halted and brought up again. If a drive is marked offline when the server is
brought up, a warning is issued noting that the drive must be manually brought
online. If all the drives in a library are taken offline, processes requiring a library
mount point will fail, rather than queue up for one.
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The ONLINE parameter specifies the value of the drive's online state, even if the
drive is in use. ONLINE=YES indicates that the drive is available for use.
ONLINE=NO indicates that the drive is not available for use (offline). Do not
specify other optional parameters along with the ONLINE parameter. If you do,
the drive will not be updated, and the command will fail when the drive is in use.
You can specify the ONLINE parameter when the drive is involved in an active
process or session, but this is not recommended.

Drive encryption

Drive encryption protects tapes that contain critical or sensitive data (for example,
tapes that contain sensitive financial information). Drive encryption is beneficial for
tapes that are moved from the Tivoli Storage Manager server environment to an
offsite location.

Tivoli Storage Manager supports encryption for the following drives:
* IBM 3592 generation 2 and later

* IBM and HP LTO generation 4 and later

* Oracle StorageTek T10000B

* Oracle StorageTek T10000C

* Oracle StorageTek T10000D

Drives must be able to recognize the correct format. With Tivoli Storage Manager,
you can use the following encryption methods:

Table 9. Encryption methods supported

Application method |Library method System method
3592 generation 2 Yes Yes Yes
and later
IBM LTO generation | Yes Yes, but only if your |Yes
4 system hardware (for
example, 3584)
supports it
HP LTO generation 4 | Yes No No
Oracle StorageTek Yes No No
T10000B
Oracle StorageTek Yes No No
T10000C
Oracle StorageTek Yes No No
T10000D

To enable drive encryption with IBM LTO-4, you must have the IBM RMSS
Ultrium device driver installed. You cannot use SCSI drives with IBM LTO-4
encryption. To enable encryption with HP LTO-4, you must have the Tivoli Storage
Manager device driver installed.

Drive encryption is enabled by specifying the DRIVEENCRYPTION parameter on the
DEFINE DEVCLASS and UPDATE DEVCLASS commands for the 3592, LTO, and
ECARTRIDGE device types.

A library can contain a mixture of drives, some of which support encryption and
some, which do not. (For example, a library might contain two LTO-2 drives, two

LTO-3 drives, and two LTO-4 drives.) You can also mix media in a library by
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using, for example, a mixture of encrypted and non-encrypted device classes that
have different tape and drive technologies. However, all LTO-4 drives must
support encryption if Tivoli Storage Manager is to use drive encryption. In
addition, all drives within a logical library must use the same method of
encryption. When you use Tivoli Storage Manager, do not create an environment in
which some drives use the Application method and some drives use the Library or
System methods of encryption.

When you use encryption-capable drives with a supported encryption method, a
different format is used to write encrypted data to tapes. When data is written to
volumes that use the different format and if the volumes are then returned to
scratch, they contain labels that are only readable by encryption-enabled drives. To
use these scratch volumes in a drive that is not enabled for encryption, either
because the hardware is not capable of encryption or because the encryption
method is set to NONE, you must relabel the volumes.

For more information about setting up your hardware environment to use drive
encryption, see your hardware documentation.

For details about the DRIVEENCRYPTION parameter, see the following topics:
* [“Encrypting data with drives that are 3592 generation 2 and later” on page 190

* |“Encrypting data using LTO generation 4 tape drives” on page 198

+ |[“Enabling ECARTRIDGE drive encryption” on page 201| and |[“Disabling]
ECARTRIDGE drive encryption” on page 202

Validating data during read/write operations to tape

To validate data and identify data that is corrupted, you can use a feature called
logical block protection. If you use logical block protection, Tivoli Storage Manager
inserts a cyclic redundancy check (CRC) value at the end of each logical block of
data to be written to tape.

About this task

With logical block protection, you can identify errors that occur while data is being
written to tape and while data is transferred from the tape drive to Tivoli Storage
Manager through the storage area network. Drives that support logical block
protection validate data during read and write operations. The Tivoli Storage
Manager server validates data during read operations.

If validation by the drive fails during write operations, it can indicate that data
was corrupted while being transferred to tape. The Tivoli Storage Manager server
fails the write operation. You must restart the operation to continue. If validation
by the drive fails during read operations, it can indicate that the tape media is
corrupted. If validation by the Tivoli Storage Manager server fails during read
operations, it can indicate that data was corrupted while being transferred from the
tape drive and the server tries the operation again. If validation fails consistently,
the Tivoli Storage Manager server issues an error message that indicates hardware
or connection problems.

If logical block protection is disabled on a tape drive, or the drive does not support
logical block protection, the Tivoli Storage Manager server can read protected data.
However, the data is not validated.

Logical block protection is superior to the CRC validation that you can specify
when you define or update a storage pool definition. When you specify CRC
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validation for a storage pool, data is validated only during volume auditing
operations. Errors are identified after data is written to tape.

Restriction: You cannot use logical block protection for sequential data such as
backup sets and database backups.

Drives that support logical block protection

Logical block protection is available only for 3592, LTO, and ECARTRIDGE device
types. Capable 3592 drives include IBM TS1130, TS1140, and later generations.
Capable LTO drives include IBM LTO-5 and supported LTO-6 drives. Capable
Oracle StorageTek drives include drives with the T10000C and T10000D format.

The following table shows the media and the formats that you can use with drives
that support logical block protection.

Drive Tape media Drive formats
IBM TS1130 3592 Generation 2 3592-3 and 3592-3C
IBM TS1140 3592 Generation 2 Generation 2: 3592-3 and
3592-3C
3592 Generation 3
Generation 3: 3592-4 and
3592-4C
IBM LTO-5 LTO-5 ULTRIUMS and ULTRIUMSC
IBM LTO-6 LTO-6 ULTRIUMS6 and ULTRIUM6C
LTO-5 ULTRIUMS5 and ULTRIUMS5C
Oracle T10000C Oracle StorageTek T10000 T2 | T10000C and T10000C-C
Oracle T10000D Oracle StorageTek T10000 T2 | T10000D and T10000D-C

Tip: If you have a 3592, LTO, or Oracle StorageTek drive that is not capable of
logical block protection, you can upgrade the drive with firmware that provides
logical block protection.

Logical block protection is only available for drives that are in MANUAL, SCSI,
349x, and ACSLS libraries. Logical block protection is not available for drives that
are in external libraries. For the most current information about support for logical
block protection, see |http:/ /www.ibm.com/support/|
[docview.wss?uid=swg21568108}

To use logical block protection for write operations, all the drives in a library must
support logical block protection. If a drive is not capable of logical block
protection, volumes that have read/write access are not mounted. However, the
server can use the drive to mount volumes that have read-only access. The
protected data is read and validated by the Tivoli Storage Manager server if logical
block protection is enabled for read/write operations.
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Enabling and disabling logical block protection

You can specify logical block protection for read and write operations, or only for
write operations. You can also disable logical block protection if it is enabled. By
default, logical block protection is disabled because of performance effects that
result from CRC validation on the server and the tape drive.

About this task

Read/write operations to empty or filling volumes depend on whether the
volumes have logical block protection. Protected and unprotected data blocks
cannot be mixed on the same volume. If you change the setting for logical block
protection, the change applies only to empty volumes. Filling and full volumes
maintain their status of logical block protection until they are empty and ready to
be refilled. For example, suppose that you disable logical block protection. If the
server selects a volume that is associated with a device class that has logical block
protection, the server continues writing protected data to the volume.

To enable logical block protection, specify the LBPROTECT parameter on the DEFINE
DEVCLASS or the UPDATE DEVCLASS command for the 3592, LTO, and ECARTRIDGE
device types:

Procedure

* To enable logical block protection, specify a value of READWRITE or WRITEONLY for
the LBPROTECT parameter.

For example, to specify logical block protection during read/write operations for
a 3592 device class that is named 3592_lbprotect, issue the following command:

define devclass 3592_lbprotect library=3594 lbprotect=readwrite

Tips:

— If you update the value of the LBPROTECT parameter from NO to READWRITE or
WRITEONLY and the server selects a filling volume without logical block
protection for write operations, the server issues a message each time the
volume is mounted. The message indicates that data is written to the volume
without logical block protection. To prevent this message from displaying or
to have Tivoli Storage Manager write data only with logical block protection,
update the access of filling volumes without logical block protection to
read-only.

— To reduce the performance effects, do not specify the CRCDATA parameter on
the DEFINE STGPOOL or UPDATE STGPOOL command.

— When data is validated during read operations by both the drive and by the
Tivoli Storage Manager server, it can slow server performance during restore
and retrieval operations. If the time that is required for restore and retrieval
operations is critical, you can change the setting of the LBPROTECT parameter
from READWRITE to WRITEONLY to increase the restore or retrieval speed. After
data is restored or retrieved, you can reset the LBPROTECT parameter to
READWRITE.

* To disable logical block protection, specify a value of NO for the LBPROTECT
parameter.

Restriction: If logical block protection is disabled, the server does not write to
an empty tape with logical block protection. However, if a filling volume with
logical block protection is selected, the server continues to write to the volume
with logical block protection. To prevent the server from writing to tapes with
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logical block protection, change access of filling volumes with logical block
protection to read-only. When data is read, the CRC on each block is not
checked by either drive or the server.

If a disaster occurs and the disaster recovery site does not have drives that
support logical block protection, you must set the LBPROTECT parameter to NO. If
the tape drives are used for write operations, you must change the volume
access for volumes with protected data to read-only to prevent the server from
using the volumes.

If the server is to enable logical block protection, the server issues an error
message that indicates that the drive does not support logical block protection.

What to do next

To determine whether a volume has logical block protection, issue the QUERY
VOLUME command and verify the value in the field Logical Block Protection.

Read/write operations to volumes with logical block protection
Read /write operations to empty or filling volumes depend on whether the
volumes have logical block protection. Protected and unprotected data blocks
cannot be mixed on the same volume.

If you use the UPDATE DEVCLASS command to change the setting for logical block
protection, the change applies only to empty volumes. Filling and full volumes

maintain their status of logical block protection until they are empty and ready to
be refilled.

For example, suppose that you change the value of the LBPROTECT parameter from
READWRITE to NO. If the server selects a volume that is associated with the device
class and that has logical block protection, the server continues writing protected
data to the volume.

Remember:

* Before you select the volume, the Tivoli Storage Manager server does not verify
whether the volume has logical block protection.

* If a drive does not support logical block protection, the mounts of volumes with
logical block protection for write operations fail. To prevent the server from
mounting the protected volumes for write operations, change the volume access
to read-only. Also, disable logical block protection to prevent the server from
enabling the feature on the tape drive.

* If a drive does not support logical block protection, and logical block protection
is disabled, the server reads data from protected volumes. However, the data is
not validated by the server and the tape drive.

To determine whether a volume has logical block protection, issue the QUERY
VOLUME command and verify the value in the field Logical Block Protection.

Tip: Consider updating the access of filling volumes to read-only if you update the
value of the LBPROTECT parameter in one of the following ways:

* READWRITE or WRITEONLY to NO
* NO to READWRITE or WRITEONLY

For example, suppose that you change the setting of the LBPROTECT parameter from
NO to READWRITE. If the server selects a filling volume without logical block
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protection for write operations, the server issues a message each time the volume
is mounted. The message indicates that data is written to the volume without
logical block protection. To prevent this message from being displayed or to have
Tivoli Storage Manager write data only with logical block protection, update the
access of filling volumes without logical block protection to read-only.

Storage pool management

To mix protected and unprotected data in a library, you must create different
device classes and different storage pools to separate the data. The device classes
associated with the protected data can specify logical block protection for

read /write operations or only for write operations.

Suppose, for example, that you have a 3584 library that has LTO-5 drives and that
you want to use for protected and unprotected data. To define the required device
classes and storage pools, you can issue the following commands.

define Tibrary 3584 libtype=scsi

define devclass Tbhprotect library=3584 devicetype=1to Tbprotect=readwrite
define devclass normal library=3584 devicetype=1to Thprotect=no

define stgpool Tbprotect_pool 1bprotect maxscratch=10

define stgpool normal_pool normal maxscratch=10

Cleaning drives

The server can control cleaning tape drives in SCSI libraries and offers partial
support for cleaning tape drives in manual libraries.

About this task

Task Required privilege class

Clean drives System or unrestricted storage

For automated library devices, you can automate cleaning by specifying the
frequency of cleaning operations and checking a cleaner cartridge into the library
volume inventory. Tivoli Storage Manager mounts the cleaner cartridge as
specified. For manual library devices, Tivoli Storage Manager issues a mount
request for the cleaner cartridge.

Tip: Use library based cleaning for automated tape libraries that support this
function.

Device manufacturers that include library-cleaning functions recommend its use to
prevent premature wear on the read/write heads of the drives.

Drives and libraries from manufacturers differ in how they manage cleaner
cartridges, and how they report the presence of a cleaner cartridge in a drive. The
device driver might not be able to open a drive that contains a cleaner cartridge.
Sense codes and error codes that are issued by devices for drive cleaning vary.
Library-drive cleaning is usually not known to applications, therefore, Tivoli
Storage Manager might not always detect the cleaner cartridges in drives and
might not be able to determine when cleaning begins.

Some devices require a small amount of idle time between mount requests to start
drive cleaning. However, Tivoli Storage Manager tries to minimize the idle time for
a drive. The result might be to prevent the library drive cleaning from functioning
effectively. If this happens, use Tivoli Storage Manager to control drive cleaning.
You can set the frequency to match the cleaning recommendations from the
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manufacturer.

Drive-cleaning considerations
Some SCSI libraries provide automatic drive cleaning. In such cases, choose either

the library drive cleaning or the Tivoli Storage Manager drive cleaning, but not
both.

Library based cleaning provides several advantages for automated tape libraries
that support this function:

* Library based cleaning lowers the burden on the Tivoli Storage Manager
administrator to manage cleaning cartridges.

* It can improve cleaning cartridge usage rates. Most tape libraries track the
number of cleans left based on the hardware indicators. Tivoli Storage Manager
uses a raw count.

* Unnecessary cleaning is reduced. Modern tape drives do not need cleaning at
fixed intervals and can detect and request when cleaning is required.

Manufacturers that include library cleaning recommend its use to prevent
premature wear on the read/write heads of the drives. Drives and libraries from
different manufacturers differ in how they manage cleaner cartridges and how they
report the presence of a cleaner cartridge in a drive. The device driver might not
be able to open a drive that contains a cleaner cartridge. Sense codes and error
codes that are issued by devices for drive cleaning vary. Library drive cleaning is
usually transparent to all applications. Therefore, Tivoli Storage Manager might not
always detect cleaner cartridges in drives and might not be able to determine
when cleaning begins.

Some devices require a small amount of idle time between mount requests to start
drive cleaning. However, Tivoli Storage Manager tries to minimize the idle time for
a drive. The result may be to prevent the library drive cleaning from functioning
effectively. If this happens, try using Tivoli Storage Manager to control drive
cleaning. Set the frequency to match the cleaning recommendations from the
manufacturer.

If you have Tivoli Storage Manager control drive cleaning, disable the library drive
cleaning function to prevent problems. If the library drive cleaning function is
enabled, some devices automatically move any cleaner cartridge that is found in
the library to slots in the library that are dedicated for cleaner cartridges. An
application does not know that these dedicated slots exist. You cannot check a
cleaner cartridge into the Tivoli Storage Manager library inventory until you
disable the library drive cleaning function.

Cleaning drives in an automated library
When you configure server-controlled drive cleaning in an automated library, you
can specify how often you want the drives to be cleaned.

About this task

Complete the following steps to configure server-controlled drive cleaning in an
automated library:

Procedure

1. Define or update the drives in a library, by using the CLEANFREQUENCY parameter
in the DEFINE DRIVE and UPDATE DRIVE commands.
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The CLEANFREQUENCY parameter sets how often you want the drive to be
cleaned. Consult the documentation that accompanies the drives for
recommendations on cleaning frequency.

Remember: The CLEANFREQUENCY parameter is not valid for externally managed
libraries, for example, 3494 libraries or Oracle StorageTek libraries that are
managed under automated cartridge system library software (ACSLS).

For example, to have DRIVEI cleaned after 100 GB is processed on the drive,
issue the following command:

update drive autolibl drivel cleanfrequency=100

Consult your drive manufacturer documentation for cleaning recommendations.

If the documentation gives recommendations for cleaning frequency in terms of

hours of use, convert to a gigabytes value by completing the following steps:

a. Use the bytes-per-second rating for the drive to determine a
gigabytes-per-hour value.

b. Multiply the gigabytes-per-hour value by the recommended number of
hours of use between cleanings.

c. Use the result as the cleaning frequency value.

Restrictions:

* For IBM 3590, and 3592 drives, specify a value for the CLEANFREQUENCY
parameter rather than specify ASNEEDED. Using the cleaning frequency that is
recommended by the product documentation will not overclean the drives.

* The CLEANFREQUENCY=ASNEEDED parameter value does not work for all tape
drives. You can determine whether a drive supports this function at

http:/ /www.ibm.com/software/sysmemt/products/support/ |
IBM_TSM_Supported_Devices_for AIXHPSUNWIN.htmll Click the drive to
view detailed information. If ASNEEDED is not supported, you can use the
gigabytes value for automatic cleaning.

2. Check a cleaner cartridge into the library volume inventory with the CHECKIN
LIBVOLUME command.

checkin 1ibvolume autolibl cleanv status=cleaner cleanings=10 checklabel=no

After the cleaner cartridge is checked in, the server mounts the cleaner
cartridge in a drive when the drive needs cleaning. The server uses the cleaner
cartridge for the number of cleanings specified. See [’Checking in cleaner]
[cartridges”|and |“Operations with cleaner cartridges in a library” on page 169
for more information.

Checking in cleaner cartridges:

To have the server control drive cleaning without operator intervention, you must
check a cleaner cartridge into an automated library's volume inventory. As a best
practice, check in cleaner cartridges one-at-a-time and do not use the search
function when checking in a cleaner cartridge.

About this task

When checking in a cleaner cartridge to a library, ensure that it is correctly
identified to the server as a cleaner cartridge. Also use caution when a cleaner
cartridge is already checked in and you are checking in data cartridges. Ensure that
cleaner cartridges are in their correct home slots, or errors and delays can result.

When checking in data cartridges with SEARCH=YES, ensure that a cleaner
cartridge is not in a slot that will be detected by the search process. Errors and
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delays of 15 minutes or more can result from a cleaner cartridge being improperly
moved or placed. For best results, check in the data cartridges first when you use
the search function. Then check in the cleaner cartridge separately.

For example, if you need to check in both data cartridges and cleaner cartridges,
put the data cartridges in the library and check them in first. You can use the
search function of the CHECKIN LIBVOLUME command (or the LABEL
LIBVOLUME command if you are labeling and checking in volumes). Then check
in the cleaner cartridge to the library by using one of the following methods.

* Check in without using search:

checkin 1ibvolume autolibl cleanv status=cleaner cleanings=10
checkTabel=no

The server then requests that the cartridge be placed in the entry/exit port, or
into a specific slot.

* Check in using search, but limit the search by using the VOLRANGE or
VOLLIST parameter:

checkin libvolume autolibl status=cleaner cleanings=10 search=yes
checklabel=barcode vollist=cleanv

The process scans the library by using the barcode reader, looking for the
CLEANYV volume.

Manual drive cleaning in an automated library:

If your library has limited capacity and you do not want to use a slot in your
library for a cleaner cartridge, you can still make use of the server's drive cleaning
function.

Set the cleaning frequency for the drives in the library. When a drive needs
cleaning based on the frequency setting, the server issues the message, ANR8914I.
For example:

QNR891411 Drive DRIVEL in Tibrary AUTOLIB1 needs to be cleaned. )

You can use that message as a cue to manually insert a cleaner cartridge into the
drive. However, the server cannot track whether the drive has been cleaned.

Operations with cleaner cartridges in a library:

To ensure that drives are cleaned as needed, you must monitor the cleaning
messages for any problems.

When a drive needs to be cleaned, the server runs the cleaning operation after
dismounting a data volume if a cleaner cartridge is checked in to the library. If the
cleaning operation fails or is canceled, or if no cleaner cartridge is available, then
the indication that the drive needs cleaning is lost. Monitor cleaning messages for
these problems. If necessary, use the CLEAN DRIVE command to have the server
try the cleaning again, or manually load a cleaner cartridge into the drive.

The server uses a cleaner cartridge for the number of cleanings that you specify
when you check in the cleaner cartridge. If you check in two or more cleaner
cartridges, the server uses only one of the cartridges until the designated number
of cleanings for that cartridge is reached. Then the server begins to use the next
cleaner cartridge. If you check in two or more cleaner cartridges and issue two or
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more CLEAN DRIVE commands concurrently, the server uses multiple cartridges
at the same time and decrements the remaining cleanings on each cartridge.

Visually verify that cleaner cartridges are in the correct storage slots before issuing
any of the following commands:

* AUDIT LIBRARY
* CHECKIN LIBVOLUME with SEARCH specified
* LABEL LIBVOLUME with SEARCH specified

To find the correct slot for a cleaner cartridge, use the QUERY LIBVOLUME
command.

Drive cleaning in a manual library
The server can issue messages telling you that a drive in a manual library needs to
be cleaned.

Cleaning a drive in a manual library is the same as setting up drive cleaning
without checking in a cleaner cartridge for an automated library. The server issues
the ANR8914I message when a drive needs cleaning. For example:

GNR891411 Drive DRIVE1 in Tibrary MANLIB1 needs to be cleaned. )

Monitor the activity log or the server console for these messages and load a cleaner
cartridge into the drive as needed. The server cannot track whether the drive has
been cleaned.

Error checking for drive cleaning

Occasionally an administrator might move some cartridges around within a library
and put a data cartridge where Tivoli Storage Manager shows that there is a
cleaner cartridge. Tivoli Storage Manager uses the process in this section to recover
from the error.

When a drive needs cleaning, the server loads what its database shows as a cleaner
cartridge into the drive. The drive then moves to a READY state, and Tivoli
Storage Manager detects that the cartridge is a data cartridge. The server then
performs the following steps:

1. The server attempts to read the internal tape label of the data cartridge.

2. The server ejects the cartridge from the drive and moves it back to the home
slot of the “cleaner” cartridge within the library. If the eject fails, the server
marks the drive offline and issues a message that the cartridge is still in the
drive.

3. The server checks out the “cleaner” cartridge to avoid selecting it for another
drive cleaning request. The “cleaner” cartridge remains in the library but no
longer appears in the Tivoli Storage Manager library inventory.

4. If the server was able to read the internal tape label, the server checks the
volume name against the current library inventory, storage pool volumes, and
the volume history file.

e If there is not a match, an administrator probably checked in a data cartridge
as a cleaner cartridge by mistake. Now that the volume is checked out, you
do not need to do anything else.

e If there is a match, the server issues messages that manual intervention and a
library audit are required. Library audits can take considerable time, so an
administrator should issue the command when sufficient time permits. See
[“Auditing a library's volume inventory” on page 153/
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Deleting drives
You can delete drive definitions by issuing the DELETE DRIVE command.

About this task

Task Required Privilege Class

Delete drives System or unrestricted storage

A drive cannot be deleted if it is currently in use. If a drive has a volume
mounted, but the volume is currently idle, it can be dismounted as described in
[“Managing server requests for media” on page 155| A drive cannot be deleted until
the defined path to the drive has been deleted. Also, a library cannot be deleted
until all of the drives defined within it are deleted.

Managing paths

Using Tivoli Storage Manager commands, you can query, update, and delete paths.

Requesting information about paths
You can issue the QUERY PATH command to obtain information about paths.

About this task

You can request either a standard or a detailed report. This command accepts
wildcard characters for both a source name and a destination name. See the
Administrator’s Reference for information about this command and the use of
wildcard characters.

For example, to display information about all paths, issue the following command:
query path

The following shows an example of the output from this command.

Source Name Source Type Destination Name Destination Type Online

SERVER1 server TSMLIB Library Yes
NETAPP1 Data mover  DRIVE1L Drive Yes
NETAPP1 Data mover  NASLIB Library Yes
datamover2 Data mover drive4d Drive Yes

Updating paths
You can update an existing path by issuing the UPDATE PATH command.

About this task

The following examples show how you can use the UPDATE PATH commands for
the certain path types:

e Library paths
Update the path to change the device name for a SCSI library named SCSILIB:
update path serverl scsilib srctype=server desttype=library device=/dev/1bl

* Drive paths
Update the path to change the device name for a drive named NASDRV1:
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update path nasl nasdrvl srctype=datamover desttype=drive
library=naslib device=/dev/mtl

Deleting paths

You can delete an existing path definition by issuing the DELETE PATH command.

About this task

Task Required Privilege Class

Delete paths System or unrestricted storage

A path cannot be deleted if the destination is currently in use. Before you can
delete a path to a device, you must delete the device.

Delete a path from a NAS data mover NAS1 to the library NASLIB.

delete path nasl naslib srctype=datamover desttype=Tibrary

Attention: If you delete the path to a device or make the path offline, you disable
access to that device.

Managing data movers

172

Using Tivoli Storage Manager commands, you can query, update, and delete data
movers.

Requesting information about data movers

You can obtain information about SCSI and NAS data movers by issuing the
QUERY DATAMOVER command.

About this task

You can request either a standard or a detailed report. For example, to display a
standard report about all data movers, issue the following command:

query datamover *

The following shows an example of the output from this command.

Data Mover Name Type Online
NASMOVER1 NAS Yes
NASMOVER2 NAS No

Updating data movers

You can update an existing data mover definition by issuing the UPDATE
DATAMOVER command.

About this task

For example, to update the data mover for the node named NAS1 to change the IP
address, issue the following command:

update datamover nasl hladdress=9.67.97.109
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Deleting data movers

You can delete an existing data mover definition by issuing the DELETE
DATAMOVER command.

About this task

Before you can delete a data mover definition, you must delete all paths defined
for the data mover. To delete a data mover named NASI, issue the following
command:

delete datamover nasl

Tape alert messages

Tape alert messages are generated by tape and library devices to report hardware
errors. These messages help to determine problems that are not related to the IBM
Tivoli Storage Manager server.

A log page is created and can be retrieved at any given time or at a specific time
such as when a drive is dismounted.

There are three severity levels of tape alert messages:

* Informational (for example, you may have tried to load a cartridge type that is
not supported)

* Warning (for example, a hardware failure is predicted)
e Critical (for example, there is a problem with the tape and your data is at risk)

Tape alert messages are turned off by default. You may set tape alert messages to

ON or OFF by issuing the SET TAPEALERTMSG command. You may query tape
alert messages by issuing the QUERY TAPEALERTMSG command.
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Chapter 8. Tips for defining devices

Learn more details about defining the Tivoli Storage Manager storage objects.

Definitions for storage devices

Before the Tivoli Storage Manager server can use a device, the device must be
configured to the operating system and to the server.

About this task

You can use the PERFORM LIBACTION command to simplify the process when you
add devices to SCSI and VTL library types.

able 10 summarizes the definitions that are required for different device types.

Table 10. Required definitions for storage devices

Required Definitions
Library Drive Path Device
Device Device Types Class
Magnetic disk | DISK — — — Yes See note
FILE S¢e ot — — — Yes
CENTERA — — — Yes
Tape 3590 Yes Yes Yes Yes
3592
4MM
SMM
DLT
LTO
NAS
VOLSAFE
GENERICTAPE
ECARTRIDGE 5 ™'
Removable REMOVABLEFILE Yes Yes Yes Yes
media (file
system)
Virtual SERVER — — — Yes
volumes
Notes:

* The DISK device class exists at installation and cannot be changed.
 FILE libraries, drives, and paths are required for sharing with storage agents.

* The ECARTRIDGE device type is for StorageTek cartridge tape drives such as
9840 and T10000 drives.
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Example: Mapping devices to device classes

You have internal disk drives, an automated tape library with 8 mm drives, and a
manual DLT tape drive. You create a device class for each type of storage.

About this task

To map storage devices to device classes, use the information shown in |Table 11

Table 11. Mapping storage devices to device classes

Device Class Description

DISK Storage volumes that reside on the internal disk drive

Tivoli Storage Manager provides one DISK device class that
is already defined. You do not need and cannot define
another device class for disk storage.

8MM_CLASS Storage volumes that are 8 mm tapes, used with the drives
in the automated library
DLT_CLASS Storage volumes that are DLT tapes, used on the DLT drive

You must define any device classes that you need for your removable media
devices such as tape drives. See [‘Defining device classes” on page 182 for
information on defining device classes to support your physical storage
environment.

Example: Mapping storage pools to device classes and
devices

After you categorize your storage devices, you can identify availability, space, and
performance requirements for client data that is stored in server storage. These
requirements help you determine where to store data for different groups of clients
and different types of data. You can then create storage pools that are storage
destinations for backed-up, archived, or space-managed files to match
requirements.

About this task

For example, you determine that users in the business department have three
requirements:

* Immediate access to certain backed-up files, such as accounts receivable and
payroll accounts.

These files should be stored on disk. However, you need to ensure that data is
moved from the disk to prevent it from becoming full. You can set up a storage
hierarchy so that files can migrate automatically from disk to the automated tape
library.

* Periodic access to some archived files, such as monthly sales and inventory
reports.

These files can be stored on 8-mm tapes, using the automated library.

* Occasional access to backed-up or archived files that are rarely modified, such as
yearly revenue reports.

These files can be stored using the DLT drive.

To match user requirements to storage devices, you define storage pools, device
classes, and, for device types that require them, libraries and drives. For example,
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to set up the storage hierarchy so that data migrates from the BACKUPPOOL to 8
mm tapes, you specify BACKTAPE] as the next storage pool for BACKUPPOOL.
See [[able 12

Table 12. Mapping storage pools to device classes, libraries, and drives

Library
Storage Pool Device Class (Hardware) Drives Volume Type Storage Destination
BACKUPPOOL DISK — — Storage volumes For a backup copy
on the internal ~ group for files
disk drive requiring immediate
access
BACKTAPE1 8MM_CLASS AUTO_8MM DRIVEOQ1, 8-mm tapes For overflow from the
(Exabyte DRIVEQ2 BACKUPPOOL and for
EXB-210) archived data that is
periodically accessed
BACKTAPE2 DLT_CLASS MANUAL_LIB  DRIVEQ3 DLT tapes For backup copy
(Manually groups for files that are
mounted) occasionally accessed

Note: Tivoli Storage Manager has the following default disk storage pools:

* BACKUPPOOL
¢ ARCHIVEPOOL
* SPACEMGPOOL

For more information, see

|“Configuring random access volumes on disk devices” on page 82|

Defining devices and paths

The following topics describe how to define libraries, drives, and paths to Tivoli
Storage Manager.

About this task

See [“Managing libraries” on page 157,J|”Managing drives” on page 159 and
[“Managing paths” on page 171|for information about displaying library, drive, and
path information, and updating and deleting libraries and drives.

Defining libraries

Before you can use a drive, you must first define the library to which the drive
belongs. This is true for both manually mounted drives and drives in automated
libraries.

About this task

For example, you have several stand-alone tape drives. You can define a library
that is named MANUALMOUNT for these drives by using the following
command:

define library manualmount 1ibtype=manual

For all libraries other than manual libraries, you define the library and then define
a path from the server to the library. For example, if you have an IBM 3583 device,
you can define a library that is named ROBOTMOUNT by using the following
command:

define library robotmount libtype=scsi
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Next, you use the DEFINE PATH command. In the path, you must specify the DEVICE
parameter. The DEVICE parameter is required and specifies the device driver's name
for the drive, which is the device special file name. The library's robotic
mechanism is known by the device special file name.

For more about device special file names, see |”Device special file names” on pagel

define path serverl robotmount srctype=server desttype=library
device=/dev/1b0

For more information about paths, see [‘Defining paths” on page 180

If you have an IBM 3494 Tape Library Dataserver, you can define a library that is
named AUTOMOUNT by using the following command:

define Tibrary automount 1libtype=349x

Next, assuming that you defined one LMCP whose device name is /dev/1mcp0, you
define a path for the library:

define path serverl automount srctype=server desttype=library
device=/dev/1mcp0

Defining SCSI libraries on a SAN

For a library type of SCSI on a SAN, the server can track the library's serial
number. With the serial number, the server can confirm the identity of the device
when you define the path or when the server uses the device.

About this task

If you choose, you can specify the serial number when you define the library to
the server. For convenience, the default is to allow the server to obtain the serial
number from the library itself at the time that the path is defined.

If you specify the serial number, the server confirms that the serial number is
correct when you define the path to the library. When you define the path, you can
set AUTODETECT=YES to allow the server to correct the serial number if the number
that it detects does not match what you entered when you defined the library.

Depending on the capabilities of the library, the server might not be able to
automatically detect the serial number. Not all devices are able to return a serial
number when asked for it by an application such as the server. In this case, the
server does not record a serial number for the device, and is not able to confirm
the identity of the device when you define the path or when the server uses the
device. See [“Impacts of device changes on the SAN” on page 132

Defining drives

To inform the server about a drive that can be used to access storage volumes,
issue the DEFINE DRIVE command, followed by the DEFINE PATH command.

Before you begin

A drive object represents a drive mechanism within a library that uses removable
media. For devices with multiple drives, including automated libraries, you must
define each drive separately and associate it with a library. Drive definitions can
include such information as the element address for drives in SCSI or virtual tape
libraries (VILs), how often a tape drive is cleaned, and whether the drive is online.
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Tivoli Storage Manager drives include tape drives that can stand alone or that can
be part of an automated library.

Supported removable media drives also include removable file devices such as
rewritable CDs.

About this task

When you issue the DEFINE DRIVE command, you must provide some or all of the
following information:

Library name
The name of the library in which the drive is located.

Drive name
The name that is assigned to the drive.

Serial number
The serial number of the drive. The serial number parameter applies only
to drives in SCSI or virtual tape library (VTLs). With the serial number, the
server can confirm the identity of the device when you define the path or
when the server uses the device.

You can specify the serial number if you choose. The default is to enable
the server to obtain the serial number from the drive itself at the time that
the path is defined. If you specify the serial number, the server confirms
that the serial number is correct when you define the path to the drive.
When you define the path, you can set AUTODETECT=YES to enable the server
to correct the serial number if the number that it detects does not match
what you entered when you defined the drive.

Depending on the capabilities of the drive, the server might not be able to
automatically detect the serial number. In this case, the server does not
record a serial number for the device, and is not able to confirm the
identity of the device when you define the path or when the server uses
the device. See [“Impacts of device changes on the SAN” on page 132.|

Element address
The element address of the drive. The ELEMENT parameter applies only to
drives in SCSI or VTL libraries. The element address is a number that
indicates the physical location of a drive within an automated library. The
server needs the element address to connect the physical location of the
drive to the drive's SCSI address. The server can obtain the element
address from the drive itself at the time that the path is defined, or you
can specify the element number when you define the drive.

Depending on the capabilities of the library, the server might not be able to
automatically detect the element address. In this case, you must supply the
element address when you define the drive, if the library has more than
one drive. If you need the element address, check the Tivoli Storage
Manager support website at [http://www.ibm.com/ support/entry/portal / |
Overview /Software/ Tivoli/ Tivoli_Storage_Manager|

For example, to define a drive that belongs to the manual library named MANLIB,
enter this command:

define drive manlib tapedrv3

Next, you define the path from the server to the drive, using the device name that
is used to access the drive:
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define path serverl tapedrv3 srctype=server desttype=drive Tibrary=manlib
device=/dev/mt3

For more information about paths, see ['Defining paths.”|

Defining data movers

Data movers are network-attached devices that, through a request from Tivoli
Storage Manager, transfer client data for backup or restore purposes. Data movers
are defined as unique objects to Tivoli Storage Manager. Types of data mover
devices include NAS file servers.

When you issue the DEFINE DATAMOVER command, you must provide some or all of
the following information:

Data mover name
The name of the defined data mover.

Type The type of data mover (NAS).

High level address
The high level address is either the numerical IP address or the domain
name of a NAS file server.

Low level address
The low level address specifies the TCP port number that is used to access
a NAS file server.

User ID
The user ID specifies the ID for a user when initiating a Network Data
Management Protocol (NDMP) session with a NAS file server.

Password
The password specifies the password that is associated with a user ID
when initiating an NDMP session with a NAS file server. Check with your
NAS file server vendor for user ID and password conventions.

Online
The online parameter specifies whether the data mover is online.

Data format
The data format parameter specifies the data format used according to the
type of data mover device used.

An example of defining a NAS data mover that is named NAS1 would be:

define datamover nasl type=nas hladdress=netapp2.tucson.ibm.com
11address=10000 userid=root password=admin dataformat=netappdump

Defining paths

Before a device can be used, a path must be defined between the device and the
server or the device and the data mover responsible for outboard data movement.

About this task

The DEFINE PATH command must be used to define the following path
relationships:

* Between a server and a drive or a library.
* Between a storage agent and a drive.

* Between a data mover and a drive or a library.
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When you issue the DEFINE PATH command, you must provide some or all of the
following information:

Source name
The name of the server, storage agent, or data mover that is the source for
the path.

Destination name
The assigned name of the device that is the destination for the path.

Source type
The type of source for the path. (A storage agent is considered a type of
server for this purpose.)

Destination type
The type of device that is the destination for the path.

Library name
The name of the library that a drive is defined to if the drive is the
destination of the path.

Device
The special file name of the device. This parameter is used when defining
a path between a server, a storage agent, or a NAS data mover and a
library or drive.

Automatic detection of serial number and element address
For devices on a SAN, you can specify whether the server must correct the
serial number or element address of a drive or library, if it was incorrectly
specified on the definition of the drive or library. The server uses the
device name to locate the device and compares the serial number (and the
element address for a drive) that it detects with that specified in the
definition of the device. The default is to not allow the correction.

See the following examples:

If you have a SCSI type library that is named AUTODLTLIB that has a device
name of /dev/1b3, define the path to the server named ASTRO1 by doing the
following:

define path astrol autodItlib srctype=server desttype=library
device=/dev/1b3

If you have a drive, DRIVEO1, that resides in library AUTODLTLIB, and has a
device name of /dev/mt4, define it to server ASTRO1 by doing the following:

define path astrol drive0l srctype=server desttype=drive library=autodltlib
device=/dev/mt4

Shared FILE volumes

The Tivoli Storage Manager server and any storage agents that are associated with
it are separate systems and each has a different view of the storage it is trying to
access.

Because of this, problems can arise if path definitions to that storage are not
accurate. The server has no way of validating the directory structure and storage
paths that storage agents see, so diagnosing failures of this nature is difficult.

The mechanisms to map the server view of storage to the storage agent view of
storage are DEFINE DEVCLASS-FILE for the server and DEFINE PATH for the storage
agent or agents. The DIRECTORY parameter in the DEFINE DEVCLASS-FILE command
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specifies the directory location or locations where the server places files that
represent storage volumes for the FILE device class. For storage agents, the
DIRECTORY parameter in the DEFINE PATH command serves the same purpose. The
device class definition sets up a directory structure for the server and the DEFINE
PATH definition tells the storage agent what that directory structure is. If path
information is incorrect, the server and storage agent or agents is not able to store
files.

In order for the server and storage agent to be consistent on the storage they are
sharing, the directories defined in the device class definition for the server and on
the DEFINE PATH command for the storage agent must reference the same storage,
in the same order and with an equal number of directories. This must be the same
for each FILE drive that the storage agent is using. Shared file libraries are used to
set up the storage pool that is shared between the server and storage agents. FILE
drives within that library are used so that the DEFINE PATH command can convey
the information to the storage agent.

Shared FILE libraries are supported for use in LAN-free backup configurations
only. You cannot use a shared FILE library in an environment in which a library
manager is used to manage library clients.

LAN-free access to shared FILE volumes
In a typical file sharing configuration, a file server is connected to a server and
storage agent or agents on the LAN.

When the server or storage agent needs to write data to storage, it contacts the file
server over the LAN. The file server then contacts the hard disk or storage drive
over the SAN and reserves the space needed for the storage agent or server to
store volumes. Once the space is reserved, the server or storage agent writes the
data to be stored to the File Server over the LAN and then the File Server writes
the data again to storage over the SAN. Only one operation can take place at a
time, so if the server is in contact with the File Server during an operation, a
storage agent attempting to contact the File Server will have to wait its turn.

Defining device classes

A device class defines a device type for a set of volumes that can be created in a
storage pool. Device classes are also important for storing database backups and
for exporting and importing data.

About this task

Sequential-access device types include tape, and sequential-access disk. For
random access storage, Tivoli Storage Manager supports only the DISK device
class, which is defined by Tivoli Storage Manager.

To define a device class, use the DEFINE DEVCLASS command and specify the
DEVTYPE parameter. The DEVTYPE parameter assigns a device type to the device
class. You can define multiple device classes for each device type. For example,
you might want to specify different attributes for different storage pools that use
the same type of tape drive. Variations might be required that are not specific to
the device, but rather to how you want to use the device (for example, mount
retention or mount limit). For all device types other than FILE or SERVER, you must
define libraries and drives to Tivoli Storage Manager before you define device
classes.
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To update an existing device class definition, use the UPDATE DEVCLASS command.
You can also delete a device class and query a device class by using the DELETE
DEVCLASS and QUERY DEVCLASS commands.

Task Required privilege class
Define, update, or delete device classes System or unrestricted storage
Request information about device classes Any administrator
Remember:

* One device class can be associated with multiple storage pools, but each storage
pool is associated with only one device class.

* If you include the DEVCONFIG option in the dsmserv.opt file, the files that you
specify with that option are automatically updated with the results of the DEFINE
DEVCLASS, UPDATE DEVCLASS, and DELETE DEVCLASS commands.

* Tivoli Storage Manager allows SCSI libraries to include tape drives of more than
one device type. When you define the device class in this environment, you
must declare a value for the FORMAT parameter.

See the following topics:

Tasks

[“Defining tape device classes” on page 185

[“Defining 3592 device classes” on page 18§

“Device classes for devices not supported by the Tivoli Storage Manager server” on page]
191

[“Defining device classes for removable media devices” on page 191

| Defining sequential-access disk (FILE) device classes” on page 192

|“Defining LTO device classes” on page 196
|"Defining SERVER device classes” on page 199|

|“Defining device classes for StorageTek VolSafe devices” on page 200|

[“Defining device classes for CENTERA devices” on page 202|

[“Obtaining information about device classes” on page 203

[“How Tivoli Storage Manager fills volumes” on page 204|

For details about commands and command parameters, see the Administrator’s
Reference.

For the most up-to-date list of supported devices and valid device class formats,
see the Tivoli Storage Manager Supported Devices website:

http:/ /www.ibm.com/software/sysmgmt/products/support/ |
[BM_TSM_Supported_Devices_for AIXHPSUNWIN.htm

See [“Mixed device types in libraries” on page 72| and [“Mixed device types in|
libraries” on page 72| for more information.

The examples in topics show how to perform tasks using the Tivoli Storage
Manager command-line interface. For information about the commands, see the
Administrator’s Reference, or issue the HELP command from the command line of a
Tivoli Storage Manager administrative client.
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