IBM Spectrum Scale
Version 4 Release 2.0

Problem Determination Guide

<||I







IBM Spectrum Scale
Version 4 Release 2.0

Problem Determination Guide

<||I




Note
FBefore using this information and the product it supports, read the information in ['Notices” on page 319

This edition applies to version 4 release 2 of the following products, and to all subsequent releases and
modifications until otherwise indicated in new editions:

* IBM Spectrum Scale ordered through Passport Advantage® (product number 5725-Q01)

* IBM Spectrum Scale ordered through AAS/eConfig (product number 5641-GPF)
+ IBM Spectrum Scale for Linux on z Systems (product number 5725-528)

Significant changes or additions to the text and illustrations are indicated by a vertical line (|) to the left of the

change.

IBM welcomes your comments; see the topic
information to IBM, you grant IBM a nonexc

“How to send your comments” on page Xii.

usive right to use or distribute the informat

appropriate without incurring any obligation to you.

© Copyright IBM Corporation 2014, 2016.

When you send
on in any way it believes

US Government Users Restricted Rights — Use, duplication or disclosure restricted by GSA ADP Schedule Contract

with IBM Corp.




Contents
Tables .

About this information .
Prerequisite and related information .
Conventions used in this information .
How to send your comments

Summary of changes .

Chapter 1. Logs, dumps, and traces

GPFS logs .
Creating a master GPFS log f11e .
Protocol services logs
SMB logs
NFS logs.
Object logs .

The IBM Spectrum Scale HDFS transparency log

Protocol authentication log files .

CES monitoring and troubleshooting .

CES tracing and debug data collection
The operating system error log facility

MMFS_ABNORMAL_SHUTDOWN .

MMFS_DISKFAIL

MMFS_ENVIRON .

MMFS_FSSTRUCT .

MMFS_GENERIC

MMFS_LONGDISKIO .

MMFS_QUOTA . . .

MMFS_SYSTEM_ UNMOUNT .

MMFS_SYSTEM_WARNING

Error log entry example .

Using the gpfs.snap command .

Data gathered by gpfs.snap on all platforms

Data gathered by gpfs.snap on AIX
Data gathered by gpfs.snap on Linux.

Data gathered by gpfs.snap on Windows

. Vil

. xi
. Xi

. Xxii

. Xiii

— O 00 O W WN - =

.13

. 19

. 20
. 20
. 20
. 20
. 20
.21
.21
.22
.22
.22
.23

.23

.24
.25

. 25

Data gathered by gpfs.snap for a master snapshot 25

Data gathered by gpfs.snap on Linux for

protocols
mmdumpperfdata Command
mmfsadm command
Trace facility . .
Generating GPFS trace reports .

Best practices for setting up core dumps on a cllent

system .

Chapter 2. Troubleshooting options

available in GUI .

Chapter 3. GPFS cluster state
information. e
The mmafmctl Device getstate command
The mmdiag command

The mmgetstate command

© Copyright IBM Corp. 2014, 2016

. 26
.31
. 33
. 34
. 34

. 38

.M

. 43
.43
.43
.43

The mmlscluster command .
The mmlsconfig command
The mmrefresh command
The mmsdrrestore command
The mmexpelnode command

Chapter 4. GPFS file system and disk

information.

Restricted mode mount

Read-only mode mount

The Isof command .

The mmlsmount command . .

The mmapplypolicy -L command .
mmapplypolicy -L 0 ..
mmapplypolicy -L 1
mmapplypolicy -L 2
mmapplypolicy -L 3
mmapplypolicy -L 4
mmapplypolicy -L 5
mmapplypolicy -L 6 .

The mmcheckquota Command .

The mmlsnsd command .

The mmwindisk command .

The mmfileid command .

The SHA digest .

Chapter 5. Resolving deadlocks .

Automated deadlock detection .
Automated deadlock data collection .
Automated deadlock breakup
Deadlock breakup on demand .
Cluster overload detection

Chapter 6. Other problem
determination tools

Chapter 7. Installation and
configuration issues . .
Installation and configuration problems .

What to do after a node of a GPFS cluster

crashes and has been reinstalled
Problems with the /etc/hosts file .
Linux configuration considerations

Protocol authentication problem determlnatron
Problems with running commands on other

nodes

GPFS cluster conflguratlon data f1les are locked
Recovery from loss of GPFS cluster configuration

data file

Automatic backup of the GPFS cluster data
Error numbers specific to GPFS applications calls
GPFS modules cannot be loaded on Linux .

GPFS daemon will not come up

. 44
. 45
. 45
. 46
. 46

. 49
. 49
. 49
. 50
. 50
. 51
. 52
. 52
. 53
. 54
. 55
. 55
. 56
. 57
. 57
. 58
. 59
. 61

. 63
. 63
. 65
. 66
. 67
. 68

.71

. 73
.73

.74
.74
. 74

75

.75

76

.77
. 78

78

.79
.79

iii



Steps to follow if the GPFS daemon does not

come up . 80
Unable to start GPFS after the 1nstallat10n of a
new release of GPFS .81
GPFS error messages for shared segment and
network problems . . 82
Error numbers specific to GPFS appl1cat10n calls
when the daemon is unable to come up . .82
GPFS daemon went down . . 83
IBM Spectrum Scale failures due to a network
failure . . 84
Kernel panics w1th a 'GPFS dead man sw1tch t1mer
has expired, and there's still outstanding I/0O
requests' message . 85
Quorum loss . . . . . 85
Delays and deadlocks . . 86
Node cannot be added to the GPFS Cluster . 87
Remote node expelled after remote file system
successfully mounted . . 87
Disaster recovery issues . . . 88
Disaster recovery setup problems . . 88
Other problems with disaster recovery . 89
GPFS commands are unsuccessful . . 89
GPFS error messages for unsuccessful GPFS
commands. . . 90
Application program errors . . .91
GPFS error messages for appl1cat10n program
errors . .92
Troubleshooting Wlndows problems . .92
Home and .ssh directory ownership and
permissions .92
Problems running as Admmlstrator . 92
GPFS Windows and SMB2 protocol (CIFS
serving) . . . 93
OpenSSH connect1on delays . .93
File protocol authentication setup issues. . 93
Chapter 8. File system issues . . 95
File system will not mount . .o . 95
GPFS error messages for file system mount
problems . .97
Error numbers spec1f1c to GPFS appllcatlon calls
when a file system mount is not successful . . 98
Automount file system will not mount . . 98
Remote file system will not mount . . . 100
Mount failure due to client nodes joining before
NSD servers are online . . 103
File system will not unmount . . 104
File system forced unmount . 105
Additional failure group consrderatlons . 106
GPFS error messages for file system forced
unmount problems . . 107
Error numbers specific to GPFS appllcatlon calls
when a file system has been forced to unmount . 107
Unable to determine whether a file system is
mounted . .o . 108
GPFS error messages for flle system mount
status . . 108
Multiple file system manager fallures . 108
GPFS error messages for multiple file system
manager failures . 108

iv

IBM Spectrum Scale 4.2: Problem Determination Guide

Error numbers specific to GPFS application calls

when file system manager appointment fails . . 109
Discrepancy between GPFS configuration data and
the on-disk data for a file system. . . . 109
Errors associated with storage pools, fllesets and
policies . . . . 109
A NO_SPACE error occurs when a flle system is
known to have adequate free space . . . . 110
Negative values occur in the 'predicted pool
utilizations', when some files are 'ill-placed" . . 111
Policies - usage errors . . B Ny
Errors encountered with pol1c1es B
Filesets - usage errors. . . B b ¢
Errors encountered with f1lesets e I
Storage pools - usage errors . . N b
Errors encountered with storage pools .. . .15
Failures using the mmbackup command . . . . 116
GPFS error messages for mmbackup errors . . 116
TSM error messages . . . . . . . . . .116
Snapshot problems . . . ... 116
Problems with locating a snapshot B § (4
Problems not directly related to snapshots. . . 116
Snapshot usage errors . . . . . . . . . 117
Snapshot status errors . . . 117
Errors encountered when restorlng a snapshot 118
Snapshot directory name conflicts . . . . . 118
Failures using the mmpmon command . . . . . 119
Setup problems using mmpmon . . . . . . 119
Incorrect output from mmpmon . . . . . . 120
Abnormal termination or hang in mmpmon . . 120
NES issues . . B VA |
NFS client with stale 1n0de data B A |
NFS V4 problems . . . . 121
Determining the health of 1ntegrated SMB server 122
Problems working with Samba . . . . . . . 123
Data integrity . . . 124
Error numbers spec1f1c to GPFS apphcatlon calls
when data integrity may be corrupted . . . . 124
Messages requeuing in AFM . . . . . . . . 124

Chapter 9. Disk issues . . . . . . . 127

NSD and underlying disk subsystem failures. . . 127
Error encountered while creating and using
NSD disks . . . o127
Displaying NSD 1nformat1on .o . 128
NSD creation fails with a message referrlng to
an existing NSD . . . . ... 130
GPFS has declared NSDs as down ... 130
Unable to access disks . . . . . . . . .131
Guarding against disk failures. . . . . . . 132
Disk media failure. . . oo 132
Disk connectivity failure and recovery .. . 135
Partial disk failure. . . .. 136

GPFS has declared NSDs bullt on top of AIX

logical volumes as down . . . 136
Verify logical volumes are properly def1ned for
GPFS use. . . .. . 136
Check the volume group on each node .. 137
Volume group varyon problems . . . . 137

Disk accessing commands fail to complete due to

problems with some non-IBM disks. . . . . . 138



Persistent Reserve errors . . ... 138
Understanding Persistent Reserve .o 138
Checking Persistent Reserve . . . . . . . 139
Clearing a leftover Persistent Reserve
reservation . . . .. 139
Manually enabling or drsablrng Persrstent
Reserve . . . 140

GPFS is not using the underlymg mult1path dev1ce 141

Chapter 10. Encryption issues . . . . 143

Unable to add encryption policies . . . . . . 143
Receiving “Permission denied” message . . . . 143
“Value too large” failure when creating a file. . . 143
Mount failure for a file system with encryption

rules . . . ... 143
“Permission denred” farlure of key rewrap .. . 143

Chapter 11. Other problem
determination hints and tips. . . . . 145
Which physical disk is associated with a logical

volume? . . . . .. 145
Which nodes in my Cluster are quorum nodes7 . . 145
What is stored in the /tmp/mmfs directory and

why does it sometimes disappear? . . . . 146
Why does my system load increase srgnrfrcantly

during the night? . . . . .. . 146
What do I do if I receive message 6027 6487 ... 147
Why can't I see my newly mounted Windows file
system? . . . .. 147
Why is the file system mounted on the wrong

drive letter? . . . . 147
Why does the offline mmfsck Command fa1l w1th

"Error creating internal storage"? . . . .. 147
Why do I get timeout executing functron error
message?. . . . . . . . . . . . . . .147

Questions related to active file management .
Questions related to File Placement Optimizer
(FPO) .

Chapter 12. Reliability, Availability,
and Serviceability (RAS) events

Chapter 13. Contacting IBM support
center .
Information to be collected before contactmg the
IBM Support Center .

How to contact the IBM Support Center

Chapter 14. Message severity tags
Chapter 15. Messages.

Accessibility features for IBM
Spectrum Scale

Accessibility features .

Keyboard navigation .

IBM and accessibility .

Notices .
Trademarks .

Terms and conditions for product documentat1on
IBM Online Privacy Statement.

Glossary

Index .

Contents

. 148

. 148

. 151

. 167

. 167
. 169

171

. 173

. 317
. 317
. 317
. 317

. 319
. 321

321

. 322

. 323

. 329

v



vi IBM Spectrum Scale 4.2: Problem Determination Guide



Tables

NGk ®D =

IBM Spectrum Scale library information units  ix

Conventions . . .Lxii
Core object log f11es in /var/] og/sw1 ft. . . .7
Additional object log files in /var/log/swift 8
General system log files in /var/adm/ras . . .8
Authentication log files . . . . . . . . .9
Events for the AUTH component . . . . . 151

© Copyright IBM Corp. 2014, 2016

10.
11.
12.
13.
14.

Events for the GPFS component .
Events for the KEYSTONE component
Events for the NFS component.

Events for the Network component .
Events for the Object component .
Events for the SMB component

Message severity tags ordered by pr10r1ty

. 153

154

. 155
. 159
. 160
. 165

171

vii



viii IBM Spectrum Scale 4.2: Problem Determination Guide



About this information

This edition applies to IBM Spectrum Scale™ version 4.2 for AIX®, Linux, and Windows.

IBM Spectrum Scale is a file management infrastructure, based on IBM® General Parallel File System
(GPFS™) technology, that provides unmatched performance and reliability with scalable access to critical
file data.

To find out which version of IBM Spectrum Scale is running on a particular AIX node, enter:
1sTpp -1 gpfs\=

To find out which version of IBM Spectrum Scale is running on a particular Linux node, enter:
rpm -qa | grep gpfs

To find out which version of IBM Spectrum Scale is running on a particular Windows node, open the
Programs and Features control panel. The IBM Spectrum Scale installed program name includes the
version number.

Which IBM Spectrum Scale information unit provides the information you need?
The IBM Spectrum Scale library consists of the information units listed in

To use these information units effectively, you must be familiar with IBM Spectrum Scale and the AIX,
Linux, or Windows operating system, or all of them, depending on which operating systems are in use at
your installation. Where necessary, these information units provide some background information relating
to AIX, Linux, or Windows; however, more commonly they refer to the appropriate operating system
documentation.

Note: Throughout this documentation, the term “Linux” refers to all supported distributions of Linux,
unless otherwise specified.

Table 1. IBM Spectrum Scale library information units

Information unit Type of information Intended users

IBM Spectrum Scale: This information unit explains how to | System administrators or programmers
Administration and Programming |do the following: of GPFS systems

Reference * Use the commands, programming
interfaces, and user exits unique to
GPFS

* Manage clusters, file systems, disks,
and quotas

* Export a GPFS file system using the
Network File System (NFS) protocol

© Copyright IBM Corp. 2014, 2016 ix



Table 1. IBM Spectrum Scale library information units (continued)

Information unit

Type of information

Intended users

IBM Spectrum Scale: Advanced
Administration Guide

This information unit explains how to
use the following advanced features of
GPFS:

* Accessing GPFS file systems from
other GPFS clusters

* Policy-based data management for
GPFS

* Creating and maintaining snapshots
of GPFS file systems

* Establishing disaster recovery for
your GPFS cluster

* Monitoring GPFS I/O performance
with the mmpmon command

* Miscellaneous advanced
administration topics

System administrators or programmers
seeking to understand and use the
advanced features of GPFS

IBM Spectrum Scale: Concepts,
Planning, and Installation Guide

This information unit provides

information about the following topics:

* Introducing GPFS

» GPFS architecture

* Planning concepts for GPFS

* Installing GPFS

* Migration, coexistence and
compatibility

* Applying maintenance

* Configuration and tuning

* Uninstalling GPFS

System administrators, analysts,
installers, planners, and programmers of
GPFS clusters who are very experienced
with the operating systems on which
each GPFS cluster is based

X  IBM Spectrum Scale 4.2: Problem Determination Guide




Table 1. IBM Spectrum Scale library information units (continued)

Information unit Type of information Intended users

IBM Spectrum Scale: Data This information unit describes the Data | Application programmers who are

Management API Guide Management Application Programming |experienced with GPFS systems and
Interface (DMAPI) for GPFS. familiar with the terminology and

concepts in the XDSM standard
This implementation is based on The

Open Group's System Management:
Data Storage Management (XDSM) API
Common Applications Environment
(CAE) Specification C429, The Open
Group, ISBN 1-85912-190-X
specification. The implementation is
compliant with the standard. Some
optional features are not implemented.

The XDSM DMAPI model is intended
mainly for a single-node environment.
Some of the key concepts, such as
sessions, event delivery, and recovery,
required enhancements for a
multiple-node environment such as
GPFS.

Use this information if you intend to
write application programs to do the
following:

* Monitor events associated with a

GPFS file system or with an
individual file

* Manage and maintain GPFS file
system data

IBM Spectrum Scale: Problem This information unit contains System administrators of GPFS systems
Determination Guide explanations of GPFS error messages who are experienced with the
and explains how to handle problems |subsystems used to manage disks and
you may encounter with GPFS. who are familiar with the concepts

presented in the IBM Spectrum Scale:
Concepts, Planning, and Installation Guide

Prerequisite and related information

For updates to this information, see [[BM Spectrum Scale in IBM Knowledge Center (www.ibm.com /|
bupport/knowledgecenter/STXKQY /ibmspectrumscale_welcome.html)|

For the latest support information, see the [BM Spectrum Scale FAQ in IBM Knowledge Center]|
(www.ibm.com /support/knowledgecenter /STXKQY / gpfsclustersfag.html)}

Conventions used in this information

[Table 2 on page xii| describes the typographic conventions used in this information. UNIX file name
conventions are used throughout this information.

Note: Users of IBM Spectrum Scale for Windows must be aware that on Windows, UNIX-style file
names need to be converted appropriately. For example, the GPFS cluster configuration data is stored in
the /var/mmfs/gen/mmsdrfs file. On Windows, the UNIX namespace starts under the %SystemDrive%\
cygwin64 directory, so the GPFS cluster configuration data is stored in the C:\cygwin64\var\mmfs\gen\
mmsdrfs file.

About this information X1


http://www.ibm.com/support/knowledgecenter/STXKQY/ibmspectrumscale_welcome.html
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Table 2. Conventions

Convention

Usage

bold

Bold words or characters represent system elements that you must use literally, such as
commands, flags, values, and selected menu options.

Depending on the context, bold typeface sometimes represents path names, directories, or file
names.

bold underlined

bold underlined keywords are defaults. These take effect if you do not specify a different

keyword.

constant width

Examples and information that the system displays appear in constant-width typeface.

Depending on the context, constant-width typeface sometimes represents path names,
directories, or file names.

italic Italic words or characters represent variable values that you must supply.
Italics are also used for information unit titles, for the first use of a glossary term, and for
general emphasis in text.

<key> Angle brackets (less-than and greater-than) enclose the name of a key on the keyboard. For
example, <Enter> refers to the key on your terminal or workstation that is labeled with the
word Enter.

\ In command examples, a backslash indicates that the command or coding example continues
on the next line. For example:
mkcondition -r IBM.FileSystem -e "PercentTotUsed > 90" \
-E "PercentTotUsed < 85" -m p "FileSystem space used"

{item} Braces enclose a list from which you must choose an item in format and syntax descriptions.

[item] Brackets enclose optional items in format and syntax descriptions.

<Ctrl-x> The notation <Ctrl-x> indicates a control character sequence. For example, <Ctrl-c> means
that you hold down the control key while pressing <c>.

item... Ellipses indicate that you can repeat the preceding item one or more times.

In synopsis statements, vertical lines separate a list of choices. In other words, a vertical line
means Or.

In the left margin of the document, vertical lines indicate technical changes to the
information.

How to send your comments

Your feedback is important in helping us to produce accurate, high-quality information. If you have any
comments about this information or any other IBM Spectrum Scale documentation, send your comments
to the following e-mail address:

mhvrcfs@us.ibm.com

Include the publication title and order number, and, if applicable, the specific location of the information
about which you have comments (for example, a page number or a table number).

To contact the IBM Spectrum Scale development organization, send your comments to the following

e-mail address:

gpfs@us.ibm.com
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Summary of changes

This topic summarizes changes to the IBM Spectrum Scale licensed program and the IBM Spectrum Scale
library. Within each information unit in the library, a vertical line (1) to the left of text and illustrations
indicates technical changes or additions made to the previous edition of the information.

Summary of changes
for IBM Spectrum Scale version 4 release 2
as updated, November 2015

Changes to this release of the IBM Spectrum Scale licensed program and the IBM Spectrum Scale library
include the following;:

Cluster Configuration Repository (CCR): Backup and restore
You can backup and restore a cluster that has Cluster Configuration Repository (CCR) enabled. In
the mmsdrbackup user exit, the type of backup that is created depends on the configuration of
the cluster. If the Cluster Configuration Repository (CCR) is enabled, then a CCR backup is
created. Otherwise, a mmsdrfs backup is created. In the mmsdrrestore command, if the
configuration file is a Cluster Configuration Repository (CCR) backup file, then you must specify
the -a option. All the nodes in the cluster are restored.

Changes in IBM Spectrum Scale for object storage

Object capabilities
Object capabilities describe the object protocol features that are configured in the IBM
Spectrum Scale cluster such as unified file and object access, multi-region object
deployment, and S3 API emulation. For more information, see the following topics:

* Object capabilities in IBM Spectrum Scale: Concepts, Planning, and Installation Guide

* Managing object capabilities in IBM Spectrum Scale: Administration and Programming
Reference

Storage policies for object storage
Storage policies enable segmenting of the object storage within a single cluster for various
use cases. Currently, OpenStack Swift supports storage polices that allow you to define
the replication settings and location of objects in a cluster. IBM Spectrum Scale enhances
storage policies to add compression and unified file and object access functions for object
storage. For more information, see the following topics:

* Storage policies for object storage in IBM Spectrum Scale: Concepts, Planning, and Installation
Guide

* Mapping of storage policies to filesets in IBM Spectrum Scale: Administration and
Programming Reference

* Administering storage policies for object storage in IBM Spectrum Scale: Administration and
Programming Reference

Multi-region object deployment
The main purpose of the object protocol is to enable the upload and download of object
data. When clients have a fast connection to the cluster, the network delay is minimal.
However, when client access to object data is over a WAN or a high-latency network, the
network can introduce an unacceptable delay and affect quality-of-service metrics. To
improve that response time, you can create a replica of the data in a cluster closer to the
clients using the active-active multi-region replication support in OpenStack Swift.
Multi-region can also be used to distribute the object load over several clusters to reduce
contention in the file system. For more information, see the following topics:

© Copyright IBM Corp. 2014, 2016 xiii



* Overview of multi-region object deployment in IBM Spectrum Scale: Concepts, Planning, and
Installation Guide

* Planning for multi-region object deployment in IBM Spectrum Scale: Concepts, Planning, and
Installation Guide

* Enabling multi-region object deployment initially in IBM Spectrum Scale: Concepts, Planning,
and Installation Guide

* Adding a region in a multi-region object deployment in IBM Spectrum Scale: Administration
and Programming Reference

* Administering a multi-region object deployment environment in IBM Spectrum Scale:
Administration and Programming Reference

Unified file and object access

Unified file and object access allows users to access the same data as an object and as a

file. Data can be stored and retrieved through IBM Spectrum Scale for object storage or as

files from POSIX, NFS, and SMB interfaces. For more information, see the following

topics:

* Unified file and object access overview in IBM Spectrum Scale: Concepts, Planning, and
Installation Guide

* Planning for unified file and object access in IBM Spectrum Scale: Concepts, Planning, and
Installation Guide

* Installing and using unified file and object access in IBM Spectrum Scale: Concepts, Planning,
and Installation Guide

* Unified file and object access in IBM Spectrum Scale in IBM Spectrum Scale: Administration
and Programming Reference

S3 access control lists (ACLs) support
IBM Spectrum Scale for object storage supports S3 access control lists (ACLs) on buckets
and objects. For more information, see Managing OpenStack access control lists using S3 API
emulation in IBM Spectrum Scale: Administration and Programming Reference.

Changes in IBM Spectrum Scale for Linux on z Systems’
* Compression support
* AFM-based Async Disaster Recovery (AFM DR) support
« IBM Spectrum Protect ' Backup-Archive and Space Management client support
* Support for all editions:
- Express®
- Standard
— Advanced (without encryption)
For more information about current requirements and limitations of IBM Spectrum Scale for
Linux on z Systems, see Q2.25 of IBM Spectrum Scale FAQ.
Change in AFM-based Async Disaster Recovery (AFM DR)
* Support for IBM Spectrum Scale for Linux on z Systems
File compression
With file compression, you can reclaim some of the storage space occupied by infrequently
accessed files. Run the mmchattr command or the mmapplypolicy command to identify and
compress a few files or many files. Run file compression synchronously or defer it. If you defer it,
you can run the mmrestripefile or mmrestripefs to complete the compression. You can
decompress files with the same commands used to compress files. When a compressed file is read
it is decompressed on the fly and remains compressed on disk. When a compressed file is

overwritten, the parts of the file that overlap with the changed data are decompressed on disk
synchronously in the granularity of ten data blocks. File compression in this release is designed to
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be used only for compressing cold data or write-once objects and files. Compressing other types
of data can result in performance degradation. File compression uses the zlib data compression
library and favors saving space over speed.

GUI servers
The IBM Spectrum Scale system provides a GUI that can be used for managing and monitoring
the system. Any server that provides this GUI service is referred to as a GUI server. If you need
GUI service in the system, designate at least two nodes as GUI servers in the cluster. A maximum
of three nodes can be designated as GUI servers. For more information on installing IBM
Spectrum Scale using the GUI, see IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

IBM Spectrum Scale management GUI
The management GUI helps to manage and monitor the IBM Spectrum Scale system. You can
perform the following tasks through management GUI:
* Monitoring the performance of the system based on various aspects
* Monitoring system health
* Managing file systems
* Creating filesets and snapshots
* Managing Objects and NFS and SMB data exports
* Creating administrative users and defining roles for the users
* Creating object users and defining roles for them
* Defining default, user, group, and fileset quotas

* Monitoring the capacity details at various levels such as file system, pools, filesets, users, and
user groups

Hadoop Support for IBM Spectrum Scale
IBM Spectrum Scale has been extended to work seamlessly in the Hadoop ecosystem and is
available through a feature called File Placement Optimizer (FPO). Storing your Hadoop data
using FPO allows you to gain advanced functions and the high I/O performance required for
many big data operations. FPO provides Hadoop compatibility extensions to replace HDFS in a
Hadoop ecosystem, with no changes required to Hadoop applications.

You can deploy a IBM Spectrum Scale using FPO as a file system platform for big data analytics.
The topics in this guide covers a variety of Hadoop deployment architectures, including IBM
BigInsights®, Platform Symphony®, or with a Hadoop distribution from another vendor to work
with IBM Spectrum Scale.

IBM Spectrum Scale offers two kinds of interfaces for Hadoop applications to access File System
data. One is IBM Spectrum Scale connector, which aligns with Hadoop Compatible File System
architecture and APIs. The other is HDFS protocol, which provides a HDFS compatible interfaces.

For more information, see the following sections in the IBM Spectrum Scale: Advanced
Administration Guide:
* Hadoop support for IBM Spectrum Scale
* Configuring FPO
* Hadoop connector
* HDFS protocol
IBM Spectrum Scale installation GUI
You can use the installation GUI to install the IBM Spectrum Scale system. For more information

on how to launch the GUI installer, see the Installing IBM Spectrum Scale using the graphical user
interface (GUI) section in IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

Performance Monitoring Tool using the Installation Kit
The usage statement and optional arguments have changed during the installation of the toolkit.
The new usage statement with options is as follows:

spectrumscale config perfmon [-h] [-1] [-r {on,off}]

Summary of changes XV



For more information, see IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

Protocols cluster disaster recovery (DR)
You can use the mmcesdr command to perform DR setup, failover, failback, backup, and restore
actions. Protocols cluster DR uses the capabilities of Active File Management based Async
Disaster Recovery (AFM DR) to provide a solution that allows an IBM Spectrum Scale cluster to
fail over to another cluster and fail back, and backup and restore the protocol configuration
information in cases where a secondary cluster is not available. For more information, see
Protocols cluster disaster recovery in IBM Spectrum Scale: Advanced Administration Guide.

Quality of Service for I/O operations (QoS)
You can use the QoS capability to prevent I/O-intensive, long-running GPFS commands, called
maintenance commands, from dominating file system performance and significantly delaying
normal tasks that also compete for I/O resources. Determine the maximum capacity of your file
system in I/O operations per second (IOPS) with the new mmlsqos command. With the new
mmchqos command, assign a smaller share of IOPS to the QoS maintenance class, which
includes all the maintenance commands. Maintenance command instances that are running at the
same time compete for the IOPS allocated to the maintenance class, and are not allowed to
exceed that limit.

Security mode for new clusters
Starting with IBM Spectrum Scale V4.2, the default security mode for new clusters is
AUTHONLY. The mmcrcluster command sets the security mode to AUTHONLY when it creates
the cluster and automatically generates a public/private key pair for authenticating the cluster. In
the AUTHONLY security mode, the sending and receiving nodes authenticate each other with a
TLS handshake and then close the TLS connection. Communication continues in the clear. The
nodes do not encrypt transmitted data and do not check data integrity.

In IBM Spectrum Scale V4.1 or earlier, the default security mode is EMPTY. If you update a
cluster from IBM Spectrum Scale V4.1 to V4.2 or later by running mmchconfig release=LATEST, the
command checks the security mode. If the mode is EMPTY, the command issues a warning
message but does not change the security mode of the cluster.

Snapshots
You can display information about a global snapshot without displaying information about fileset
snapshots with the same name. You can display information about a fileset snapshot without
displaying information about other snapshots that have the same name but are snapshots of other
filesets.

spectrumscale Options
The spectrumscale command options for installing GPFS and deploying protocols have changed
to remove config enable and to add config perf. For more information, see IBM Spectrum Scale:
Concepts, Planning, and Installation Guide.

New options have been added to spectrumscale setup and spectrumscale deploy to disable
prompting for the encryption/decryption secret. Note that if spectrumscale setup --storesecret is
used, passwords will not be secure. New properties have been added to spectrumscale cofig
object for setting password data instead of doing so through enable object. For more
information, see IBM Spectrum Scale: Administration and Programming Reference.

The spectrumscale options for managing share ACLs have been added. For more information, see
IBM Spectrum Scale: Administration and Programming Reference.

ssh and scp wrapper scripts
Starting with IBM Spectrum Scale V4.2, a cluster can be configured to use ssh and scp wrappers.
The wrappers allow GPFS to run on clusters where remote root login through ssh is disabled. For
more information, see the help topic "Running IBM Spectrum Scale without remote root login" in
the IBM Spectrum Scale: Administration and Programming Reference.

Documented commands, structures, and subroutines
The following lists the modifications to the documented commands, structures, and subroutines:
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New commands

The following commands are new:

mmcallhome
mmcesdr
mmchqos
mmlsqos

New structures

There are no new structures.

New subroutines

There are no new subroutines.

Changed commands

The following commands were changed:

mmadddisk
mmaddnode
mmapplypolicy
mmauth
mmbackup
mmces
mmchattr
mmchcluster
mmchconfig
mmchdisk
mmcheckquota
mmchnode
mmcrcluster
mmdefragfs
mmdeldisk
mmdelfileset
mmdelsnapshot
mmdf
mmfileid
mmfsck
mmlsattr
mmlscluster
mmlsconfig
mmlssnapshot
mmnfs

mmobj
mmperfmon
mmprotocoltrace
mmremotefs
mmrestripefile
mmrestripefs
mmrpldisk
mmsdrbackup

Summary of changes
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*« mmsdrrestore
* mmsmb

* mmuserauth
* spectrumscale

Changed structures
There are no changed structures.

Changed subroutines
There are no changed subroutines.

Deleted commands
There are no deleted commands.

Deleted structures
There are no deleted structures.

Deleted subroutines
There are no deleted subroutines.

Messages
The following lists the new, changed, and deleted messages:

New messages
6027-2354, 6027-2355, 6027-2356, 6027-2357, 6027-2358, 6027-2359, 6027-2360, 6027-2361,
6027-2362, 6027-3913, 6027-3914, 6027-3107, 6027-4016, 6027-3317, 6027-3318, 6027-3319,
6027-3320, 6027-3405, 6027-3406, 6027-3582, 6027-3583, 6027-3584, 6027-3585, 6027-3586,
6027-3587, 6027-3588, 6027-3589, 6027-3590, 6027-3591, 6027-3592, 6027-3593

Changed messages
6027-2299, 6027-887, 6027-888

Deleted messages
None.
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Chapter 1. Logs, dumps, and traces

The problem determination tools that are provided with IBM Spectrum Scale are intended to be used by
experienced system administrators who know how to collect data and run debugging routines.

You can collect various types of logs such as GPFS logs, protocol service logs, operating system logs, and
transparent cloud tiering logs. The GPFS™ log is a repository of error conditions that are detected on each
node, as well as operational events such as file system mounts. The operating system error log is also
useful because it contains information about hardware failures and operating system or other software
failures that can affect the IBM Spectrum Scale system.

Note: The GPFS error logs and messages contain the MMFS prefix to distinguish it from the components
of the IBM Multi-Media LAN Server, a related licensed program.

The IBM Spectrum Scale system also provides a system snapshot dump, trace, and other utilities that can
be used to obtain detailed information about specific problems.

The information is organized as follows:

- PGPS Togs'

* [“The operating system error log facility” on page 19|

+ |“Using the gpfs.snap command” on page 23|

* “mmdumpperfdata command” on page 31|

+ “mmfsadm command” on page 33|

* [“Trace facility” on page 34

GPFS logs

The GPFS log is a repository of error conditions that are detected on each node, as well as operational
events such as file system mounts. The GPFS log is the first place to look when you start debugging the
abnormal events. As GPFS is a cluster file system, events that occur on one node might affect system
behavior on other nodes, and all GPFS logs can have relevant data.

The GPFS log can be found in the /var/adm/ras directory on each node. The GPFS log file is named
mmfs.log.date.nodeName, where date is the time stamp when the instance of GPFS started on the node and
nodeName is the name of the node. The latest GPFS log file can be found by using the symbolic file name
/var/adm/ras/mmfs.log.latest.

The GPFS log from the prior startup of GPFS can be found by using the symbolic file name
/var/adm/ras/mmfs.log.previous. All other files have a time stamp and node name appended to the file

name.

At GPFS startup, log files that are not accessed during the last 10 days are deleted. If you want to save
old log files, copy them elsewhere.

Many GPFS log messages can be sent to syslog on Linux. The systemLogLevel attribute of the
mmchconfig command determines the GPFS log messages to be sent to the syslog. For more information,

see the mmchconfig command in the IBM Spectrum Scale: Administration and Programming Reference.

This example shows normal operational messages that appear in the GPFS log file on Linux node:

© Copyright IBM Corporation © IBM 2014, 2016 1



Removing old /var/adm/ras/mmfs.log.* files:

Unloading modules from /Tib/modules/3.0.13-0.27-default/extra
Unloading module tracedev

Loading modules from /1ib/modules/3.0.13-0.27-default/extra

Module Size Used by

mmfs26 2155186 0

mmfs1inux 379348 1 mmfs26

tracedev 48513 2 mmfs26,mmfs1inux

Tue Oct 27 11:45:47.149 2015: [I] mmfsd initializing. {Version: 4.2.0.0 Built: Oct 26 2015 15:19:01} ...
Tue Oct 27 11:45:47.150 2015: [I] Tracing in blocking mode

Tue Oct 27 11:45:47.151 2015: [I] Cleaning old shared memory ...

Tue Oct 27 11:45:47.152 2015: [I] First pass parsing mmfs.cfg ...

Tue Oct 27 11:45:47.153 2015: [I] Enabled automated deadlock detection.

Tue Oct 27 11:45:47.154 2015: [I] Enabled automated deadlock debug data collection.

Tue Oct 27 11:45:47.155 2015: [I] Enabled automated expel debug data collection.

Tue Oct 27 11:45:47.156 2015: [I] Initializing the main process ...

Tue Oct 27 11:45:47.169 2015: [I] Second pass parsing mmfs.cfg ...

Tue Oct 27 11:45:47.170 2015: [I] Initializing the page pool ...

Tue Oct 27 11:45:47.500 2015: [I] Initializing the mailbox message system ...

Tue Oct 27 11:45:47.521 2015: [I] Initializing encryption ...

Tue Oct 27 11:45:47.522 2015: [I] Encryption: Toaded crypto Tibrary: IBM CryptoLite for C v4.10.1.5600 (c4T3/GPFSLNXPPC64).
Tue Oct 27 11:45:47.523 2015: [I] Initializing the thread system ...

Tue Oct 27 11:45:47.524 2015: [I] Creating threads ...

Tue Oct 27 11:45:47.529 2015: [I] Initializing inter-node communication ...

Tue Oct 27 11:45:47.530 2015: [I] Creating the main SDR server object ...

Tue Oct 27 11:45:47.531 2015: [I] Initializing the sdrServ Tlibrary ...

Tue Oct 27 11:45:47.532 2015: [I] Initializing the ccrServ library ...

Tue Oct 27 11:45:47.538 2015: [I] Initializing the cluster manager ...

Tue Oct 27 11:45:48.813 2015: [I] Initializing the token manager ...

Tue Oct 27 11:45:48.819 2015: [I] Initializing network shared disks ...

Tue Oct 27 11:45:51.126 2015: [I] Start the ccrServ ...

Tue Oct 27 11:45:51.879 2015: [N] Connecting to 192.168.115.171 js21n07 <cOpl>

Tue Oct 27 11:45:51.880 2015: [I] Connected to 192.168.115.171 js21n07 <cOpl>

Tue Oct 27 11:45:51.897 2015: [I] Node 192.168.115.171 (js21n07) is now the Group Leader.

Tue Oct 27 11:45:51.911 2015: [N] mmfsd ready

Tue Oct 27 11:45:52 EDT 2015: mmcommon mmfsup invoked. Parameters: 192.168.115.220 192.168.115.171 all

The mmcommon logRotate command can be used to rotate the GPFS log without shutting down and
restarting the daemon. After the mmcommon logRotate command is issued, /var/adm/ras/
mmfs.log.previous will contain the messages that occurred since the previous startup of GPFS or the last
run of mmcommon logRotate. The /var/adm/ras/mmfs.log.latest file starts over at the point in time that
mmcommon logRotate was run.

Depending on the size and complexity of your system configuration, the amount of time to start GPFS
varies. If you cannot access a file system that is mounted, examine the log file for error messages.

Creating a master GPFS log file

The GPFS log frequently shows problems on one node that actually originated on another node.

GPFS is a file system that runs on multiple nodes of a cluster. This means that problems originating on
one node of a cluster often have effects that are visible on other nodes. It is often valuable to merge the
GPFS logs in pursuit of a problem. Having accurate time stamps aids the analysis of the sequence of
events.

Before following any of the debug steps, IBM suggests that you:

1. Synchronize all clocks of all nodes in the GPFS cluster. If this is not done, and clocks on different
nodes are out of sync, there is no way to establish the real time line of events occurring on multiple
nodes. Therefore, a merged error log is less useful for determining the origin of a problem and
tracking its effects.

2. Merge and chronologically sort all of the GPFS log entries from each node in the cluster. The
--gather-logs option of the gpfs.snap command can be used to achieve this:

gpfs.snap --gather-logs -d /tmp/Togs -N all
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The system displays information similar to:

gpfs.snap: Gathering mmfs logs ...
gpfs.snap: The sorted and unsorted mmfs.log files are in /tmp/logs

If the --gather-logs option is not available on your system, you can create your own script to achieve
the same task; use /usr/lpp/mmfs/samples/gatherlogs.samples.sh as an example.

Protocol services logs

The protocol service logs contains the information that helps you to troubleshoot the issues related to the
NEFS, SMB, and Object services.

By default, the NFS, SMB, and Object protocol logs are stored at: /var/Tog/messages.

For more information on logs for the spectrumscale installation toolkit, see the “Logging and debugging”
topic in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide

SMB logs

The SMB services write the most important messages to syslog.

With the standard syslog configuration, you can search for the terms such as ctdbd or smbd in the
/var/log/messages file to see the relevant logs. For example:

grep ctdbd /var/log/messages

The system displays output similar to the following example:

May 31 09:11:23 prt002st001 ctdbd: Updated hot key database=Tocking.tdb key=0x2795c3bl id=0 hop_count=1
May 31 09:27:33 prt002st001 ctdbd: Updated hot key database=smbXsrv_open_global.tdb key=0x0d0d4abe id=0 hop_count=1
May 31 09:37:17 prt002st001 ctdbd: Updated hot key database=brlock.tdb key=0xc37fe57c id=0 hop_count=1

grep smbhd /var/log/messages

The system displays output similar to the following example:

May 31 09:40:58 prt002st001 smbd[19614]: [2015/05/31 09:40:58.357418, 0] ../source3/1ib/dbwrap/dbwrap_ctdb.c:962(db_ctdb_record_destr)
May 31 09:40:58 prt002st001 smbd[19614]: tdb_chainunlock on db /var/lib/ctdb/locking.tdb.2,

key FF5B87B2A3FF862E96EFB400000000000000000000000000 took 5.261000 milliseconds

May 31 09:55:26 prt002st001 smbd[1431]: [2015/05/31 09:55:26.703422, 0] ../source3/1ib/dbwrap/dbwrap_ctdb.c:962(db_ctdb_record_destr)
May 31 09:55:26 prt002st001 smbd[1431]: tdb_chainunlock on db /var/1ib/ctdb/locking.tdb.2,

key FF5B87B2A3FF862EE5073801000000000000000000000000 took 17.844000 milliseconds

Additional SMB service logs are available in following folders:
» /var/adm/ras/log.smbd
» /var/adm/ras/log.smbd.old

When the size of the 1og.smbd file becomes 100 MB, the system changes the file as Tog.smbd.old. To
capture more detailed traces for problem determination, use the mmprotocoltrace command.

Note: By default, the mmprotocoltrace command enables tracing for all connections, which negatively
impacts the cluster when the number of connections are high. It is recommended to limit the trace to
certain client IP addresses using the -c¢ parameter.

Authentication logs when using Active Directory

When using Active Directory, the most important messages are written to syslog, similar to the logs in
SMB protocol. For example:

grep winbindd /var/log/messages
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The system displays output similar to the following example:

Jun 3 12:04:34 prt001st001 winbindd[14656]: [2015/06/03 12:04:34.271459, 0] ../1ib/util/become_daemon.c:124(daemon_ready)
Jun 3 12:04:34 prt001st001 winbindd[14656]: STATUS=daemon 'winbindd' finished starting up and ready to serve connections

Additional logs are available in /var/adm/ras/log.winbindd* and /var/adm/ras/1og.wb*. There are
multiple files that get rotated with the “old” suffix, once it becomes the size of a 100 MB.

To capture debug traces for Active Directory authentication, use the following command to enable
tracing:

mmdsh -N CesNodes /usr/1pp/mmfs/bin/smbcontrol winbindd debug 10
To disable tracing for Active Directory authentication, use the following command:

mmdsh -N CesNodes /usr/1pp/mmfs/bin/smbcontrol winbindd debug 1

Related concepts:

[‘Determining the health of integrated SMB server” on page 122|

NFS logs

The clustered export services (CES) NFS server writes log messages in the /var/log/ganesha.log file at
runtime.

Operating system's log rotation facility is used to manage NFS logs. The NFS logs are configured and
enabled during the NFS server packages installation.

The following example shows a sample log file:

# tail -f /var/log/ganesha.log

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_rpc_cb_init_ccache
:NFS STARTUP :WARN :gssd_refresh_krb5_machine_credential failed (-1765328160:0)

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_Start_threads
:THREAD :EVENT :Starting delayed executor.

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_Start_threads
:THREAD :EVENT :gsh_dbusthread was started successfully

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_Start_threads
:THREAD :EVENT :admin thread was started successfully

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_Start_threads
:THREAD :EVENT :reaper thread was started successfully

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_Start_threads
:THREAD :EVENT :General fridge was started successfully

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[reaper] nfs_in_grace
:STATE :EVENT :NFS Server Now IN GRACE

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_start

tNFS STARTUP :EVENT === mm e mmmm e e e e e e -

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_start

:NFS STARTUP :EVENT : NFS SERVER INITIALIZED

2015-05-31 17:08:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[main] nfs_start

:NFS STARTUP :EVENT t=mmmmmmmmmmm e e o

2015-05-31 17:09:04 : epoch 556b23d2 : clusterl.ibm.com : ganesha.nfsd-27204[reaper] nfs_in_grace
:STATE :EVENT :NFS Server Now NOT IN GRACE

Log levels can be displayed by using the mmnfs configuration Tist | grep LOG_LEVEL command. For
example:

mmnfs configuration 1ist | grep LOG_LEVEL

The system displays output similar to the following example:
LOG_LEVEL: EVENT

By default, the log level is EVENT. Additionally, the following NFS log levels can also be used; starting
from lowest to highest verbosity:

4 1BM Spectrum Scale 4.2: Problem Determination Guide



* FATAL

* MAJ

e CRIT

* WARN

* INFO

* DEBUG

» MID_DEBUG
* FULL_DEBUG

Note: The FULL_DEBUG level increases the size of the log file. Use it in the production mode only if
instructed by the IBM Support.

Increasing the verbosity of the NFS server log impacts the overall NFS I/O performance.
To change the logging to the verbose log level INFO, use the following command:
mmnfs configuration change LOG_LEVEL=INFO

The system displays output similar to the following example:
NFS Configuration successfully changed. NFS server restarted on all NFS nodes.

This change is cluster-wide and restarts all NFS instances to activate this setting. The log file now
displays more informational messages, for example:

2015-06-03 12:49:31 : epoch 556edbad : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_rpc_dispatch_threads
:THREAD :INFO :5 rpc dispatcher threads were started successfully

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[disp] rpc_dispatcher_thread
:DISP :INFO :Entering nfs/rpc dispatcher

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[disp] rpc_dispatcher_thread
:DISP :INFO :Entering nfs/rpc dispatcher

2015-06-03 12:49:31 : epoch 556edba9d : clusterl.ibm.com : ganesha.nfsd-21582[disp] rpc_dispatcher_thread
:DISP :INFO :Entering nfs/rpc dispatcher

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[disp] rpc_dispatcher thread
:DISP :INFO :Entering nfs/rpc dispatcher

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_Start_threads
:THREAD :EVENT :gsh_dbusthread was started successfully

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_Start_threads
:THREAD :EVENT :admin thread was started successfully

2015-06-03 12:49:31 : epoch 556edba9d : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_Start_threads
:THREAD :EVENT :reaper thread was started successfully

2015-06-03 12:49:31 : epoch 556edba9d : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_Start threads
:THREAD :EVENT :General fridge was started successfully

2015-06-03 12:49:31 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[reaper] nfs_in_grace

:STATE :EVENT :NFS Server Now IN GRACE

2015-06-03 12:49:32 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_start

:NFS STARTUP :EVENT mmmmmmmmmmm o e o e e e e e

2015-06-03 12:49:32 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_start

:NFS STARTUP :EVENT : NFS SERVER INITIALIZED

2015-06-03 12:49:32 : epoch 556edba9 : clusterl.ibm.com : ganesha.nfsd-21582[main] nfs_start

:NFS STARTUP :EVENT t----—mm e e e e

2015-06-03 12:50:32 : epoch 556edbad : clusterl.ibm.com : ganesha.nfsd-21582[reaper] nfs_in_grace

:STATE :EVENT :NFS Server Now NOT IN GRACE

To display the currently configured CES log level, use the following command:
mmces log level

The system displays output similar to the following example:
CES log level is currently set to 0
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The log file is /var/adm/ras/mmfs.log.latest. By default, the log level is @ and other possible values are
1, 2, and 3. To increase the log level, use the following command:

mmces log level 1

NFS-related log information is written to the standard GPFS log files as part of the overall CES
infrastructure. This information relates to the NFS service management and recovery orchestration within
CES.

Object logs

There are a number of locations where messages are logged with the Object protocol.

The core Object services, proxy, account, container, and Object server have their own logging level sets in
their respective configuration files. By default, Swift logging is set to show messages at or above the
ERROR level, but can be changed to INFO or DEBUG levels if more detailed logging information is required.

By default, the messages logged by these services are saved in the /var/lTog/swift directory.

You can also configure these services to use separate syslog facilities by the Tog_facility parameter in
one or all of the Object service configuration files and by updating the rsyslog configuration. These
arameters are described in the [Swift Deployment Guide (docs.openstack.org/developer /swift /|
deployment_guide.html)| that is available in the OpenStack documentation.

An example of how to set up this configuration can be found in the [SAIO - Swift All In One]
documentation (docs.openstack.org/developer/swift/development_saio.html#optional-setting-up-rsyslog-|
for-individual-logging)| that is available in the OpenStack documentation.

Note: To configure rsyslog for unique log facilities in the protocol nodes, the administrator needs to
ensure that the manual steps mentioned in the preceding link are carried out on each of those protocol
nodes.

The Keystone authentication service writes its logging messages to /var/1og/keystone/keystone.log file.
By default, Keystone logging is set to show messages at or above the WARNING level.

For information on how to view or change log levels on any of the Object related services, see the “CES
collection and tracing” section in the IBM Spectrum Scale: Advanced Administration Guide.

The following commands can be used to determine the health of Object services:

* To see whether there are any nodes in an active (failed) state, run the following command:
mmces state cluster OBJ
The system displays output similar to this:

NODE COMPONENT  STATE EVENTS
prt001st001 OBJECT HEALTHY
prt002st001 OBJECT HEALTHY
prt003st001 OBJECT HEALTHY
prt004st001 OBJECT HEALTHY
prt005st001 OBJECT HEALTHY
prt006st001 OBJECT HEALTHY
prt007st001 OBJECT HEALTHY

In this example, all nodes are healthy so no active events are shown.

* To display the history of events generated by the monitoring framework, run the following command:
mmces events list OBJ
The system displays output similar to this:
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Node

nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel

Timestamp

2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03

13:
14:
14:
14:
14:
14:
14:
14:
14:
14:
14:
14:

30:
:30
26:
28:
28:
28:
28:
28:
28:
29:
:25
29:

26

29

27

30.
30
30
31
31.
49
49.
16

30

.478725+08:
.567245+08:
720534+08:
.689257+08:
.853518+08:
.015307+08:
177589+08:
.025021+08:
194499+08:
.483623+08:
.274924+08:
.844626+08:

08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT

Event Name
proxy-server_ok
object-server_ok
proxy-server_ok
account-server_ok
container-server_ok
object-server_ok
proxy-server_ok
postIpChange_info

Severity

INFO
INFO
INFO
INFO
INFO
INFO
INFO
INFO

enable_Address_database_node INFO

postIpChange_info
postIpChange_info
postIpChange_info

INFO
INFO
INFO

Details

proxy process as expected
object process as expected
proxy process as expected
account process as expected
container process as expected
object process as expected
proxy process as expected

IP

addresses modified 192.167.12.21_0-_1.

Enable Address Database Node

IP
IP
IP

addresses modified 192.167.12.22_0-_2.
addresses modified 192.167.12.23_0-_3.
addresses modified 192.167.12.24 0-_4

* To retrieve the OBJ related log entries, query the monitor client and grep for the name of the
component you want to filter on, either Object, proxy, account, container, keystone or postgres. For
example, to see proxy-server related events, run the following command:

mmces events list | grep proxy

The

nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel
nodel

2015-06-01
2015-06-01
2015-06-01
2015-06-01
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03
2015-06-03

* To check the

14:
14:
16:
140
:28:
:30:
:30:
26:
:00.
28:

16
13
13
13

14:
14:
14:

39:
44:
137
:39.

27

27

49.
49

18.
27
57
30.

31.

08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT
08PDT

system displays output similar to this:

120912+08:
.277940+08:
.923696+08:
789920+08:
875566+08:
.478725+08:
.482977+08:
720534+08:
759696+08:
177589+08:

proxy-server_failed
proxy-server_ok
proxy-server_failed
proxy-server_ok
proxy-server_failed
proxy-server_ok
proxy-server_failed
proxy-server_ok
proxy-server_failed
proxy-server_ok

ERROR
INFO
ERROR
INFO
ERROR
INFO
ERROR
INFO
ERROR
INFO

proxy
proxy
proxy
proxy
proxy
proxy
proxy
proxy
proxy
proxy

process should be started but is stopped
process as expected
process should be started but is stopped
process as expected
process should be started but is stopped
process as expected
process should be started but is stopped
process as expected
process should be started but is stopped
process as expected

monitor log, grep for the component you want to filter on, either Object, proxy, account,
container, keystone or postgres. For example, to see Object-server related log messages:

grep object /var/adm/ras/mmcesmonitor.log | head -n 10

The system displays output similar to this:

2015-06-03T13:59:28.805-08:00 util5.sonasad.almaden.ibm.com

'systemct]l status openstack-swift-proxy'
2015-06-03T713:59:28.916-08:00 util5.sonasad.almaden.ibm.com
ret:3 sout:openstack-swift-proxy.service - OpenStack Object

2015-06-03T713:59:28.916-08:00 util5.sonasad.almaden.
2015-06-03T13:59:28.916-08:00 util5.sonasad.almaden.
2015-06-03T713:59:28.916-08:00 util5.sonasad.almaden.
2015-06-03T13:59:28.917-08:00 util5.sonasad.almaden.

'systemct] status memcached'

2015-06-03T713:59:29.018-08:00 util5.sonasad.almaden.

ret:0 sout:memcached.service - Memcached

2015-06-03T713:59:29.018-08:00 util5.sonasad.almaden.
2015-06-03T13:59:29.018-08:00 util5.sonasad.almaden.
2015-06-03T713:59:29.018-08:00 util5.sonasad.almaden.

after monitor loop, event count:6

D:522632:Thread-9:

D:522632:Thread-9:

Storage (swift) -

ibm.com I1:522632
ibm.com D:522632
ibm.com D:522632
ibm.com D:522632
ibm.com D:522632
ibm.com I1:522632
ibm.com D:522632
ibm.com I1:522632

:Thread-9:
:Thread-9:
:Thread-9:
:Thread-9:

:Thread-9
:Thread-9:

:Thread-9:
:Thread-9:

object:0BJ running command

object
Proxy

object
object
object
object

:object:

object
object
object

:0BJ command resutlt

Server

:0BJ openstack-swift-proxy is not started, ret3
:0BJProcessMonitor openstack-swift-proxy failed:
:0BJProcessMonitor memcached started

:0BJ running command

0BJ command resutlt
:0BJ memcached is started and active running

:0BJProcessMonitor memcached succeded
:0BJ service started checks

The following tables list the IBM Spectrum Scale for object storage log files.

Table 3. Core object log files in /var/log/swift. Core object log files in /var/log/swift

Log file

Component

Configuration file

account-auditor.log

account-auditor.error

Account auditor Swift service

account-server.conf

account-reaper.log

account-reaper.error

Account reaper Swift service

account-server.conf

account-replicator.log

account-replicator.error

Account replicator Swift service

account-server.conf

account-server.log

account-server.error

Account server Swift service

account-server.conf

container-auditor.log

container-auditor.error

Container auditor Swift service

container-server.conf
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Table 3. Core object log files in /var/log/swift (continued). Core object log files in /var/log/swift

Log file Component Configuration file

container-replicator.log Container replicator Swift service container-server.conf

container-replicator.error

container-server.log Container server Swift service container-server.conf

container-server.error

container-updater.log Container updater Swift service container-server.conf

container-updater.error

object-auditor.log Object auditor Swift service object-server.conf

object-auditor.error

object-expirer.log Object expirer Swift service object-expirer.conf

object-expirer.error

object-replicator.log Object replicator Swift service object-server.conf

object-replicator.error

object-server.log Object server Swift service object-server.conf
object-server.error object-server-sof.conf
object-updater.log Object updater Swift service object-server.conf

object-updater.error

proxy-server.log Proxy server Swift service proxy-server.conf

proxy-server.error

Table 4. Additional object log files in /var/log/swift. Additional object log files in /var/Tog/swift

Log file Component Configuration file

ibmobjectizer.log Unified file and object access spectrum-scale-objectizer.conf
objectizer service

ibmobjectizer.error spectrum-scale-object.conf

policyscheduler.log Object storage policies spectrum-scale-object-

policies.conf
policyscheduler.error

swift.log Performance metric collector

(pmswift)
swift.error

Table 5. General system log files in /var/adm/ras. General system log files in /var/adm/ras

Log file Component
mmcesmonitor.log CES framework services monitor
mmfs.log Various IBM Spectrum Scale command logging

The IBM Spectrum Scale HDFS transparency log

In IBM Spectrum Scale HDFS transparency, all logs are recorded using 1og4j. The Tog4j.properties file
is under the /usr/1pp/mmfs/hadoop/etc/hadoop directory.

By default, the logs are written under the /usr/1pp/mmfs/hadoop/1ogs directory.
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The following entries can be added into the Tog4j.properties file to turn on the debugging information:

log4j.logger.org.
log4j.logger.org.
log4j.logger.org.
log4j.logger.org.

apache.hadoop.yarn=DEBUG
apache.hadoop.hdfs=DEBUG
apache.hadoop.gpfs=DEBUG

apache.hadoop.security=DEBUG

Protocol authentication log files
The log files pertaining to protocol authentication are described here.

Table 6. Authentication log files

Service name

Log configuration
file

Log files

Logging levels

Keystone

/etc/keystone/
keystone.conf

/etc/keystone/
logging.conf

/var/log/keystone/keystone.log

/var/log/keystone/httpd-
error.log

/var/log/keystone/httpd-
access.log

In keystone.conf change

1. debug = true- for getting
debugging information in log
file.

2. verbose = true - for getting
Info messages in log file .

By default, these values are false
and only warning messages are
logged.

Finer grained control of Keystone
logging levels can be specified by
updating the Keystones
Togging.conf file. For information
on the logging levels in the

1ogging.conf file, seelzspenStaCE'

logging.conf documentation|

(docs.openstack.org /kilo / config-|

reference/ content /|

section_keystone-]

logging.conf.html)]
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Table 6. Authentication log files (continued)

Service name

Log configuration
file

Log files

Logging levels

SSSD

/etc/sssd/
sssd.conf

/var/Tog/sssd/sssd.log
/var/log/sssd/sssd_nss.Tog

/var/log/sssd/
sssd_LDAPDOMAIN. Tog (depends
upon configuration)

/var/log/sssd/
sssd_NISDOMAIN.Tog (depends
upon configuration)

Note: For more information on
SSSD log files, see Red Hat
Enterprise Linux documentation.

0x0010: Fatal failures. Issue with
invoking or running SSSD.

0x0020: Critical failures. SSSD does
not stop functioning. However, this
error indicates that at least one
major feature of SSSD is not to
work properly.

0x0040: Serious failures. A
particular request or operation has
failed.

0x0080: Minor failures. These are
the errors that would percolate
down to cause the operation failure
of 2.

0x0100: Configuration settings.
0x0200: Function data.

0x0400: Trace messages for
operation functions.

0x1000: Trace messages for internal
control functions.

0x2000: Contents of
function-internal variables that
might be interesting.

0x4000: Extremely low-level tracing
information.

Note: For more information on
SSSD log levels, see Red Hat
Enterprise Linux documentation.

Winbind

/var/mmfs
/ces/smb.conf

/var/adm/ras/10g.wb-<DOMAIN>

[Depends upon available
domains]

/var/adm/ras/Tog.winbindd-dc-
connect

/var/adm/ras/1og.winbindd-idmap

/var/adm/ras/Tog.winbindd

Log level is an integer. The value
can be from 0-10.

The default value for log level is 1.

Note: Some of the authentication modules like Keystone services log information also in

/var/log/messages.

If you change the log levels, the respective authentication service must be restarted manually on each
protocol node. Restarting authentication services might result in disruption of protocol I/0O.
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CES monitoring and troubleshooting

You can monitor system health, query events, and perform maintenance and troubleshooting tasks in
Cluster Export Services (CES).

System health monitoring

Each CES node runs a separate GPFS process that monitors the network address configuration of the
node. If a conflict between the network interface configuration of the node and the current assignments of
the CES address pool is found, corrective action is taken. If the node is unable to detect an address that is
assigned to it, the address is reassigned to another node.

Additional monitors check the state of the services that are implementing the enabled protocols on the
node. These monitors cover NFS, SMB, Object, and Authentication services that monitor, for example,
daemon liveliness and port responsiveness. If it is determined that any enabled service is not functioning
correctly, the node is marked as failed and its CES addresses are reassigned. When the node returns to
normal operation, it returns to the normal (healthy) state and is available to host addresses in the CES
address pool.

An additional monitor runs on each protocol node if Microsoft Active Directory (AD), Lightweight
Directory Access Protocol (LDAP), or Network Information Service (NIS) user authentication is
configured. If a configured authentication server does not respond to test requests, GPFS marks the
affected node as failed.

Querying state and events

Aside from the automatic failover and recovery of CES addresses, two additional outputs are provided by
the monitoring that can be queried: events and state.

State can be queried by entering the mmces state show command, which shows you the state of each of
the CES components. The possible states for a component follow:

HEALTHY
The component is working as expected.

DISABLED
The component has not been enabled.

SUSPENDED
When a CES node is in the suspended state, most components also report suspended.

STARTING
The component (or monitor) recently started. This state is a transient state that is updated after
the startup is complete.

UNKNOWN
Something is preventing the monitoring from determining the state of the component.

STOPPED
The component was intentionally stopped. This situation might happen briefly if a service is
being restarted due to a configuration change. It might also happen because a user ran the mmces
service stop protocol command for a node.

DEGRADED
There is a problem with the component but not a complete failure. This state does not cause the
CES addresses to be reassigned.

FAILED
The monitoring detected a significant problem with the component that means it is unable to
function correctly. This state causes the CES addresses of the node to be reassigned.
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DEPENDENCY_FAILED
This state implies that a component has a dependency that is in a failed state. An example would
be NFS or SMB reporting DEPENDENCY_FAILED because the authentication failed.

Looking at the states themselves can be useful to find out which component is causing a node to fail and
have its CES addresses reassigned. To find out why the component is being reported as failed, you can
look at events.

The mmces events command can be used to show you either events that are currently causing a
component to be unhealthy or a list of historical events for the node. If you want to know why a
component on a node is in a failed state, use the mmces events active invocation. This command gives
you a list of any currently active events that are affecting the state of a component, along with a message
that describes the problem. This information should provide a place to start when you are trying to find
and fix the problem that is causing the failure.

If you want to get a complete idea of what is happening with a node over a longer time period, use the
mmces events 1ist invocation. By default, this command prints a list of all events that occurred on this
node, with a time stamp. This information can be narrowed down by component, time period, and
severity. As well as being viewable with the command, all events are also pushed to the syslog.

Maintenance and troubleshooting

A CES node can be marked as unavailable by the monitoring process. The command mmces node Tist
can be used to show the nodes and the current state flags that are associated with it. When unavailable
(one of the following node flags are set), the node does not accept CES address assignments. The
following possible node states can be displayed:

Suspended
Indicates that the node is suspended with the mmces node suspend command. When suspended,
health monitoring on the node is discontinued. The node remains in the suspended state until it
is resumed with the mmces node resume command.

Network-down
Indicates that monitoring found a problem that prevents the node from bringing up the CES
addresses in the address pool. The state reverts to normal when the problem is corrected. Possible
causes for this state are missing or non-functioning network interfaces and network interfaces
that are reconfigured so that the node can no longer host the addresses in the CES address pool.

No-shared-root
Indicates that the CES shared root directory cannot be accessed by the node. The state reverts to
normal when the shared root directory becomes available. Possible cause for this state is that the
file system that contains the CES shared root directory is not mounted.

Failed Indicates that monitoring found a problem with one of the enabled protocol servers. The state
reverts to normal when the server returns to normal operation or when the service is disabled.

Starting up
Indicates that the node is starting the processes that are required to implement the CES services
that are enabled in the cluster. The state reverts to normal when the protocol servers are
functioning.

Additionally, events that affect the availability and configuration of CES nodes are logged in the GPFS
log file /var/adm/ras/mmfs.log.latest. The verbosity of the CES logging can be changed with the mmces
Tog Tevel n command, where 7 is a number from 0 (less logging) to 4 (more logging). The current log
level can be viewed with the mm1scluster --ces command.

For more information about CES troubleshooting, see the [BM Spectrum Scale Wiki (www.ibm.com /|
Heveloperworks /community /wikis/home/wiki/General Parallel File System (GPFS))|
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CES tracing and debug data collection

You can collect debugging information in Cluster Export Services.

Data collection (FTDC)

To diagnose the cause of an issue, it might be necessary to gather some extra information from the
cluster. This information can then be used to determine the root cause of an issue.

Collection of debugging information, such as configuration files and logs, can be gathered by using the
gpfs.snap command. This command gathers data about GPFS, operating system information, and
information for each of the protocols.

GPFS + OS
GPFS configuration and logs plus operating system information such as network configuration or
connected drives.

CES  Generic protocol information such as configured CES nodes.
NFS  NFS Ganesha configuration and logs.
SMB SMB and CTDB configuration and logs.

OBJECT
Openstack Swift and Keystone configuration and logs.

AUTHENTICATION
Authentication configuration and logs.

PERFORMANCE
Dump of the performance monitor database.

Information for each of the enabled protocols is gathered automatically when the gpfs.snap command is
run. If any protocol is enabled, then information for CES and authentication is gathered.

To gather performance data, add the --performance option. The --performance option causes gpfs.snap
to try to collect performance information.

Note: Because this process can take up to 30 minutes to run, gather performance data only if necessary.

If data is only required for one protocol or area, the automatic collection can be bypassed. Provided one
or more of the following options to the --protocol argument: smb,nfs,object,ces,auth,none

If the --protocol command is provided, automatic data collection is disabled. If --protocol smb,nfs is
provided to gpfs.snap, only NFS and SMB information is gathered and no CES or Authentication data is
collected. To disable all protocol data collection, use the argument --protocol none.

Types of tracing
Tracing is logging at a high level. The command for starting and stopping tracing (mmprotocoltrace)
supports SMB tracing. NFS and Object tracing can be done with a combination of commands.

SMB To start SMB tracing, use the mmprotocoltrace start smb command. The output looks similar to
this example:

Starting traces
Trace 'd83235aa-0589-4866-aaf0-2e285aad6f92' created successfully

Note: Running the mmprotocoltrace start smb command without the -c option enables tracing
for all SMB connections. This configuration can slow performance. Therefore, consider adding the
-c option to trace connections for specific client IP addresses.

To see the status of the trace command, use the mmprotocoltrace status smb command. The
output looks similar to this example:
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NFS

Object

Trace ID: dl1145ea-9e9a-4fb0-ae8d-7ch48ed9ecc?

State: WAITING

User ID: root

Protocol: smb

Start Time: 11:11:37 05/05/2015

End Time: 11:21:37 05/05/2015

Client IPs: []

Origin Node: swift-test-08.stglab.manchester.uk.ibm.com
Nodes:

Node Name: swift-test-07.stglab.manchester.uk.ibm.com
State: WAITING

Trace Location: /dump/ftdc/smb.20150505_111136.trc
Pids: []

To stop the trace the command, use the mmprotocoltrace stop smb command:

Stopping traces

Trace '01239483-be84-wev9-a2d390i9ow02' stopped for smb

Waiting for traces to complete

Waiting for node 'swift-test-07'

Waiting for node 'swift-test-08'

Finishing trace 'dl11145ea-9e9a-4fb0-ae8d-7cb48e49ecc2’

Trace tar file has been written to '/tmp/mmfs/smb.20150513_162322.trc/smb.trace.20150513_162542.tar.gz

The tar file then includes the log files that contain top-level logs for the time period the trace
was running for.

Traces time out after a certain amount of time. By default, this time is 10 minutes. The timeout
can be changed by using the -d argument when you start the trace. When a trace times out, the
first node with the timeout ends the trace and writes the location of the collected data into the
mmprotocoltrace logs. Each other node writes an information message that states that another
node ended the trace.

A full usage message for the mmprotocoltrace command is printable by using the -h argument.

NFS tracing is achieved by increasing the log level, repeating the issue, capturing the log file, and
then restoring the log level.

To increase the log level, use the command mmnfs configuration change LOG_LEVEL=FULL_DEBUG.

You can set the log level to the following values: NULL, FATAL, MA], CRIT, WARN, EVENT,
INFO, DEBUG, MID_DEBUG, and FULL_DEBUG.

FULL_DEBUG is the most useful for debugging purposes.

After the issue is recreated by running the gpfs.snap command either with no arguments or with
the --protocol nfs argument, the NFS logs are captured. The logs can then be used to diagnose
any issues.

To return the log level to normal, use the same command but with a lower logging level (the
default is EVENT).

The process for tracing the object protocol is similar to NFS. The Object service consists of
multiple processes that can be controlled individually.

The Object services use these logging levels, at increasing severity: DEBUG, INFO, AUDIT,
WARNING, ERROR, CRITICAL, and TRACE.

Keystone and Authentication
mmobj config change --ccrfile keystone.conf --section DEFAULT --property debug
--value True

Finer grained control of Keystone logging levels can be specified by updating the
Keystone's 10gging.conf file. For information on the logging levels in the 1ogging.conf
file, see the [OpenStack logging.conf documentation (docs.openstack.org/kilo/config-|
[reference /content/section_keystone-logging.conf.html)|
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Swift Proxy Server
mmobj config change --ccrfile proxy-server.conf --section DEFAULT --property
log_level --value DEBUG

Swift Account Server
mmobj config change --ccrfile account-server.conf --section DEFAULT --property
log_level --value DEBUG

Swift Container Server
mmobj config change --ccrfile container-server.conf --section DEFAULT --property
log _level --value DEBUG

Swift Object Server
mmobj config change --ccrfile object-server.conf --section DEFAULT --property
log_level --value DEBUG

These commands increase the log level for the particular process to the debug level. After you
have re-created the problem, run the gpfs.snap command with no arguments or with the
--protocol object argument.

Then, decrease the log levels again by using the commands that are shown previously but with
--value ERROR instead of --value DEBUG.

Collecting trace information

Use the mmprotocoltrace command to collect trace information for debugging system problems or
performance issues. For more information, see the mmprotocoltrace command in the IBM Spectrum Scale:
Administration and Programming Reference. This section is divided into the following subsections:

* “Running a typical trace”|

* [“Trace timeout” on page 16|

[“Trace log files” on page 17|

* [“Trace configuration file” on page 17|

+ [“Resetting the trace system ” on page 18|

* |“Using advanced options” on page 19|

Running a typical trace

The following steps describe how to run a typical trace. It is assumed that the trace system is reset for the
type of trace that you want to run: SMB, Network, or Object. The examples use the SMB trace.

1. Before you start the trace, you can check the configuration settings for the type of trace that you plan
to run:

mmprotocoltrace config smb

The response to this command displays the current settings from the trace configuration file. For more
information about this file, see the [“Trace configuration file” on page 17| subtopic.

2. Clear the trace records from the previous trace of the same type:
mmprotocoltrace clear smb

This command responds with an error message if the previous state of a trace node is something
other than DONE or FAILED. If this error occurs, follow the instructions in the [“Resetting the trace|
lsystem ” on page 18| subtopic.

3. Start the new trace:
1# mmprotocoltrace start smb

The following response is typical:
Trace '3f36dbed-b567-4566-9beb-63b6420bbb2d' created successfully for 'smb'
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4. Check the status of the trace to verify that tracing is active on all the configured nodes:
1# mmprotocoltrace status smb

The following response is typical:
Trace ID: d11145ea-9e9a-4fb0-ae8d-7ch48ed9ecc?

State: WAITING
User ID: root
Protocol: smb

Start Time: 11:11:37 05/05/2015

End Time: 11:21:37 05/05/2015

Client IPs: []

Origin Node: swift-test-08.stglab.manchester.uk.ibm.com

Nodes:
Node Name: swift-test-07.stglab.manchester.uk.ibm.com
State: WAITING
Node Name: swift-test-08.stglab.manchester.uk.ibm.com
State: WAITING

To display more status information, add the -v (verbose) option:
1# mmprotocoltrace -v status smb
If the status of a node is FAILED, the node did not start successfully. Look at the logs for the node to

determine the problem. After you fix the problem, reset the trace system by following the steps in the
[‘Resetting the trace system ” on page 18| subtopic.

5. If all the nodes started successfully, perform the actions that you want to trace. For example, if you
are tracing a client IP address, enter commands that create traffic on that client.

6. Stop the trace:
1# mmprotocoltrace stop smb

The following response is typical. The last line gives the location of the trace log file:

Stopping traces

Trace '01239483-be84-wev9-a2d390i90w02' stopped for smb

Waiting for traces to complete

Waiting for node 'nodel’

Waiting for node 'node2'

Finishing trace '01239483-be84-wev9-a2d390i90ow02'

Trace tar file has been written to '/tmp/mmfs/smb.20150513_162322.trc/smb.trace.20150513_162542.tar.gz"

If you do not stop the trace, it continues until the trace duration expires. For more information, see
the [“Trace timeout”] subtopic.

7. Look in the trace log files for the results of the trace. For more information, see the [“Trace log files”|

subtopic.

Trace timeout

If you do not stop a trace manually, the trace runs until its trace duration expires. The default trace
duration is 10 minutes, but you can set a different value in the mmprotocoltrace command. Each node
that participates in a trace starts a timeout process that is set to the trace duration. When a timeout
occurs, the process checks the trace status. If the trace is active, the process stops the trace, writes the file
location to the log file, and exits. If the trace is not active, the timeout process exits.

If a trace stops because of a timeout, look in the log file of each node to find the location of the trace log
file. The log entry is similar to the following entry:
2015-08-26T16:53:35.885 W:14150:MainThread: TIMEOUT:

Trace 'd4643ccf-96c1-467d-93f8-9c71db7333b2' tar file located at
'/tmp/mmfs/smb.20150826_164328.trc/smb.trace.20150826_165334.tar.gz’
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Trace log files

Trace log files are compressed files in the /var/adm/ras directory. The contents of a trace log file depends
on the type of trace. The product supports three types of tracing: SMB, Network, and Object.

SMB SMB tracing captures System Message Block information. The resulting trace log file contains an
smbd.1og file for each node for which information has been collected . A global trace captures
information for all the clients that are connected to the SMB server. A targeted trace captures
information for the specified IP address.

Network
Network tracing calls Wireshark's dumpcap utility to capture network packets. The resulting trace
log file contains a pcappng file that is readable by Wireshark and other programs. The file name is
similar to bfn22-10g_al1_00001_20150907125015.pcap.

If the mmprotocoltrace command specifies a client IP address, the trace captures traffic between
that client and the server. If no IP address is specified, the trace captures traffic across all network
interfaces of each participating node.

Object
The trace log file contains log files for each node, one for each of the object services.

Object tracing sets the log location in the rsyslog configuration file. For more information about
this file, see the description of the rsyslogconflocation configuration parameter in the
lconfiguration file”| subtopic.

It is not possible to configure an Object trace by clients so that information for all connections is
recorded.

Trace configuration file

Each node in the cluster has its own trace configuration file, which is stored in the /var/mmfs/ces
directory. The configuration file contains settings for logging and for each type of tracing:
[logging]

filename
The name of the log file.

level The current logging level, which can be debug, info, warning, error, or critical.

[smb]
defaultloglocation
The default log location that is used by the reset command or when current information
is not retrievable.
defaultloglevel
The default log level that is used by the reset command or when current information is
not retrievable.
traceloglevel
The log level for tracing.
maxlogsize
The maximum size of the log file in kilobytes.
esttracesize
The estimated trace size in kilobytes.
[network]

numoflogfiles
The maximum number of log files.
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logfilesize
The maximum size of the log file in kilobytes.

esttracesize
The estimated trace size in kilobytes.

[object]

defaultloglocation
The default log location that is used by the reset command or when current information
is not retrievable.

defaultloglevel
The default log level that is used by the reset command or when current information is
not retrievable.

traceloglevel
The log level for tracing.

rsyslogconflocation
The location of the rsyslog configuration file. Rsyslog is a service that is provided by Red
Hat, Inc. that redirects log output. The default location is /etc/rsyslog.d/00-swift.conf..

esttracesize

The estimated trace size in kilobytes.
Resetting the trace system

Before you run a new trace, verify that the trace system is reset for the type of trace that you want to
run: SMB, Network, or Object. The examples in the following instructions use the SMB trace system. To
reset the trace system, follow these steps:

1. Stop the trace if it is still running.
a. Check the trace status to see whether the current trace is stopped on all the nodes:

mmprotocoltrace status smb

If the trace is still running, stop it:
mmprotocoltrace stop smb
2. Clear the trace records:
mmprotocoltrace clear smb

If the command is successful, then you have successfully reset the trace system. Skip to the last step
in these instructions.

If the command returns an error message, go to the next step.

Note: The command responds with an error message if the trace state of a node is something other
than DONE or FAILED. You can verify the trace state of the nodes by running the status command:

mmprotocoltrace status smb
3. Run the clear command again with the -f (force) option.
mmprotocoltrace -f clear smb

4. After a forced clear, the trace system might still be in an invalid state. Run the reset command. For
more information about the command, see the [“Using advanced options” on page 19

mmprotocoltrace reset smb

5. Check the default values in the trace configuration file to verify that they are correct. To display the
values in the trace configuration file, run the config command. For more information about the file,
see the [“Trace configuration file” on page 17] subtopic.

mmprotocoltrace config smb
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6. The trace system is ready. You can now start a new trace.
Using advanced options

The reset command restores the trace system to the default values that are set in the trace configuration
file. The command also performs special actions for each type of trace:

* For an SMB trace, the reset removes any IP-specific configuration files and sets the log level and log
location to the default values.

* For a Network trace, the reset stops all dumpcap processes.

* For an Object trace, the reset sets the log level to the default value. It then sets the log location to the
default location in the rsyslog configuration file, and restarts the rsyslog service.

The following command resets the SMB trace:

mmprotocoltrace reset smb

The status command with the -v (verbose) option provides more trace information, including the values
of trace variables. The following command returns verbose trace information for the SMB trace:

mmprotocoltrace -v status smb

The operating system error log facility

GPFS records file system or disk failures using the error logging facility provided by the operating
system: syslog facility on Linux, errpt facility on AIX, and Event Viewer on Windows.

The error logging facility is referred to as the error log regardless of operating-system specific error log
facility naming conventions.

Failures in the error log can be viewed by issuing this command on an AIX node:
errpt -a

and this command on a Linux node:
grep "mmfs:" /var/log/messages

On Windows, use the Event Viewer and look for events with a source label of GPFS in the Application
event category.

On Linux, syslog may include GPFS log messages and the error logs described in this section. The
systemLogLevel attribute of the mmchconfig command controls which GPFS log messages are sent to
syslog. For more information, see the mmchconfig command in the IBM Spectrum Scale: Administration
and Programming Reference.

The error log contains information about several classes of events or errors. These classes are:
+ ['MMFS_ABNORMAL_SHUTDOWN” on page 20|

+ [“'MMFS_DISKFAIL” on page 20|

[“MMFS_ENVIRON” on page 20|

[“MMFES_FSSTRUCT” on page 20|

["MMFS_GENERIC” on page 20|

[“MMFS_LONGDISKIO” on page 21|

[“MMFES_QUOTA” on page 21|

["'MMFS_SYSTEM_UNMOUNT” on page 22|

[“MMFS_SYSTEM_WARNING” on page 22|

Chapter 1. Logs, dumps, and traces 19



MMFS_ABNORMAL_SHUTDOWN

The MMFS_ABNORMAL_SHUTDOWN error log entry means that GPFS has determined that it must
shutdown all operations on this node because of a problem. Insufficient memory on the node to handle
critical recovery situations can cause this error. In general there will be other entries from GPFS
or some other component associated with this error log entry.

MMFS_DISKFAIL
This topic describes about the MMFS_DISKFAIL error log available in IBM Spectrum Scale.

The MMFS_DISKFAIL error log entry indicates that GPFS has detected the failure of a disk and forced
the disk to the stopped state. This is ordinarily not a GPFS error but a failure in the disk subsystem or
the path to the disk subsystem.

MMFS_ENVIRON
This topic describes about the MMFS_ENVIRON error log available in IBM Spectrum Scale.

MMEFS_ENVIRON error log entry records are associated with other records of the MMFS_GENERIC or
MMEFS_SYSTEM_UNMOUNT types. They indicate that the root cause of the error is external to GPFS
and usually in the network that supports GPFS. Check the network and its physical connections. The
data portion of this record supplies the return code provided by the communications code.

MMFS_FSSTRUCT
This topic describes about the MMFS_FSSTRUCT error log available in IBM Spectrum Scale.

The MMFS_FSSTRUCT error log entry indicates that GPFS has detected a problem with the on-disk
structure of the file system. The severity of these errors depends on the exact nature of the inconsistent
data structure. If it is limited to a single file, EIO errors will be reported to the application and operation
will continue. If the inconsistency affects vital metadata structures, operation will cease on this file
system. These errors are often associated with an [MMFS_SYSTEM_UNMOUNT] error log entry and will
probably occur on all nodes. If the error occurs on all nodes, some critical piece of the file system is
inconsistent. This can occur as a result of a GPFS error or an error in the disk system.

If the file system is severely damaged, the best course of action is to follow the procedures in |”Additionai|
information to collect for file system corruption or MMFS_FSSTRUCT errors” on page 168)and then
contact the IBM Support Center.

MMFS_GENERIC
This topic describes about MMFS_GENERIC error logs available in IBM Spectrum Scale.

The MMFS_GENERIC error log entry means that GPFS self diagnostics have detected an internal error,
or that additional information is being provided with an |MMFS_SYSTEM_UNMOUNT1 report. If the
record is associated with an MMFS_SYSTEM_UNMOUNT report, the event code fields in the records
will be the same. The error code and return code fields might describe the error. See
[‘Messages,” on page 173|for a listing of codes generated by GPFS.

If the error is generated by the self diagnostic routines, service personnel should interpret the return and
error code fields since the use of these fields varies by the specific error. Errors caused by the self
checking logic will result in the shutdown of GPFS on this node.

MMFS_GENERIC errors can result from an inability to reach a critical disk resource. These errors might
look different depending on the specific disk resource that has become unavailable, like logs and
allocation maps. This type of error will usually be associated with other error indications. Other errors
generated by disk subsystems, high availability components, and communications components at the
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same time as, or immediately preceding, the GPFS error should be pursued first because they might be
the cause of these errors. MMFS_GENERIC error indications without an associated error of those types
represent a GPFS problem that requires the IBM Support Center. See [“Information to be collected before|
kontacting the IBM Support Center” on page 167 |

MMFS_LONGDISKIO
This topic describes about the MMFS_LONGDISKIO error log available in IBM Spectrum Scale.

The MMFS_LONGDISKIO error log entry indicates that GPFES is experiencing very long response time
for disk requests. This is a warning message and can indicate that your disk system is overloaded or that
a failing disk is requiring many I/O retries. Follow your operating system's instructions for monitoring
the performance of your I/O subsystem on this node and on any disk server nodes that might be
involved. The data portion of this error record specifies the disk involved. There might be related error
log entries from the disk subsystems that will pinpoint the actual cause of the problem. If the disk is
attached to an AIX node, refer to[AIX in IBM Knowledge Center (www.ibm.com /support/|
knowledgecenter/ssw_aix/welcome)|and search for performance management. To enable or disable, use the
mmchfs -w command. For more details, contact the IBM Support Center.

The mmpmon command can be used to analyze I/O performance on a per-node basis. See Failures using
the mmpmon command and the Monitoring GPFS 1/O performance with the mmpmon command topic in the
IBM Spectrum Scale: Advanced Administration Guide.

MMFS_QUOTA
This topic describes about the MMFS_QUQOTA error log available in IBM Spectrum Scale.

The MMFS_QUOTA error log entry is used when GPFS detects a problem in the handling of quota
information. This entry is created when the quota manager has a problem reading or writing the quota
file. If the quota manager cannot read all entries in the quota file when mounting a file system with
quotas enabled, the quota manager shuts down but file system manager initialization continues. Mounts
will not succeed and will return an appropriate error message (see [“File system forced unmount” on page|

[io3).

Quota accounting depends on a consistent mapping between user names and their numeric identifiers.
This means that a single user accessing a quota enabled file system from different nodes should map to
the same numeric user identifier from each node. Within a local cluster this is usually achieved by
ensuring that /etc/passwd and /etc/group are identical across the cluster.

When accessing quota enabled file systems from other clusters, you need to either ensure individual
accessing users have equivalent entries in /etc/passwd and /etc/group, or use the user identity mapping
facility as outlined in the IBM white paper entitled UID Mapping for GPFS in a Multi-cluster Environment
in [[BM Knowledge Center (www.ibm.com /support/knowledgecenter/SSFKCN/|
fom.ibm.cluster.gpfs.doc/gpfs_uid /uid_gpfs.html)|

It might be necessary to run an offline quota check (mmcheckquota) to repair or recreate the quota file. If
the quota file is corrupted, mmcheckquota will not restore it. The file must be restored from the backup
copy. If there is no backup copy, an empty file can be set as the new quota file. This is equivalent to
recreating the quota file. To set an empty file or use the backup file, issue the mmcheckquota command
with the appropriate operand:

* -u UserQuotaFilename for the user quota file
* -g GroupQuotaFilename for the group quota file
* -j FilesetQuotaFilename for the fileset quota file

After replacing the appropriate quota file, reissue the mmcheckquota command to check the file system
inode and space usage.
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For information about running the mmcheckquota command, see [“The mmcheckquota command” on|

MMFS_SYSTEM_UNMOUNT
This topic describes about the MMFS_SYSTEM_UNMOUNT error log available in IBM Spectrum Scale.

The MMFS_SYSTEM_UNMOUNT error log entry means that GPFS has discovered a condition that
might result in data corruption if operation with this file system continues from this node. GPFS has
marked the file system as disconnected and applications accessing files within the file system will receive
ESTALE errors. This can be the result of:

* The loss of a path to all disks containing a critical data structure.

If you are using SAN attachment of your storage, consult the problem determination guides provided
by your SAN switch vendor and your storage subsystem vendor.

* An internal processing error within the file system.

See |“File system forced unmount” on page 105|Follow the problem determination and repair actions
specified.

MMFS_SYSTEM_WARNING
This topic describes about the MMFS_SYSTEM_WARNING error log available in IBM Spectrum Scale.

The MMFS_SYSTEM_WARNING error log entry means that GPFS has detected a system level value
approaching its maximum limit. This might occur as a result of the number of inodes (files) reaching its
limit. If so, issue the mmchfs command to increase the number of inodes for the file system so there is at
least a minimum of 5% free.

Error log entry example
This topic describes about an example of an error log entry in IBM Spectrum Scale.

This is an example of an error log entry that indicates a failure in either the storage subsystem or
communication subsystem:

LABEL: MMFS_SYSTEM_UNMOUNT
IDENTIFIER: C954F85D

Date/Time: Thu Jul 8 10:17:10 CDT
Sequence Number: 25426

Machine Id: 000024994C00

Node Id: nos6

Class: S

Type: PERM

Resource Name: mmfs

Description
STORAGE SUBSYSTEM FAILURE

Probable Causes
STORAGE SUBSYSTEM
COMMUNICATIONS SUBSYSTEM

Failure Causes
STORAGE SUBSYSTEM
COMMUNICATIONS SUBSYSTEM

Recommended Actions
CONTACT APPROPRIATE SERVICE REPRESENTATIVE

Detail Data
EVENT CODE
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15558007
STATUS CODE
212

VOLUME
gpfsd

Using the gpfs.snap command

This topic describes about the usage of gpfs.snap command in IBM Spectrum Scale.

Running the gpfs.snap command with no options is similar to running gpfs.snap -a. It collects data from
all nodes in the cluster. This invocation creates a file that is made up of multiple gpfs.snap snapshots.
The file that is created includes a master snapshot of the node from which the gpfs.snap command was
invoked and non-master snapshots of each of other nodes in the cluster.

If the node on which the gpfs.snap command is run is not a file system manager node, gpfs.snap creates
a non-master snapshot on the file system manager nodes.

The difference between a master snapshot and a non-master snapshot is the data that is gathered. A
master snapshot gathers information from nodes in the cluster. A master snapshot contains all data that a
non-master snapshot has. There are two categories of data that is collected:

1. Data that is always gathered by gpfs.snap (for master snapshots and non-master snapshots):

+ [“Data gathered by gpfs.snap on all platforms”|

+ [“Data gathered by gpfs.snap on AIX” on page 24|

+ [“Data gathered by gpfs.snap on Linux” on page 25|

* |“Data gathered by gpfs.snap on Windows” on page 25|

2. Data that is gathered by gpfs.snap only in the case of a master snapshot. See [‘Data gathered by]|
[epfs.snap for a master snapshot” on page 25|

When the gpfs.snap command runs with no options, data is collected for each of the enabled protocols.
You can turn off the collection of all protocol data and specify the type of protocol information to be
collected using the --protocol option. For more information, see gpfs.snap command in IBM Spectrum
Scale: Administration and Programming Reference.

The following categories of data is collected:
* Data that is always gathered by gpfs.snap on Linux for protocols:

[‘Data gathered for SMB on Linux” on page 26|

[‘Data gathered for NFS on Linux” on page 27|

— [“Data gathered for Object on Linux” on page 27|

- [“Data gathered for CES on Linux” on page 28|

— [“Data gathered for authentication on Linux” on page 28|

[‘Data gathered for performance on Linux” on page 29|

Data gathered by gpfs.snap on all platforms

These items are always obtained by the gpfs.snap command when gathering data for an AIX, Linux, or
Windows node:

1. The output of these commands:
* Is -1 /user/lpp/mmfs/bin
* mmdevdiscover
* tspreparedisk -S
* mmfsadm dump malloc
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* mmfsadm dump fs
e df -k
* ifconfig interface
* ipcs -a
e Is -1 /dev
* mmfsadm dump alloc hist
* mmfsadm dump alloc stats
* mmfsadm dump allocmgr
* mmfsadm dump allocmgr hist
* mmfsadm dump allocmgr stats
* mmfsadm dump cfgmgr
* mmfsadm dump config
* mmfsadm dump dealloc stats
* mmfsadm dump disk
* mmfsadm dump mmap
* mmfsadm dump mutex
* mmfsadm dump nsd
* mmfsadm dump rpc
* mmfsadm dump sgmgr
* mmfsadm dump stripe
* mmfsadm dump tscomm
* mmfsadm dump version
* mmfsadm dump waiters
* netstat with the -i, -r, -rn, -s, and -v options
* ps -edf
* vmstat
2. The contents of these files:
* /etc/syslog.conf or /etc/syslog-ng.conf
* /tmp/mmfs/internal*
* /tmp/mmfs/trcrpt*
* /var/adm/ras/mmfs.]log.*
* /var/mmfs/gen/*
* /var/mmfs/etc/*
* /var/mmfs/tmp/*
* /var/mmfs/ssl/* except for complete.map and id_rsa files

Data gathered by gpfs.snap on AIX

This topic describes about the type of data that is always gathered by the gpfs.snap command on the
AIX platform.

These items are always obtained by the gpfs.snap command when gathering data for an AIX node:
1. The output of these commands:

* errpt -a

* lIssrc -a

* Islpp -hac

* no -a
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2. The contents of these files:
* /etc/filesystems
o Jetc/trcfmt

Data gathered by gpfs.snap on Linux

This topic describes about the type of data that is always gathered by the gpfs.snap command on the
Linux platform.

These items are always obtained by the gpfs.snap command when gathering data for a Linux node:
1. The output of these commands:
* dmesg
* fdisk -1
* lsmod
* Ispci
* rpm -qa
* rpm --verify gpfs.base
* rpm --verify gpfs.docs
* rpm --verify gpfs.gpl
* rpm --verify gpfs.msg.en_US
2. The contents of these files:
* /letc/filesystems
* [etc/fstab
* /etc/*release
* /proc/cpuinfo
* /proc/version
* [usr/lpp/mmfs/src/config/site.mcr
* /var/log/messages*

Data gathered by gpfs.snap on Windows

This topic describes about the type of data that is always gathered by the gpfs.snap command on the
Windows platform.

These items are always obtained by the gpfs.snap command when gathering data for a Windows node:
1. The output from systeminfo.exe

2. Any raw trace files *.tmf and mmfs.trc*

3. The *.pdb symbols from /ust/lpp/mmfs/bin/symbols

Data gathered by gpfs.snap for a master snapshot

This topic describes about the type of data that is always gathered by the gpfs.snap command for a
master snapshot.

When the gpfs.snap command is specified with no options, a master snapshot is taken on the node
where the command was issued. All of the information from [“Data gathered by gpfs.snap on alll

latforms” on page 23 |[“Data gathered by gpfs.snap on AIX” on page 24)|“Data gathered by gpfs.snap onl|
[inux,”|and [“Data gathered by gpfs.snap on Windows”|is obtained, as well as this data:

1. The output of these commands:
* mmauth

* mmgetstate -a
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* mmlscluster
* mmlsconfig
* mmlsdisk
* mmlsfileset
* mmlsfs
* mmlspolicy
* mmlsmgr
* mmlsnode -a
* mmlsnsd
* mmlssnapshot
* mmremotecluster
* mmremotefs
e tsstatus
2. The contents of the /var/adm/ras/mmfs.log.* file (on all nodes in the cluster)

Data gathered by gpfs.snap on Linux for protocols
When the gpfs.snap command runs with no options, data is collected for each of the enabled protocols.

You can turn off the collection of all protocol data and specify the type of protocol information to be
collected using the --protocol option..

Data gathered for SMB on Linux
The following data is always obtained by the gpfs.snap command for the server message block (SMB).

1. The output of these commands:

* ctdb status

e ctdb scriptstatus

* ctdb ip

* ctdb statistics

e ctdb uptime

* smbstatus

* whinfo -t

* rpm -q gpfs.smb

* rpm -q samba

* net conf list

* sharesec --view-all

* mmlsperfdata smb2Throughput -n 1440 -b 60

* mmlsperfdata smb2I0Rate -n 1440 -b 60

* mmlsperfdata smb2IOLatency -n 1440 -b 60

* 1s -1 /var/ctdb

* 1s -1 /var/ctdb/persistent

 tdbtool info for all .tdb files in /var/ctdb/*

« tdbtool check for all .tdb files in /var/ctdb/persistent
2. The content of these files:

+ /var/adm/ras/1og.smbhd

* /var/1ib/samba/*

e /var/lib/ctdb/*
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/etc/sysconfig/gpfs-ctdb
/var/mmfs/ces/smb.conf
/var/mmfs/ces/smb.ctdb.nodes

Data gathered for NFS on Linux
The following data is always obtained by the gpfs.snap command for NFS.

1.

The output of these commands:

* rpm -qi - for all installed ganesha packages

mmnfs export list
mmnfs configuration list

2. The content of these files:

/var/mmfs/ces/nfs-config/x*
/var/log/ganesha.log
/var/tmp/abrt/*

Files stored in the CCR:

gpfs.ganesha.exports.conf
gpfs.ganesha.main.conf
gpfs.ganesha.nfsd.conf
gpfs.ganesha.log.conf

Data gathered for Object on Linux
The following data is always obtained by the gpfs.snap command for Object protocol.

1.

The output of these commands:

* rpm -qi - for all installed openstack rpms

swift info

The content of these files:

/var/log/swift/*

/var/log/keystone/*

/var/log/httpd/~*

/var/log/messages
/etc/httpd/conf/httpd.conf
/etc/httpd/conf.d/ss1.conf
/etc/httpd/conf.d/wsgi-keystone.conf

All files stored in the directory specified in the spectrum-scale-objectizer.conf CCR file in the

objectization_tmp_dir parameter.

Files stored in the CCR:

account-server.conf
account.builder
account.ring.gz
container-server.conf
container.builder
container.ring.gz
object-server.conf
object*.builder
object*.ring.gz
container-reconciler.conf
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* swift.conf

* spectrum-scale-compression-scheduler.conf
* spectrum-scale-object-policies.conf

* spectrum-scale-objectizer.conf

* spectrum-scale-object.conf

* object-server-sof.conf

* object-expirer.conf

* keystone-paste.ini

e policy*.json

* sso/certs/1dap_cacert.pem

* object-expirer.conf

* object-server-sof.conf

* spectrum-scale-compression-scheduler.conf
* spectrum-scale-compression-status.stat

* spectrum-scale-object.conf

* spectrum-scale-object-policies.conf

Data gathered for CES on Linux

The following data is always obtained by the gpfs.snap command for any enabled protocols.
1. The output of these commands:
* mmlscluster --ces
* mmces node list
* mmces address list
* mmces service list -a
* mmccr flist
2. The content of these files:
» /var/adm/ras/mmcesmonitor.log
» /var/adm/ras/mmcesmonitor.log.*
» /var/adm/ras/ras.db (Contents exported as csv file)
* A1l files stored at the cesSharedRoot + /ces/connections/
* A11 files stored at the cesSharedRoot + /ces/addrs/
Files stored in the CCR:
* cesiplist
* ccr.nodes
* ccr.disks

Data gathered for authentication on Linux
The following data is always obtained by the gpfs.snap command for any enabled protocol.

1. The output of these commands:
* mmcesuserauthlsservice
* mmcesuserauthckservice --data-access-method all --nodes cesNodes
* mmcesuserauthckservice --data-access-method all --nodes cesNodes --server-reachability
» systemctl status ypbind
* systemctl status sssd
* ps aux | grep keystone
* 1sof -i
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sestatus
systemctl status firewalld
systemstl status iptables

The content of these files:

/etc/nsswitch.conf
/etc/ypbind.conf
/etc/idmapd.conf

/etc/sssd/*

/etc/krb5.conf

/etc/krb5.keytab
/etc/firewalld/*
/etc/openldap/certs/~*
/etc/keystone/keystone-paste.ini
/etc/keystone/logging.conf
/etc/keystone/policy.json
/etc/keystone/ss1/certs/*
/var/log/keystone/*
/var/log/sssd/*
/var/log/secure/*
/var/log/httpd/*
/etc/httpd/conf/httpd.conf
/etc/httpd/conf.d/ss1.conf
/etc/httpd/conf.d/wsgi-keystone.conf

Files stored in the CCR:

NSSWITCH_CONF
KEYSTONE_CONF
YP_CONF
SSSD_CONF
LDAP_TLS_CACERT
KS_SIGNING_CERT
KS_SIGNING_KEY
KS_SIGNING_CACERT
KS_SSL_CERT
KS_SSL_CACERT
KS_LDAP_CACERT
authccr

Data gathered for performance on Linux
The following data is always obtained by the gpfs.snap command for any enabled protocols.

1.

The output of these commands:

top-nl -b

mmdiag --waiters --iohist --threads --stats --memory
mmfsadm eventsExporter

mmpmon chms

mmfsadm dump nsd

mmfsadm dump mb
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* mmdumpperfdata -r 86400
2. The content of these files:

» /opt/IBM/zimon/*

« /var/log/cnlog/zimon/~*

Data gathered for core dumps on Linux
The following data is gathered when running gpfs.snap with the --protocol core argument:

* If core_pattern is set to dump to a file it will gather files matching that pattern.

* If core_pattern is set to redirect to abrt then everything is gathered from the directory specified in the
abrt.conf file under DumpLocation. If this is not set then '/var/tmp/abrt' is used.

* Other core dump mechanisms are not supported by the script.
* Any files in the directory '/var/adm/ras/cores/' will also be gathered.
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mmdumpperfdata command

Collects and archives the performance metric information.

Synopsis

mmdumpperfdata [--remove-tree] [StartTime EndTime | Duration]
Availability

Available with IBM Spectrum Scale Standard Edition or higher.
Description

The mmdumpperfdata command runs all named queries and computed metrics used in the mmperfmon
query command for each cluster node, writes the output into CSV files, and archives all the files in a
single .tgz file. The file name is in the iss_perfdump_YYYYMMDD_hhmmss.tgz format.

The TAR archive file contains a folder for each cluster node and within that folder there is a text file with
the output of each named query and computed metric.

If the start and end time, or duration are not given, then by default the last four hours of metrics
information is collected and archived.

Parameters

--remove-tree or -r
Removes the folder structure that was created for the TAR archive file.

StartTime
Specifies the start timestamp for query in the YYYY-MM-DD[-hh:mm:ss] format.

EndTime
Specifies the end timestamp for query in the YYYY-MM-DD|[-hh:mm:ss] format.

Duration
Specifies the duration in seconds
Exit status
0 Successful completion.
nonzero
A failure has occurred.
Security

You must have root authority to run the mmdumpperfdata command.

The node on which the command is issued must be able to execute remote shell commands on any other
node in the cluster without the use of a password and without producing any extraneous messages. See
the following IBM Spectrum Scale: Administration and Programming Reference topic: “Requirements for
administering a GPFS file system”.

Examples

1. To archive the performance metric information collected for the default time period of last four hours
and also delete the folder structure that the command creates, issue this command:

mmdumpperfdata --remove-tree
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The system displays output similar to this:

Using the following options:

tstart

tend :

duration: 14400

rem tree: True

Target folder: ./iss_perfdump 20150513 142420

[1/120] Dumping data for node=fscc-hs21-22 and query g=swiftAccThroughput
file: ./iss_perfdump_20150513_142420/fscc-hs21-22/swiftAccThroughput

[2/120] Dumping data for node=fscc-hs21-22 and query g=NetDetails
file: ./iss_perfdump_20150513_142420/fscc-hs21-22/NetDetails

[3/120] Dumping data for node=fscc-hs21-22 and query g=ctdbCalllLatency
file: ./iss_perfdump_20150513_142420/fscc-hs21-22/ctdbCallLatency

[4/120] Dumping data for node=fscc-hs21-22 and query g=usage
file: ./iss_perfdump_20150513 142420/fscc-hs21-22/usage

2. To archive the performance metric information collected for a specific time period, issue this
command:

mmdumpperfdata --remove-tree 2015-01-25-04:04:04 2015-01-26-04:04:04

The system displays output similar to this:

Using the following options:

tstart : 2015-01-25 04:04:04

tend : 2015-01-26 04:04:04

duration:

rem tree: True

Target folder: ./iss_perfdump 20150513 144344

[1/120] Dumping data for node=fscc-hs21-22 and query g=swiftAccThroughput
file: ./iss_perfdump_20150513_144344/fscc-hs21-22/swiftAccThroughput

[2/120] Dumping data for node=fscc-hs21-22 and query g=NetDetails
file: ./iss_perfdump_20150513_144344/fscc-hs21-22/NetDetails

3. To archive the performance metric information collected in the last 200 seconds, issue this command:
mmdumpperfdata --remove-tree 200

The system displays output similar to this:

Using the following options:

tstart

tend :

duration: 200

rem tree: True

Target folder: ./iss_perfdump_20150513_144426

[1/120] Dumping data for node=fscc-hs21-22 and query g=swiftAccThroughput
file: ./iss_perfdump 20150513 144426/fscc-hs21-22/swiftAccThroughput

[2/120] Dumping data for node=fscc-hs21-22 and query g=NetDetails
file: ./iss_perfdump 20150513 144426/fscc-hs21-22/NetDetails

[3/120] Dumping data for node=fscc-hs21-22 and query g=ctdbCalllLatency
file: ./iss_perfdump_20150513_144426/fscc-hs21-22/ctdbCalllLatency

[4/120] Dumping data for node=fscc-hs21-22 and query g=usage
file: ./iss_perfdump_20150513_144426/fscc-hs21-22/usage

[5/120] Dumping data for node=fscc-hs21-22 and query g=smb2I0ORate
file: ./iss_perfdump_20150513_144426/fscc-hs21-22/smb2I0Rate

[6/120] Dumping data for node=fscc-hs21-22 and query g=swiftConLatency
file: ./iss_perfdump_20150513_144426/fscc-hs21-22/swiftConLatency

[7/120] Dumping data for node=fscc-hs21-22 and query g=swiftCon
file: ./iss_perfdump_20150513 144426/fscc-hs21-22/swiftCon

[8/120] Dumping data for node=fscc-hs21-22 and query g=gpfsNSDWaits
file: ./iss_perfdump 20150513 144426/fscc-hs21-22/gpfsNSDWaits

[9/120] Dumping data for node=fscc-hs21-22 and query g=smb2Throughput
file: ./iss_perfdump 20150513 144426/fscc-hs21-22/smb2Throughput
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See also

See also the following IBM Spectrum Scale: Administration and Programming Reference topic:

* “mmperfmon command”.
Location

Jusr/1pp/mmfs/bin

mmfsadm command

The mmfsadm command is intended for use by trained service personnel. IBM suggests you do not run
this command except under the direction of such personnel.

Note: The contents of mmfsadm output might vary from release to release, which could obsolete any
user programs that depend on that output. Therefore, we suggest that you do not create user programs
that invoke mmfsadm.

The mmfsadm command extracts data from GPFS without using locking, so that it can collect the data in
the event of locking errors. In certain rare cases, this can cause GPFS or the node to fail. Several options
of this command exist and might be required for use:

cleanup
Delete shared segments left by a previously failed GPFS daemon without actually restarting the
daemon.

dump what
Dumps the state of a large number of internal state values that might be useful in determining
the sequence of events. The what parameter can be set to all, indicating that all available data
should be collected, or to another value, indicating more restricted collection of data. The output
is presented to STDOUT and should be collected by redirecting STDOUT.

showtrace
Shows the current level for each subclass of tracing available in GPFS. Trace level 14 provides the
highest level of tracing for the class and trace level 0 provides no tracing. Intermediate values
exist for most classes. More tracing requires more storage and results in a higher probability of
overlaying the required event.

trace class n
Sets the trace class to the value specified by n. Actual trace gathering only occurs when the
mmtracectl command has been issued.

Other options provide interactive GPFS debugging, but are not described here. Output from the
mmfsadm command will be required in almost all cases where a GPFS problem is being reported. The
mmfsadm command collects data only on the node where it is issued. Depending on the nature of the
problem, mmfsadm output might be required from several or all nodes. The mmfsadm output from the
file system manager is often required.

To determine where the file system manager is, issue the mmlsmgr command:

mm1smgr

Output similar to this example is displayed:
file system manager node

fs3 9.114.94.65 (c154n01)
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fs2 9.114.94.73 (c154n09)
fsl 9.114.94.81 (c155n01)

Cluster manager node: 9.114.94.65 (c154n01)

Trace facility

The IBM Spectrum Scale system includes many different trace points to facilitate rapid problem
determination of failures.

IBM Spectrum Scale tracing is based on the kernel trace facility on AIX, embedded GPFS trace subsystem
on Linux, and the Windows ETL subsystem on Windows. The level of detail that is gathered by the trace
facility is controlled by setting the trace levels using the mmtracectl command.

The mmtracectl command sets up and enables tracing using default settings for various common problem
situations. Using this command improves the probability of gathering accurate and reliable problem
determination information. For more information about the mmtracectl command, see the IBM Spectrum
Scale: Administration and Programming Reference.

Generating GPFS trace reports

Use the mmtracectl command to configure trace-related configuration variables and to start and stop the
trace facility on any range of nodes in the GPFS cluster.

To configure and use the trace properly:

1. Issue the mmlsconfig dataStructureDump command to verify that a directory for dumps was created
when the cluster was configured. The default location for trace and problem determination data is
/tmp/mmfs. Use mmtracectl, as instructed by the IBM Support Center, to set trace configuration
parameters as required if the default parameters are insufficient. For example, if the problem results in
GPFS shutting down, set the traceRecycle variable with --trace-recycle as described in the mmtracectl
command in order to ensure that GPFS traces are performed at the time the error occurs.

If desired, specify another location for trace and problem determination data by issuing this
command:

mmchconfig dataStructureDump=path_for_storage_of dumps

2. To start the tracing facility on all nodes, issue this command:
mmtracectl --start

3. Re-create the problem.

4. When the event to be captured occurs, stop the trace as soon as possible by issuing this command:
mmtracectl --stop

5. The output of the GPFS trace facility is stored in /tmp/mmfs, unless the location was changed using
the mmchconfig command in Step |1} Save this output.

6. If the problem results in a shutdown and restart of the GPFS daemon, set the traceRecycle variable as
necessary to start tracing automatically on daemon startup and stop the trace automatically on
daemon shutdown.

If the problem requires more detailed tracing, the IBM Support Center might ask you to modify the GPFS

trace levels. Use the mmtracectl command to establish the required trace classes and levels of tracing. The
syntax to modify trace classes and levels is as follows:

mmtracect] --set --trace={io | all | def | "Class Level [Class Level ...]"}

For example, to tailor the trace level for 1/0, issue the following command:
mmtracect] --set --trace=io

Once the trace levels are established, start the tracing by issuing:
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mmtracectl --start

After the trace data has been gathered, stop the tracing by issuing:

mmtracect]l --stop

To clear the trace settings and make sure tracing is turned off, issue:

mmtracectl --off

Other possible values that can be specified for the trace Class include:

afm
active file management

alloc
disk space allocation

allocmgr
allocation manager

basic
basic' classes

brl
byte range locks

cksum
checksum services

cleanup
cleanup routines

cmd
ts commands

defrag
defragmentation

dentry
dentry operations

dentryexit
daemon routine entry/exit

disk
physical disk I/O

disklease
disk lease

dmapi
Data Management API

ds data shipping

errlog
error logging

eventsExporter
events exporter

file
file operations

fs file system
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fsck
online multinode fsck

ialloc
inode allocation

io physical I/O

kentryexit
kernel routine entry/exit

kernel
kernel operations

klockl
low-level vfs locking

ksvfs
generic kernel vfs information

Tock
interprocess locking

log
recovery log

malloc
malloc and free in shared segment

mb mailbox message handling

mmpmon
mmpmon command

mnode
mnode operations

msg
call to routines in SharkMsg.h

mutex
mutexes and condition variables

nsd
network shared disk

perfmon
performance monitors

pgalloc
page allocator tracing

pin

pinning to real memory
pit

parallel inode tracing

quota
quota management

rdma
rdma

sanergy
SANergy®
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scsi
scsi services

sec
cluster security

shared
shared segments

smb
SMB locks

sp SP message handling

super
super_operations

tasking
tasking system but not Thread operations

thread
operations in Thread class

tm token manager
ts daemon specific code

userl
miscellaneous tracing and debugging

user2
miscellaneous tracing and debugging

vbhv1
behaviorals

vnode
vnode layer of VFS kernel support

vnop
one line per VNOP with all important information
Values that can be specified for the trace Class, relating to vdisks, include:

vdb
vdisk debugger

vdisk
vdisk

vhosp
vdisk hospital

For more information about vdisks and GPFS Native RAID, see IBM Spectrum Scale RAID: Administration.

The trace Level can be set to a value from 0 through 14, which represents an increasing level of detail. A
value of 0 turns tracing off. To display the trace level in use, issue the [mmfsadm showtrace| command.

On AIX, the —aix-trace-buffer-size option can be used to control the size of the trace buffer in memory.

On Linux nodes only, use the mmtracectl command to change the following:
* The trace buffer size in blocking mode.
For example, to set the trace buffer size in blocking mode to 8K, issue:
mmtracect] --set --tracedev-buffer-size=8K
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* The raw data compression level.
For example, to set the trace raw data compression level to the best ratio, issue:
mmtracectl --set --tracedev-compression-level=9

* The trace buffer size in overwrite mode.
For example, to set the trace buffer size in overwrite mode to 32K, issue:
mmtracect] --set --tracedev-overwrite-buffer-size=32K

* When to overwrite the old data.

For example, to wait to overwrite the data until the trace data is written to the local disk and the
buffer is available again, issue:

mmtracectl --set --tracedev-write-mode=blocking

Note: Before switching between --tracedev-write-mode=overwrite and --tracedev-write-
mode=blocking, or vice versa, run the mmtracectl --stop command first. Next, run the mmtracectl --set
--tracedev-write-mode command to switch to the desired mode. Finally, restart tracing with the
mmtracectl --start command.

For more information about the mmtracectl command, see the IBM Spectrum Scale: Administration and
Programming Reference.

Best practices for setting up core dumps on a client system

No core dump configuration is set up by IBM Spectrum Scale by default. Core dumps can be configured
in a few ways.

core_pattern + ulimit

The simplest way is to change the core_pattern file at /proc/sys/kernel/core_pattern and to enable core
dumps using the command 'ulimit -c unlimited'. Setting it to something like /var/Tog/cores/core.%e.%t.
%h.%p will produce core dumps similar to core.bash.1236975953.node01.2344 in /var/Tog/cores. This
will create core dumps for Linux binaries but will not produce information for Java" or Python
exceptions.

ABRT
ABRT can be used to produce more detailed output as well as output for Java and Python exceptions.

The following packages should be installed to configure abrt:
* abrt (Core package)

* abrt-cli (CLI tools)

* abrt-libs (Libraries)

* abrt-addon-ccpp (C/C++ crash handler)

* abrt-addon-python (Python unhandled exception handler)
* abrtjava-connector (Java crash handler)

This overwrites the values stored in core_pattern to pass core dumps to abrt. It then writes this
information to the abrt directory configured in /etc/abrt/abrt.conf. Python exceptions is caught by the
python interpreter automatically importing the abrt.pth file installed in /usr/1ib64/python2.7/site-
packages/. If some custom configuration has changed this behavior, Python dumps may not be created.

To get Java runtimes to report unhandled exceptions through abrt, they must be executed with the
command line argument '-agentpath=/usr/lib64/libabrt-java-connector.so'.
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Note: Passing exception information to ABRT by using the ABRT library will cause a decrease in the
performance of the application.

ABRT Config files
The ability to collect core dumps has been added to gpfs.snap using the '--protocol core' option.

This attempts to gather core dumps from a number of locations:

* If core_pattern is set to dump to a file it will attempt to get dumps from the absolute path or from the
root directory (the CWD for all IBM Spectrum Scale processes)

* If core_pattern is set to redirect to abrt it will try to read the /etc/abrt/abrt.conf file and read the
‘DumpLocation’ variable. All files and folders under this directory will be gathered.

* If the 'DumpLocation’ value cannot be read then a default of '/var/tmp/abrt’' is used.

* If core_pattern is set to use something other than abrt or a file path, core dumps will not be collected
for the OS.

Samba can dump to the directory '/var/adm/ras/cores/'. Any files in this directory will be gathered.
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Chapter 2. Troubleshooting options available in GUI

You can use logs available in the IBM Spectrum Scale GUI to troubleshoot some issues.
Events

Use Monitoring > Events page in the GUI to monitor the events that are reported in the system. The
Events page displays events and you can monitor and troubleshoot errors on your system.

There are three options to filter events by their status:
* Current Issues displays all unfixed errors and warnings.

* Unread Messages displays all unfixed errors and warnings and information messages that are not
marked as read.

+ All Events displays every event, no matter if it is fixed or marked as read.

The status icons help to quickly determine whether the event is informational, a warning, or an error.
Click an event and select Properties from the Action menu to see detailed information on the event. The
event table displays the most recent events first.

Marking events as Read

You can mark certain events as read to change the status of the event in the events view. The status icons
become gray in case an error or warning is fixed or if it is marked as read.

There are events on states that start with "MS*". These events can be errors, warnings, or information
messages that cannot be marked as read and these events automatically change the status from current to
historic when the problem is resolved or information condition changes. The user must either fix the
problem or change the state of some component to make the current event a historical event. There are
also message events that start with MM*. These events never become historic by themselves. The user
must use the action Mark as Read on those events to make them historical because the system cannot
detect itself even if the problem or information is not valid anymore.

Running fix procedure

Some issues can be resolved by running a fix procedure. Use action Run Fix Procedure to do so. The
Events page provides a recommendation for which fix procedure to run next.

Logs

IBM Support might ask you to collect trace files and dump files from the system to help them resolve a
problem. Typically, you perform this task from the management GUI. Use Settings > Download Logs
page to download logs through GUL

You can download the following two types of log files:
* GUI log files
* GUI and full IBM Spectrum Scale log files

The GUI log files contain the issues that are related to GUI and it is smaller in size as well. The full log
files give details of all kinds of IBM Spectrum Scale issues. The GUI log consists of the following types of
information:

* Traces from the GUI that contains the information about errors occurred inside GUI code
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 Several configuration files of GUI and postgreSQL
* Dump of postgreSQL database that contains IBM Spectrum Scale configuration data and events
* Output of most mmls* commands

* Logs from the performance collector

The full GUI and IBM Spectrum Scale log file help to analyze all kinds of IBM Spectrum Scale issues.
These files are large (gigabytes) and might take an hour to download. You need to select the number of
days for which you need to download the log files. These logs files are collected from each individual
node. In a cluster with hundreds of nodes, downloading these log files might take a long time and the
downloaded file can be large in size. It is recommended to limit the number of days so that it reduces the
size of the log file. It is always better to reduce the size of the log file as you might need to send it to
IBM Support to help fix the issues.

The issues that are reported in the GUI logs are enough to understand the problem in most of the cases.
So, it is recommended to try out the GUI log files first before you download the full log files.
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Chapter 3. GPFS cluster state information

There are a number of GPFS commands used to obtain cluster state information.

The information is organized as follows:

* [“The mmafmctl Device getstate command”|

* [“The mmdiag command”|

* [“The mmgetstate command”|

* [“The mmlscluster command” on page 44|

* [“The mmlsconfig command” on page 45|

+ [“The mmrefresh command” on page 45|

* [“The mmsdrrestore command” on page 46|

* [“The mmexpelnode command” on page 46|

The mmafmctl Device getstate command

The mmafmctl Device getstate command displays the status of active file management cache filesets and
gateway nodes.

When this command displays a NeedsResync target/fileset state, inconsistencies between home and cache
are being fixed automatically; however, unmount and mount operations are required to return the state to
Active.

The mmafmctl Device getstate command is fully described in the GPFS Commands chapter in the IBM
Spectrum Scale: Administration and Programming Reference.

The mmdiag command

The mmdiag command displays diagnostic information about the internal GPFS state on the current
node.

Use the mmdiag command to query various aspects of the GPFS internal state for troubleshooting and
tuning purposes. The mmdiag command displays information about the state of GPFS on the node where
it is executed. The command obtains the required information by querying the GPFS daemon process
(mmfsd), and thus will only function when the GPFS daemon is running.

The mmdiag command is fully described in the GPFS Commands chapter in IBM Spectrum Scale:
Administration and Programming Reference.

The mmgetstate command

The mmgetstate command displays the state of the GPFS daemon on one or more nodes.

These flags are of interest for problem determination:

-a List all nodes in the GPFS cluster. The option does not display information for nodes that cannot be
reached. You may obtain more information if you specify the -v option.

-L Additionally display quorum, number of nodes up, and total number of nodes.
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The total number of nodes may sometimes be larger than the actual number of nodes in the cluster.
This is the case when nodes from other clusters have established connections for the purposes of
mounting a file system that belongs to your cluster.

-s Display summary information: number of local and remote nodes that have joined in the cluster,
number of quorum nodes, and so forth.

-v Display intermediate error messages.
The remaining flags have the same meaning as in the mmshutdown command. They can be used to
specify the nodes on which to get the state of the GPFS daemon.

The GPFS states recognized and displayed by this command are:

active
GPFS is ready for operations.

arbitrating
A node is trying to form quorum with the other available nodes.

down
GPFS daemon is not running on the node or is recovering from an internal error.

unknown
Unknown value. Node cannot be reached or some other error occurred.

For example, to display the quorum, the number of nodes up, and the total number of nodes, issue:
mmgetstate -L -a

The system displays output similar to:
Node number Node name Quorum Nodes up Total nodes GPFS state Remarks

2 k154n06 1* 3 7 active quorum node
3 k155n05 1* 3 7 active quorum node
4 k155n06 1* 3 7 active quorum node
5 k155n07 1* 3 7 active
6 k155n08 1* 3 7 active
9 k1561nx02 1= 3 7 active
11 k155n09 1* 3 7 active

where *, if present, indicates that tiebreaker disks are being used.

The mmgetstate command is fully described in the GPFS Commands chapter in the IBM Spectrum Scale:
Administration and Programming Reference.

The mmiliscluster command

The mmlscluster command displays GPFS cluster configuration information.

The syntax of the mmlscluster command is:
mmiscluster

The system displays output similar to:
GPFS cluster information

GPFS cluster name: clusterl.kgn.ibm.com
GPFS cluster id: 680681562214606028
GPFS UID domain: clusterl.kgn.ibm.com
Remote shell command: /usr/bin/rsh

Remote file copy command: /usr/bin/rcp
Repository type: server-based
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GPFS cluster configuration servers:

Primary server: k164n06.kgn.ibm.com
Secondary server: k164n05.kgn.ibm.com

Node Daemon node name IP address Admin node name Designation

1 k164n04.kgn.ibm.com 198.117.68.68  k164n04.kgn.ibm.com  quorum
2  k164n05.kgn.ibm.com 198.117.68.71  k164n05.kgn.ibm.com  quorum
3 k164n06.kgn.ibm.com 198.117.68.70  k164n06.kgn.ibm.com  quorum-manager

The mmlscluster command is fully described in the GPFS Commands chapter in the IBM Spectrum Scale:
Administration and Programming Reference.

The mmisconfig command

The mmlsconfig command displays current configuration data for a GPFS cluster.

Depending on your configuration, additional information not documented in either the mmcrcluster
command or the mmchconfig command may be displayed to assist in problem determination.

If a configuration parameter is not shown in the output of this command, the default value for that
parameter, as documented in the mmchconfig command, is in effect.

The syntax of the mmlsconfig command is:
mmlsconfig

The system displays information similar to:
Configuration data for cluster cll.cluster:

clusterName cll.cluster
clusterId 680752107138921233
autoload no

minReleaseLevel 4.1.0.0
pagepool 1G

maxblocksize 4m

[c5n974]

pagepool 3500m

[common]

cipherList EXP-RC4-MD5

File systems in cluster cll.cluster:

/dev/fs2

The mmlsconfig command is fully described in the GPFS Commands chapter in the IBM Spectrum Scale:
Administration and Programming Reference.

The mmrefresh command

The mmrefresh command is intended for use by experienced system administrators who know how to
collect data and run debugging routines.

Use the mmrefresh command only when you suspect that something is not working as expected and the
reason for the malfunction is a problem with the GPFS configuration data. For example, a mount
command fails with a device not found error, and you know that the file system exists. Another example
is if any of the files in the /var/mmfs/gen directory were accidentally erased. Under normal
circumstances, the GPFS command infrastructure maintains the cluster data files automatically and there
is no need for user intervention.
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The mmrefresh command places the most recent GPFS cluster configuration data files on the specified
nodes. The syntax of this command is:

mmrefresh [-f] [ -a | -N {Node[,Node...] | NodeFile | NodeClass}]

The -f flag can be used to force the GPFS cluster configuration data files to be rebuilt whether they
appear to be at the most current level or not. If no other option is specified, the command affects only the
node on which it is run. The remaining flags have the same meaning as in the mmshutdown command,
and are used to specify the nodes on which the refresh is to be performed.

For example, to place the GPFS cluster configuration data files at the latest level, on all nodes in the
cluster, issue:

mmrefresh -a

The mmsdrrestore command

The mmsdrrestore command is intended for use by experienced system administrators.

The mmsdrrestore command restores the latest GPFS system files on the specified nodes. If no nodes are
specified, the command restores the configuration information only on the node where it is invoked. If
the local GPFS configuration file is missing, the file specified with the -F option from the node specified
with the -p option is used instead.

This command works best when used in conjunction with the mmsdrbackup user exit, which is
described in the GPFS user exits topic in the IBM Spectrum Scale: Administration and Programming Reference.

For more information, see mmsdrrestore command in IBM Spectrum Scale: Administration and Programming
Reference.

The mmexpelnode command

The mmexpelnode command instructs the cluster manager to expel the target nodes and to run the
normal recovery protocol.

The cluster manager keeps a list of the expelled nodes. Expelled nodes will not be allowed to rejoin the
cluster until they are removed from the list using the -r or --reset option on the mmexpelnode command.
The expelled nodes information will also be reset if the cluster manager node goes down or is changed
with mmchmgr -c.

The syntax of the mmexpelnode command is:

mmexpelnode [-o | --once] [-f | --is-fenced] [-w | --wait] -N Node[,Node...]
Or,

mmexpelnode {-1 | --list}

Or,

mmexpelnode {-r | --reset} -N {all | Node[,Node...]}

The flags used by this command are:

-0 | --once
Specifies that the nodes should not be prevented from rejoining. After the recovery protocol
completes, expelled nodes will be allowed to rejoin the cluster immediately, without the need to first
invoke mmexpelnode --reset.

-f | --is-fenced
Specifies that the nodes are fenced out and precluded from accessing any GPFS disks without first
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rejoining the cluster (for example, the nodes were forced to reboot by turning off power). Using this

flag allows GPFS to start log recovery immediately, skipping the normal 35-second wait.

-w | --wait
Instructs the mmexpelnode command to wait until GPFS recovery for the failed node has completed

before it runs.

-1 | --Tist

Lists all currently expelled nodes.

-r | --reset
Allows the specified nodes to rejoin the cluster (that is, resets the status of the nodes). To unexpel all

of the expelled nodes, issue: mmexpelnode -r -N all.

-N {al1 | Node[,Node...]}

Specifies a list of host names or IP addresses that represent the nodes to be expelled or unexpelled.
Specify the daemon interface host names or IP addresses as shown by the mmlscluster command.
The mmexpelnode command does not support administration node names or node classes.

Note: -N all can only be used to unexpel nodes.

Examples of the mmexpelnode command

1.

To expel node c100clrp3, issue the command:
mmexpelnode -N c100clrp3

To show a list of expelled nodes, issue the command:
mmexpelnode --Tist

The system displays information similar to:

Node List

192.168.100.35 (c100clrp3.ppd.pok.ibm.com)

To allow node c100clrp3 to rejoin the cluster, issue the command:

mmexpelnode -r -N c100clrp3
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Chapter 4. GPFS file system and disk information

The problem determination tools provided with GPFES for file system, disk and NSD problem
determination are intended for use by experienced system administrators who know how to collect data
and run debugging routines.

The information is organized as follows:

* [“Restricted mode mount”|

[‘Read-only mode mount”|

[“The Isof command” on page 50|

[“The mmlsmount command” on page 50|

* [“The mmapplypolicy -L command” on page 51|

[*The mmcheckquota command” on page 57|

[“The mmlsnsd command” on page 57|

[‘The mmwindisk command” on page 58|

[“The mmfileid command” on page 59|
[“The SHA digest” on page 61|

Restricted mode mount

GPFS provides a capability to mount a file system in a restricted mode when significant data structures
have been destroyed by disk failures or other error conditions.

Restricted mode mount is not intended for normal operation, but may allow the recovery of some user
data. Only data which is referenced by intact directories and metadata structures would be available.

Attention:

1. Follow the procedures in [“Information to be collected before contacting the IBM Support Center” on|
and then contact the IBM Support Center before using this capability.

2. Attempt this only after you have tried to repair the file system with the mmfsck command. (See
[“Why does the offline mmfsck command fail with "Error creating internal storage"?” on page 147.)

3. Use this procedure only if the failing disk is attached to an AIX or Linux node.

Some disk failures can result in the loss of enough metadata to render the entire file system unable to
mount. In that event it might be possible to preserve some user data through a restricted mode mount. This
facility should only be used if a normal mount does not succeed, and should be considered a last resort
to save some data after a fatal disk failure.

Restricted mode mount is invoked by using the mmmount command with the -o rs flags. After a
restricted mode mount is done, some data may be sufficiently accessible to allow copying to another file
system. The success of this technique depends on the actual disk structures damaged.

Read-only mode mount

Some disk failures can result in the loss of enough metadata to make the entire file system unable to
mount. In that event, it might be possible to preserve some user data through a read-only mode mount.

Attention: Attempt this only after you have tried to repair the file system with the mmfsck command.
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This facility should be used only if a normal mount does not succeed, and should be considered a last
resort to save some data after a fatal disk failure.

Read-only mode mount is invoked by using the mmmount command with the -o ro flags. After a
read-only mode mount is done, some data may be sufficiently accessible to allow copying to another file
system. The success of this technique depends on the actual disk structures damaged.

The Isof command

The Isof (list open files) command returns the user processes that are actively using a file system. It is
sometimes helpful in determining why a file system remains in use and cannot be unmounted.

The 1sof command is available in Linux distributions or by using anonymous ftp from
Isof.itap.purdue.edu (cd to /pub/tools/unix/Isof). The inventor of the Isof command is Victor A. Abell
(abe@purdue.edu), Purdue University Computing Center.

The mmismount command

The mmlsmount command lists the nodes that have a given GPFS file system mounted.

Use the -L option to see the node name and IP address of each node that has the file system in use. This
command can be used for all file systems, all remotely mounted file systems, or file systems mounted on
nodes of certain clusters.

While not specifically intended as a service aid, the mmlsmount command is useful in these situations:

1. When writing and debugging new file system administrative procedures, to determine which nodes
have a file system mounted and which do not.

2. When mounting a file system on multiple nodes, to determine which nodes have successfully
completed the mount and which have not.

3. When a file system is mounted, but appears to be inaccessible to some nodes but accessible to others,
to determine the extent of the problem.

4. When a normal (not force) unmount has not completed, to determine the affected nodes.

5. When a file system has force unmounted on some nodes but not others, to determine the affected
nodes.

For example, to list the nodes having all file systems mounted:
mmlsmount all -L

The system displays output similar to:
File system fs2 is mounted on 7 nodes:

192.168.3.53 c25m3nl12 c34.cluster
192.168.110.73 ¢34f2n01 c34.cluster
192.168.110.74 c34f2n02 c34.cluster
192.168.148.77 cl2c4apv7 c34.cluster
192.168.132.123 c20m2n03 c34.cluster (internal mount)
192.168.115.28 js21n92 c34.cluster (internal mount)
192.168.3.124  c3m3nl4 c3.cluster

File system fs3 is not mounted.

File system fs3 (c3.cluster:fs3) is mounted on 7 nodes:

192.168.2.11 c2m3n01 c3.cluster
192.168.2.12 c2m3n02 c3.cluster
192.168.2.13 c2m3n03 c3.cluster
192.168.3.123  c3m3n13 c3.cluster
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192.168.3.124  c3m3nl4d c3.cluster
192.168.110.74 c34f2n02 c34.cluster
192.168.80.20 c21flnl0 c2l.cluster

The mmlsmount command is fully described in the GPFS Commands chapter in the IBM Spectrum Scale:
Administration and Programming Reference.

The mmapplypolicy -L command

Use the -L flag of the mmapplypolicy command when you are using policy files to manage storage
resources and the data stored on those resources. This command has different levels of diagnostics to
help debug and interpret the actions of a policy file.

The -L flag, used in conjunction with the -I test flag, allows you to display the actions that would be
performed by a policy file without actually applying it. This way, potential errors and misunderstandings
can be detected and corrected without actually making these mistakes.

These are the trace levels for the mmapplypolicy -L flag:

Value Description

0 Displays only serious errors.

1 Displays some information as the command runs, but not for each file.

2 Displays each chosen file and the scheduled action.

3 Displays the information for each of the preceding trace levels, plus each candidate file and the

applicable rule.

4 Displays the information for each of the preceding trace levels, plus each explicitly excluded file,
and the applicable rule.

5 Displays the information for each of the preceding trace levels, plus the attributes of candidate
and excluded files.

6 Displays the information for each of the preceding trace levels, plus files that are not candidate
files, and their attributes.

These terms are used:

candidate file
A file that matches a policy rule.

chosen file
A candidate file that has been scheduled for an action.

This policy file is used in the examples that follow:

/* Exclusion rule */

RULE 'exclude *.save files' EXCLUDE WHERE NAME LIKE '%.save'
/* Deletion rule */

RULE 'delete' DELETE FROM POOL 'spl' WHERE NAME LIKE '%tmp%'
/* Migration rule =/

RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WHERE NAME LIKE '%file%'
/* Typo in rule : removed later x/

RULE 'exclude 2' EXCULDE

/* List rule */

RULE EXTERNAL LIST 'tmpfiles' EXEC '/tmp/exec.list'

RULE 'all' LIST 'tmpfiles' where name 1ike '%tmp%'

These are some of the files in file system /fs1:
datal file.tmp0 file.tmpl file®@ filel filel.save file2.save
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The mmapplypolicy command is fully described in the GPFS Commands chapter in the IBM Spectrum
Scale: Administration and Programming Reference.

mmapplypolicy -L 0

Use this option to display only serious errors.

In this example, there is an error in the policy file. This command:
mmapplypolicy fsl -P policyfile -I test -L 0

produces output similar to this:

[E:-1] Error while loading policy rules.

PCSQLERR: Unexpected SQL identifier token - 'EXCULDE'.

PCSQLCTX: at line 8 of 8: RULE 'exclude 2' {{{EXCULDE}}}

mmapplypolicy: Command failed. Examine previous error messages to determine cause.

The error in the policy file is corrected by removing these lines:

/* Typo in rule */
RULE 'exclude 2' EXCULDE

Now rerun the command:
mmapplypolicy fsl -P policyfile -I test -L 0

No messages are produced because no serious errors were detected.

mmapplypolicy -L 1
Use this option to display all of the information (if any) from the previous level, plus some information

as the command runs, but not for each file. This option also displays total numbers for file migration and
deletion.

This command:

mmapplypolicy fsl -P policyfile -I test -L 1

produces output similar to this:
[I]1 GPFS Current Data Pool Utilization in KB and %

spl 5120 19531264 0.026214%
system 102400 19531264 0.524288%

[1I] Loaded policy rules from policyfile.
Evaluating MIGRATE/DELETE/EXCLUDE rules with CURRENT_TIMESTAMP = 2009-03-04@02:40:12 UTC
parsed 0 Placement Rules, O Restore Rules, 3 Migrate/Delete/Exclude Rules,
1 List Rules, 1 External Pool/List Rules
/* Exclusion rule x/
RULE 'exclude *.save files' EXCLUDE WHERE NAME LIKE '%.save'
/* Deletion rule */
RULE 'delete' DELETE FROM POOL 'spl' WHERE NAME LIKE '%tmp%'
/* Migration rule =/
RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WHERE NAME LIKE '%file%’
/* List rule */
RULE EXTERNAL LIST 'tmpfiles' EXEC '/tmp/exec.list'
RULE 'all' LIST 'tmpfiles' where name like '%tmp%'
[I] Directories scan: 10 files, 1 directories, O other objects, 0 'skipped' files and/or errors.
[I] Inodes scan: 10 files, 1 directories, 0 other objects, 0 'skipped' files and/or errors.
[I] Summary of Rule Applicability and File Choices:

Rule# Hit_Cnt KB_Hit Chosen KB_Chosen KB_I11 Rule

0 2 32 0 0 0 RULE 'exclude *.save files' EXCLUDE WHERE(.)

1 2 16 2 16 0 RULE 'delete' DELETE FROM POOL 'spl' WHERE(.)

2 2 32 2 32 0 RULE 'migration to system pool' MIGRATE FROM POOL \
'spl' TO POOL 'system' WHERE(.)

3 2 16 2 16 0 RULE 'all' LIST 'tmpfiles' WHERE(.)
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[I] Files with no applicable rules: 5.

[I] GPFS Policy Decisions and File Choice Totals:
Chose to migrate 32KB: 2 of 2 candidates;

Chose to premigrate OKB: O candidates;

Already co-managed OKB: O candidates;

Chose to delete 16KB: 2 of 2 candidates;

Chose to Tist 16KB: 2 of 2 candidates;

OKB of chosen data is illplaced or illreplicated;
Predicted Data Pool Utilization in KB and %:

spl 5072 19531264 0.025969%
system 102432 19531264 0.524451%

mmapplypolicy -L 2

Use this option to display all of the information from the previous levels, plus each chosen file and the

scheduled migration or deletion action.

This command:
mmapplypolicy fsl -P policyfile -I test -L 2

produces output similar to this:
[I] GPFS Current Data Pool Utilization in KB and %

spl 5120 19531264 0.026214%
system 102400 19531264 0.524288%

[I] Loaded policy rules from policyfile.
Evaluating MIGRATE/DELETE/EXCLUDE rules with CURRENT TIMESTAMP = 2009-03-04002:43:10 UTC
parsed 0 Placement Rules, O Restore Rules, 3 Migrate/Delete/Exclude Rules,
1 List Rules, 1 External Pool/List Rules
/* Exclusion rule x/
RULE 'exclude *.save files' EXCLUDE WHERE NAME LIKE '%.save'
/* Deletion rule */
RULE 'delete' DELETE FROM POOL 'spl' WHERE NAME LIKE '%tmp%'
/* Migration rule x/
RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WHERE NAME LIKE '%file%'
/* List rule */
RULE EXTERNAL LIST 'tmpfiles' EXEC '/tmp/exec.list'
RULE 'all' LIST 'tmpfiles' where name Tike '%tmp%'
[I] Directories scan: 10 files, 1 directories, O other objects, 0 'skipped' files and/or errors.
[1] Inodes scan: 10 files, 1 directories, 0 other objects, 0 'skipped' files and/or errors.
WEIGHT (INF) LIST 'tmpfiles' /fsl/file.tmpl SHOW()
WEIGHT(INF) LIST 'tmpfiles' /fsl/file.tmpO SHOW()
WEIGHT (INF) DELETE /fs1/file.tmpl SHOW()
WEIGHT (INF) DELETE /fsl/file.tmp® SHOW()
WEIGHT (INF) MIGRATE /fsl/filel TO POOL system SHOW()
WEIGHT(INF) MIGRATE /fs1/file® TO POOL system SHOW()
[I] Summary of Rule Applicability and File Choices:

Rule# Hit Cnt KB_Hit Chosen KB Chosen KB_IT1 Rule

0 2 32 0 0 0 RULE 'exclude *.save files' EXCLUDE WHERE(.)

1 2 16 2 16 0 RULE 'delete' DELETE FROM POOL 'spl' WHERE(.)

2 2 32 2 32 0 RULE 'migration to system pool' MIGRATE FROM POOL \

'spl' TO POOL 'system' WHERE(.)
3 2 16 2 16 0 RULE 'all' LIST 'tmpfiles' WHERE(.)

[I] Files with no applicable rules: 5.

[I] GPFS Policy Decisions and File Choice Totals:
Chose to migrate 32KB: 2 of 2 candidates;

Chose to premigrate OKB: 0 candidates;

Already co-managed OKB: O candidates;

Chose to delete 16KB: 2 of 2 candidates;

Chose to 1ist 16KB: 2 of 2 candidates;
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OKB of chosen data is illplaced or illreplicated;
Predicted Data Pool Utilization in KB and %:

spl 5072 19531264 0.025969%
system 102432 19531264 0.524451%

where the lines:

WEIGHT (INF) LIST 'tmpfiles' /fsl/file.tmpl SHOW()
WEIGHT (INF) LIST 'tmpfiles' /fsl/file.tmpO SHOW()
WEIGHT(INF) DELETE /fsl/file.tmpl SHOW()

WEIGHT (INF) DELETE /fs1/file.tmp® SHOW()

WEIGHT(INF) MIGRATE /fs1/filel TO POOL system SHOW()
WEIGHT (INF) MIGRATE /fs1/file0 TO POOL system SHOW()

show the chosen files and the scheduled action.

mmapplypolicy -L 3
Use this option to display all of the information from the previous levels, plus each candidate file and the
applicable rule.

This command:
mmapplypolicy fsl-P policyfile -I test -L 3

produces output similar to this:
[I] GPFS Current Data Pool Utilization in KB and %

spl 5120 19531264 0.026214%
system 102400 19531264 0.524288%

[I] Loaded policy rules from policyfile.
Evaluating MIGRATE/DELETE/EXCLUDE rules with CURRENT TIMESTAMP = 2009-03-04002:32:16 UTC
parsed 0 Placement Rules, O Restore Rules, 3 Migrate/Delete/Exclude Rules,
1 List Rules, 1 External Pool/List Rules
/* Exclusion rule x/
RULE 'exclude *.save files' EXCLUDE WHERE NAME LIKE '%.save'
/* Deletion rule */
RULE 'delete' DELETE FROM POOL 'spl' WHERE NAME LIKE '%tmp%'
/* Migration rule x/
RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WHERE NAME LIKE '%file%’
/* List rule */
RULE EXTERNAL LIST 'tmpfiles' EXEC '/tmp/exec.list'
RULE 'all' LIST 'tmpfiles' where name like '%tmp%'
[I] Directories scan: 10 files, 1 directories, O other objects, 0 'skipped' files and/or errors.
/fs1l/file.tmpl RULE 'delete' DELETE FROM POOL 'spl' WEIGHT(INF)
/fsl/file.tmpl  RULE 'all' LIST 'tmpfiles' WEIGHT(INF)
/fs1/file.tmp® RULE 'delete' DELETE FROM POOL 'spl' WEIGHT(INF)
/fsl/file.tmp® RULE 'all' LIST 'tmpfiles' WEIGHT(INF)
/fs1l/filel RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)
/fs1/filed RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)
[I] Inodes scan: 10 files, 1 directories, 0 other objects, 0 'skipped' files and/or errors.
WEIGHT (INF) LIST 'tmpfiles' /fsl/file.tmpl SHOW()
WEIGHT (INF) LIST 'tmpfiles' /fsl/file.tmpO SHOW()
WEIGHT (INF) DELETE /fsl/file.tmpl SHOW()
WEIGHT (INF) DELETE /fsl/file.tmpO SHOW()
WEIGHT(INF) MIGRATE /fs1/filel TO POOL system SHOW()
WEIGHT (INF) MIGRATE /fsl/file0® TO POOL system SHOW()
[I] Summary of Rule Applicability and File Choices:

Rule# Hit_Cnt KB_Hit Chosen KB_Chosen KB_IT1 Rule

0 2 32 0 0 0 RULE 'exclude *.save files' EXCLUDE WHERE(.)

1 2 16 2 16 0 RULE 'delete' DELETE FROM POOL 'spl' WHERE(.)

2 2 32 2 32 0 RULE 'migration to system pool' MIGRATE FROM POOL \
'spl' TO POOL 'system' WHERE(.)

3 2 16 2 16 0 RULE 'all' LIST 'tmpfiles' WHERE(.)

[I] Files with no applicable rules: 5.
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[I] GPFS Policy Decisions and File Choice Totals:
Chose to migrate 32KB: 2 of 2 candidates;

Chose to premigrate OKB: O candidates;

Already co-managed OKB: O candidates;

Chose to delete 16KB: 2 of 2 candidates;

Chose to Tist 16KB: 2 of 2 candidates;

OKB of chosen data is illplaced or illreplicated;
Predicted Data Pool Utilization in KB and %:

spl 5072 19531264 0.025969%
system 102432 19531264 0.524451%

where the lines:

/fsl/file.tmpl RULE 'delete' DELETE FROM POOL 'spl' WEIGHT(INF)

/fsl/file.tmpl  RULE 'all' LIST 'tmpfiles' WEIGHT(INF)

/fsl/file.tmp® RULE 'delete' DELETE FROM POOL 'spl' WEIGHT(INF)

/fs1/file.tmp® RULE 'all' LIST 'tmpfiles' WEIGHT(INF)

/fsl/filel RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)
/fsl/filed RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)

show the candidate files and the applicable rules.

mmapplypolicy -L 4
Use this option to display all of the information from the previous levels, plus the name of each explicitly
excluded file, and the applicable rule.

This command:
mmapplypolicy fsl -P policyfile -I test -L 4

produces the following additional information:

[I] Directories scan: 10 files, 1 directories, O other objects, 0 'skipped' files and/or errors.
/fsl/filel.save RULE 'exclude *.save files' EXCLUDE

/fsl/file2.save RULE 'exclude *.save files' EXCLUDE

/fsl/file.tmpl RULE 'delete' DELETE FROM POOL 'spl' WEIGHT(INF)

/fsl/file.tmpl RULE 'all' LIST 'tmpfiles' WEIGHT(INF)

/fsl/file.tmp® RULE 'delete' DELETE FROM POOL 'spl' WEIGHT(INF)

/fsl/file.tmp® RULE 'all' LIST 'tmpfiles' WEIGHT(INF)

/fsl/filel RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)
/fs1/filed RULE 'migration to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)

where the lines:

/fsl/filel.save RULE 'exclude *.save files' EXCLUDE
/fsl/file2.save RULE 'exclude *.save files' EXCLUDE

indicate that there are two excluded files, /fs1/filel.save and /fs1/file2.save.

mmapplypolicy -L 5
Use this option to display all of the information from the previous levels, plus the attributes of candidate
and excluded files.

These attributes include:

* MODIFICATION_TIME
* USER_ID

* GROUP_ID

* FILE_SIZE

* POOL_NAME

* ACCESS_TIME
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* KB_ALLOCATED
* FILESET_NAME

This command:
mmapplypolicy fsl -P policyfile -I test -L 5

produces the following additional information:

[I] Directories scan: 10 files, 1 directories, 0 other objects, 0 'skipped' files and/or errors.

/fsl/filel.save [2009-03-03021:19:57 0 0 16384 spl 2009-03-04002:09:38 16 root] RULE 'exclude \
*x,save files' EXCLUDE

/fsl/file2.save [2009-03-03021:19:57 0 0 16384 spl 2009-03-03021:19:57 16 root] RULE 'exclude \
*,save files' EXCLUDE

/fs1l/file.tmpl [2009-03-04€02:09:31 0 0 0 spl 2009-03-04002:09:31 O root] RULE 'delete' DELETE \
FROM POOL 'spl' WEIGHT(INF)

/fs1l/file.tmpl [2009-03-04002:09:31 0 0 0 spl 2009-03-04002:09:31 0 root] RULE 'all' LIST \
"tmpfiles' WEIGHT(INF)

/fsl/file.tmp0 [2009-03-04002:09:38 0 0 16384 spl 2009-03-04002:09:38 16 root] RULE 'delete' \
DELETE FROM POOL 'spl' WEIGHT(INF)

/fs1l/file.tmpO [2009-03-04002:09:38 0 0 16384 spl 2009-03-04002:09:38 16 root] RULE 'all' \
LIST 'tmpfiles' WEIGHT(INF)

/fs1/filel [2009-03-03@21:32:41 0 0 16384 spl 2009-03-03@21:32:41 16 root] RULE 'migration \
to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)
/fs1/filed [2009-03-03@21:21:11 0 0 16384 spl 2009-03-03@21:32:41 16 root] RULE 'migration \

to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)

where the lines:

/fsl/filel.save [2009-03-03@21:19:57 0 O 16384 spl 2009-03-04@02:09:38 16 root] RULE 'exclude \
*.save files' EXCLUDE

/fsl/file2.save [2009-03-030@21:19:57 0 O 16384 spl 2009-03-03@21:19:57 16 root] RULE 'exclude \
*,save files' EXCLUDE

show the attributes of excluded files /fs1/filel.save and /fs1/file2.save.

mmapplypolicy -L 6
Use this option to display all of the information from the previous levels, plus files that are not candidate
files, and their attributes.

These attributes include:

* MODIFICATION_TIME
« USER_ID

* GROUP_ID

* FILE_SIZE

* POOL_NAME

* ACCESS_TIME

* KB_ALLOCATED

* FILESET_NAME

This command:
mmapplypolicy fsl -P policyfile -I test -L 6

produces the following additional information:

[I] Directories scan: 10 files, 1 directories, O other objects, O 'skipped' files and/or errors.
/fsl/. [2009-03-04002:10:43 0 0 8192 system 2009-03-04002:17:43 8 root] NO RULE APPLIES
/fsl/filel.save [2009-03-03@21:19:57 0 0 16384 spl 2009-03-04@02:09:38 16 root] RULE \

'exclude *.save files' EXCLUDE
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/fs1l/file2.save [2009-03-03621:19:57 0 0 16384 spl 2009-03-03021:19:57 16 root] RULE \
'exclude *.save files' EXCLUDE

/fsl/file.tmpl [2009-03-04@02:09:31 0 0 0 spl 2009-03-04@02:09:31 0 root] RULE 'delete' \
DELETE FROM POOL 'spl' WEIGHT(INF)

/fsl/file.tmpl [2009-03-04@02:09:31 0 0 0 spl 2009-03-04@02:09:31 0 root] RULE 'all' LIST \
"tmpfiles' WEIGHT(INF)

/fsl/datal [2009-03-03621:20:23 0 0 O spl 2009-03-04@02:09:31 0 root] NO RULE APPLIES

/fs1l/file.tmp0 [2009-03-04002:09:38 0 0 16384 spl 2009-03-04002:09:38 16 root] RULE 'delete' \
DELETE FROM POOL 'spl' WEIGHT(INF)

/fs1l/file.tmp0 [2009-03-04002:09:38 0 0 16384 spl 2009-03-0402:09:38 16 root] RULE 'all' LIST \
"tmpfiles' WEIGHT(INF)

/fsl/filel [2009-03-03@21:32:41 0 0 16384 spl 2009-03-03021:32:41 16 root] RULE 'migration \
to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)
/fsl/filed [2009-03-03@21:21:11 0 O 16384 spl 2009-03-03@21:32:41 16 root] RULE 'migration \

to system pool' MIGRATE FROM POOL 'spl' TO POOL 'system' WEIGHT(INF)

where the line:
/fsl/datal [2009-03-03621:20:23 0 0 O spl 2009-03-04@02:09:31 0 root] NO RULE APPLIES

contains information about the datal file, which is not a candidate file.

The mmcheckquota command

The mmcheckquota command counts inode and space usage for a file system and writes the collected
data into quota files.

Indications leading you to the conclusion that you should run the mmcheckquota command include:

* MMFS_QUOTA error log entries. This error log entry is created when the quota manager has a
problem reading or writing the quota file.

* Quota information is lost due to node failure. Node failure could leave users unable to open files or
deny them disk space that their quotas should allow.

* The in doubt value is approaching the quota limit. The sum of the in doubt value and the current usage
may not exceed the hard limit. Consequently, the actual block space and number of files available to
the user of the group may be constrained by the in doubt value. Should the in doubt value approach a
significant percentage of the quota, use the mmcheckquota command to account for the lost space and
files.

* User, group, or fileset quota files are corrupted.

During the normal operation of file systems with quotas enabled (not running mmcheckquota online),
the usage data reflects the actual usage of the blocks and inodes in the sense that if you delete files you
should see the usage amount decrease. The in doubt value does not reflect how much the user has used
already; it is just the amount of quotas that the quota server has assigned to its clients. The quota server
does not know whether the assigned amount has been used or not. The only situation where the in doubt
value is important to the user is when the sum of the usage and the in doubt value is greater than the
user's quota hard limit. In this case, the user is not allowed to allocate more blocks or inodes unless he
brings the usage down.

The mmcheckquota command is fully described in the GPFS Commands chapter in the IBM Spectrum
Scale: Administration and Programming Reference.

The mmisnsd command

The mmlsnsd command displays information about the currently defined disks in the cluster.

For example, if you issue mmlsnsd, your output is similar to this:
File system Disk name NSD servers

fs2 hd3n97 c5n979g.ppd.pok.ibm.com,c5n98g.ppd.pok.ibm.com,c5n99g.ppd.pok.ibm.com
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fs2 hd4n97 ¢5n97g.ppd.pok.ibm.com,c5n98g.ppd.pok.ibm.com,c5n99g.ppd.pok.ibm.com
fs2 hd5n98 c5n98g.ppd.pok.ibm.com,c5n97g.ppd.pok.ibm.com,c5n99g.ppd.pok.ibm.com
fs2 hdén98 ¢5n98g.ppd.pok.ibm.com,c5n97g.ppd.pok.ibm.com,c5n99g.ppd.pok.ibm.com
fs2 sdbnsd c5n94g.ppd.pok.ibm.com,c5n96g.ppd.pok.ibm.com
fs2 sdcnsd c5n94g.ppd.pok.ibm.com,c5n96g.ppd.pok.ibm.com
fs2 sddnsd c5n94g.ppd.pok.ibm.com,c5n96g.ppd.pok.ibm.com
fs2 sdensd c5n94g.ppd.pok.ibm.com,c5n96g.ppd.pok.ibm.com
fs2 sdgnsd c5n94g.ppd.pok.ibm.com,c5n96g.ppd.pok.ibm.com
fs2 sdfnsd c5n94g.ppd.pok.ibm.com,c5n96g.ppd.pok.ibm.com
fs2 sdhnsd c5n94g.ppd.pok.ibm.com,c5n96g.ppd.pok.ibm.com
(free disk)  hd2n97 c5n97g.ppd.pok.ibm.com,c5n98g.ppd.pok.ibm.com

To find out the local device names for these disks, use the mmlsnsd command with the -m option. For
example, issuing mmlsnsd -m produces output similar to this:

Disk name NSD volume ID Device Node name Remarks

hd2n97 0972846145C8E924  /dev/hdisk2 c5n97g.ppd.pok.ibm.com server node
hd2n97 0972846145C8E924  /dev/hdisk2 c5n98g.ppd.pok.ibm.com  server node
hd3n97 0972846145C8E927  /dev/hdisk3 c5n97g.ppd.pok.ibm.com  server node
hd3n97 0972846145C8E927  /dev/hdisk3 c5n98g.ppd.pok.ibm.com  server node
hd4n97 0972846145C8E92A  /dev/hdisk4 c5n97g.ppd.pok.ibm.com  server node
hd4n97 0972846145C8E92A  /dev/hdisk4 c5n98g.ppd.pok.ibm.com server node
hd5n98 0972846245EB501C  /dev/hdiskb c5n97g.ppd.pok.ibm.com  server node
hd5n98 0972846245EB501C  /dev/hdisk5 c5n98g.ppd.pok.ibm.com  server node
hd6n98 0972846245DB3AD8  /dev/hdisk6 c5n97g.ppd.pok.ibm.com  server node
hdén98 0972846245DB3AD8  /dev/hdisk6 c5n98g.ppd.pok.ibm.com  server node
hd7n97 0972846145C8E934  /dev/hd7n97 c5n97g.ppd.pok.ibm.com  server node

To obtain extended information for NSDs, use the mmlsnsd command with the -X option. For example,

issuing mmlsnsd -X produces output similar to this:

Disk name NSD volume ID Device Devtype Node name Remarks

hd3n97 0972846145C8E927  /dev/hdisk3 hdisk c5n97g.ppd.pok.ibm.com  server node,pr=no
hd3n97 0972846145C8E927  /dev/hdisk3 hdisk c5n98g.ppd.pok.ibm.com  server node,pr=no
hd5n98 0972846245EB501C  /dev/hdisk5 hdisk c5n97g.ppd.pok.ibm.com  server node,pr=no
hd5n98 0972846245EB501C  /dev/hdiskb hdisk c5n98g.ppd.pok.ibm.com  server node,pr=no
sdfnsd 0972845E45F02E81  /dev/sdf generic c¢5n94g.ppd.pok.ibm.com server node
sdfnsd 0972845E45F02E81  /dev/sdm generic c¢b5n96g.ppd.pok.ibm.com  server node

The mmlsnsd command is fully described in the GPFS Commands chapter in the IBM Spectrum Scale:
Administration and Programming Reference.

The mmwindisk command

On Windows nodes, use the mmwindisk command to view all disks known to the operating system
along with partitioning information relevant to GPFS.

For example, if you issue mmwindisk list, your output is similar to this:

Disk Avail Type Status Size GPFS Partition ID
0 BASIC  ONLINE 137 GiB
1 GPFS ONLINE 55 GiB 362DD84E-3D2E-4A59-B96B-BDE64E31ACCF
2 GPFS ONLINE 200 GiB BD5E64E4-32C8-44CE-8687-B14982848AD2
3 GPFS ONLINE 55 GiB B3EC846C-9C41-4EFD-940D-1AFA6E2DO8FB
4 GPFS ONLINE 55 GiB 6023455C-353D-40D1-BCEB-FF8E73BF6COF
5 GPFS ONLINE 55 GiB 2886391A-BB2D-4BDF-BE59-F33860441262
6 GPFS ONLINE 55 GiB 00845DCC-058B-4DEB-BDOA-17BAD5A54530
7 GPFS ONLINE 55 GiB 260BCAEB-6E8A-4504-874D-7EQ7E0Q2E1817
8 GPFS ONLINE 55 GiB 863B6D80-2E15-457E-B2D5-FEAOBC41A5AC
9 YES  UNALLOC OFFLINE 55 GiB
10 YES  UNALLOC OFFLINE 200 GiB
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Where:

Disk
is the Windows disk number as shown in the Disk Management console and the DISKPART
command-line utility.

Avail
shows the value YES when the disk is available and in a state suitable for creating an NSD.

GPFS Partition ID
is the unique ID for the GPFS partition on the disk.

The mmwindisk command does not provide the NSD volume ID. You can use mmlsnsd -m to find the
relationship between NSDs and devices, which are disk numbers on Windows.

The mmfileid command

The mmfileid command identifies files that are on areas of a disk that are damaged or suspect.
Attention: Use this command only when the IBM Support Center directs you to do so.

Before you run mmfileid, you must run a disk analysis utility and obtain the disk sector numbers that
are damaged or suspect. These sectors are input to the mmfileid command.

The command syntax is as follows:

mmfileid Device
{-d DiskDesc | -F DescFile}
[-0 OutputFile] [-f NumThreads] [-t Directory]
[-N {Node[,Node...] | NodeFile | NodeClass}] [--qos Q0SClass]

The input parameters are as follows:

Device
The device name for the file system.

-d DiskDesc
A descriptor that identifies the disk to be scanned. DiskDesc has the following format:

NodeName :DiskName [ :PhysAddrl [-PhysAddr2]]

It has the following alternative format:
: {NsdName | Di skNum|BROKEN} [ : PhysAddrI [-PhysAddr2]]

NodeName
Specifies a node in the GPFS cluster that has access to the disk to scan. You must specify this
value if the disk is identified with its physical volume name. Do not specify this value if the disk
is identified with its NSD name or its GPFS disk ID number, or if the keyword BROKEN is used.

DiskName
Specifies the physical volume name of the disk to scan as known on node NodeName.

NsdName
Specifies the GPFS NSD name of the disk to scan.

DiskNum
Specifies the GPFS disk ID number of the disk to scan as displayed by the mmlsdisk -L
command.

BROKEN
Tells the command to scan all the disks in the file system for files with broken addresses that
result in lost data.
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PhysAddrl[-PhysAddr2]
Specifies the range of physical disk addresses to scan. The default value for PhysAddr1 is zero.
The default value for PhysAddr2 is the value for PhysAddrl.

If both PhysAddrl and PhysAddr2 are zero, the command searches the entire disk.

The following lines are examples of valid disk descriptors:

k148n07:hdisk9:2206310-2206810
:gpfs1008nsd:

:10:27645856

:BROKEN

-F Descfile
Specifies a file that contains a list of disk descriptors, one per line.

-f NumThreads
Specifies the number of worker threads to create. The default value is 16. The minimum value is 1.
The maximum value is the maximum number allowed by the operating system function
pthread_create for a single process. A suggested value is twice the number of disks in the file system.

-N {Node[,Node...] | NodeFile | NodeClass}
Specifies the list of nodes that participate in determining the disk addresses. This command supports
all defined node classes. The default is all or the current value of the defaultHelperNodes
configuration parameter of the mmchconfig command.

For general information on how to specify node names, see the topic “Specifying nodes as input to
GPFS commands” in the IBM Spectrum Scale: Administration and Programming Reference.

-0 OutputFile
The path name of a file to which the result from the mmfileid command is to be written. If not
specified, the result is sent to standard output.

-t Directory
Specifies the directory to use for temporary storage during mmfileid command processing. The
default directory is /tmp.

--qos Q0SClass
Specifies the Quality of Service for I/O operations (QoS) class to which the instance of the command
is assigned. If you do not specify this parameter, the instance of the command is assigned by default
to the maintenance QoS class. This parameter has no effect unless the QoS service is enabled. For
more information, see the help topic on the mmchqos command in the IBM Spectrum Scale:
Administration and Programming Reference. Specify one of the following QoS classes:

maintenance
This QoS class is typically configured to have a smaller share of file system IOPS. Use this
class for I/O-intensive, potentially long-running GPFS commands, so that they contribute less
to reducing overall file system performance.

other This QoS class is typically configured to have a larger share of file system IOPS. Use this

class for administration commands that are not I/O-intensive.

For more information, see the help topic on setting the Quality of Service for I/O operations (QoS) in
the IBM Spectrum Scale: Administration and Programming Reference.

You can redirect the output to a file with the -o flag and sort the output on the inode number with the
sort command.

The mmfileid command output contains one line for each inode found to be on a corrupted disk sector.
Each line of the command output has this format:

InodeNumber  LogicalDiskAddress  SnapshotlId  Filename
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InodeNumber
Indicates the inode number of the file identified by mmfileid.

LogicalDiskAddress
Indicates the disk block (disk sector) number of the file identified by mmfileid.

SnapshotId
Indicates the snapshot identifier for the file. A Snapshotld of 0 means that the file is not a snapshot
file.

Filename
Indicates the name of the file identified by mmfileid. File names are relative to the root of the file
system in which they reside.

Assume that a disk analysis tool reports that disks hdisk6, hdisk7, hdisk8, and hdisk9 contain bad
sectors, and that the file addr.in has the following contents:

k148n07 :hdisk9:2206310-2206810

k148n07:hdisk8:2211038-2211042

k148n07 :hdisk8:2201800-2202800

k148n01:hdisk6:2921879-2926880
k148n09:hdisk7:1076208-1076610

You run the following command:
mmfileid /dev/gpfsB -F addr.in

The command output might be similar to the following example:

Address 2201958 is contained in the Block allocation map (inode 1)
Address 2206688 is contained in the ACL Data file (inode 4, snapld 0)
Address 2211038 is contained in the Log File (inode 7, snapld 0)
14336 1076256 0 /gpfsB/tesDir/testFile.out

14344 2922528 1 /gpfsB/x.img

The lines that begin with the word Address represent GPFS system metadata files or reserved disk areas.
If your output contains any lines like these, do not attempt to replace or repair the indicated files. If you
suspect that any of the special files are damaged, call the IBM Support Center for assistance.

The following line of output indicates that inode number 14336, disk address 1072256 contains file
/gpfsB/tesDir/testFile.out. The 0 to the left of the name indicates that the file does not belong to a
snapshot. This file is on a potentially bad disk sector area:

14336 1072256 0 /gpfsB/tesDir/testFile.out

The following line of output indicates that inode number 14344, disk address 2922528 contains file
/gpfsB/x.img. The 1 to the left of the name indicates that the file belongs to snapshot number 1. This file
is on a potentially bad disk sector area:

14344 2922528 1 /gpfsB/x.img

The SHA digest

The Secure Hash Algorithm (SHA) digest is relevant only when using GPFS in a multi-cluster
environment.

The SHA digest is a short and convenient way to identify a key registered with either the mmauth show
or mmremotecluster command. In theory, two keys may have the same SHA digest. In practice, this is
extremely unlikely. The SHA digest can be used by the administrators of two GPFS clusters to determine
if they each have received (and registered) the right key file from the other administrator.

An example is the situation of two administrators named Adminl and Admin2 who have registered the
others' respective key file, but find that mount attempts by Admin1 for file systems owned by Admin2
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fail with the error message: Authorization failed. To determine which administrator has registered the
wrong key, they each run mmauth show and send the local clusters SHA digest to the other
administrator. Admin1 then runs the mmremotecluster command and verifies that the SHA digest for
Admin2's cluster matches the SHA digest for the key that Admin1 has registered. Admin2 then runs the
mmauth show command and verifies that the SHA digest for Admin1's cluster matches the key that
Admin2 has authorized.

If Admin1 finds that the SHA digests do not match, Adminl runs the mmremotecluster update
command, passing the correct key file as input.

If Admin2 finds that the SHA digests do not match, Admin2 runs the mmauth update command,
passing the correct key file as input.

This is an example of the output produced by the mmauth show all command:

Cluster name: fksdcm.pok.ibm.com

Cipher Tist: EXP1024-RC2-CBC-MD5

SHA digest: d5eb5241eda7d3ec345ece906bfcefOb6cd343bd
File system access: fsl (rw, root allowed)

Cluster name: kremote.cluster

Cipher Tist: EXP1024-RC4-SHA

SHA digest: eb71a3aaa89c¢3979841b363fd6d0a36a2a460a8b
File system access: fsl (rw, root allowed)

Cluster name: dkg.cluster (this cluster)

Cipher Tist: AUTHONLY

SHA digest: 090cd57a2e3b18acl63e5e9bd5f26ffabaabaa2b
File system access: (all rw)
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Chapter 5. Resolving deadlocks

IBM Spectrum Scale provides functions for deadlock detection, deadlock data collection, deadlock
breakup, and cluster overload protection.

The distributed nature of GPFS, the complexity of the locking infrastructure, the dependency on the
proper operation of disks and networks, and the overall complexity of operating in a clustered
environment all contribute to increasing the probability of a deadlock.

Deadlocks can be disruptive in certain situations, more so than other type of failure. A deadlock
effectively represents a single point of failure that can render the entire cluster inoperable. When a
deadlock is encountered on a production system, it can take a long time to debug. The typical approach
to recovering from a deadlock involves rebooting all of the nodes in the cluster. Thus, deadlocks can lead
to prolonged and complete outages of clusters.

To troubleshoot deadlocks, you must have specific types of debug data that must be collected while the
deadlock is in progress. Data collection commands must be run manually before the deadlock is broken.
Otherwise, determining the root cause of the deadlock after that is difficult. Also, deadlock detection
requires some form of external action, for example, a complaint from a user. Waiting for a user complaint
means that detecting a deadlock in progress might take many hours.

In GPFS V4.1 and later, automated deadlock detection, automated deadlock data collection, deadlock
breakup options, and cluster overload detection are provided to make it easier to handle a deadlock
situation.

* [“Automated deadlock detection”]
* |“Automated deadlock data collection” on page 65|

+ [“Automated deadlock breakup” on page 66|

[‘Deadlock breakup on demand” on page 67|

[‘Cluster overload detection” on page 68|

Automated deadlock detection

Many deadlocks involve long waiters; for example, mmfsd threads that have been waiting for some event
for a considerable duration of time. With some exceptions, long waiters typically indicate that something
in the system is not healthy. There may be a deadlock in progress, some disk may be failing, or the entire
system may be overloaded.

All waiters can be broadly divided into four categories:

* Waiters that can occur under normal operating conditions and can be ignored by automated deadlock
detection.

* Waiters that correspond to complex operations and can legitimately grow to moderate lengths.
* Waiters that should never be long. For example, most mutexes should only be held briefly.

* Waiters that can be used as an indicator of cluster overload. For example, waiters waiting for I/O
completions or network availability.

Automated deadlock detection monitors waiters. Deadlock detection relies on a configurable threshold to

determine if a deadlock is in progress. When a deadlock is detected, an alert is issued in the mmfs.log,
the operating system log, and the deadlockDetected callback is triggered.

© Copyright IBM Corp. 2014, 2016 63



Automated deadlock detection is enabled by default and controlled with the mmchconfig attribute
deadlockDetectionThreshold. A potential deadlock is detected when a waiter waits longer than
deadlockDetectionThreshold. To view the current threshold for deadlock detection, enter the following
command:

mmlsconfig deadlockDetectionThreshold

The system displays output similar to the following:
deadlockDetectionThreshold 300

To disable automated deadlock detection, specify a value of 0 for the deadlockDetectionThreshold
attribute.

To simplify the process of monitoring for deadlocks, a user callback program can be registered with
mmaddcallback for the deadlockDetected event. This program can be used for recording and notification
purposes. When a suspected deadlock is detected, the deadlockDetected event is triggered, and the user
callback program is run. See the /usr/lpp/mmfs/samples/deadlockdetected.sample file for an example of
using the deadlockDetected event.

The following messages, related to deadlock detection, might be found in the mmfs.log files:
Enabled automated deadlock detection.

[A] Deadlock detected: 2015-03-04 02:06:21: waiting 301.291 seconds on node c937f3n04-40g:
PutACLHandTerThread 2449: on MsgRecordCondvar, reason 'RPC wait' for tmMsgTellAcquirel

When a Deadlock detected message is found, it means that a long waiter exceeded the deadlock
detection threshold and is suspected to be a deadlock. It takes time to know with certainty if a long
waiter is an actual deadlock or not. A real deadlock will not disappear after waiting for a longer period,
but a false-positive deadlock can disappear. When selecting a deadlockDetectionThreshold value, there is
a trade-off between waiting too long and not having timely detection of deadlocks and not waiting long
enough causing false-positive deadlock detection. If a false-positive deadlock is detected, a message
similar to the following might be found in the mmf{s.log files:

Wed Mar 4 02:11:53.220 2015: [N] Long waiters have disappeared.

In addition to the messages found in mmfs.log files, the mmdiag --deadlock command can be used to
query the suspected deadlock waiters currently on a node. Only the longest waiters that are suspected
deadlocks are shown. Legitimately long waiters that are ignored by deadlock detection are not shown,
but those waiters are shown in the mmdiag --waiters section. Other waiters, which are much shorter than
the longest deadlock waiters, are not shown because they are typically not relevant (even if their waiter
length exceeds the deadlock detection threshold).

The /var/log/messages files on Linux and the error report on AIX also have information relevant for
deadlock detection, but most details are only shown in the mmfs.log files.

While deadlockDetectionThreshold is for medium length waiters that can grow to moderate lengths,
deadlockDetectionThresholdForShortWaiters is for short waiters that should never be long. Waiters that
can be legitimately long under normal operating conditions are ignored by automated deadlock detection,
for example:

TSDELDISKCmdThread: on ThCond 0x1127916B8 (0x1127916B8) (InodeScanStatCondvar),
reason 'Waiting for PIT worker threads to finish'

Ox3FFDCOOADES waiting 4418.790093653 seconds, FsckStaticThread: on ThCond Ox3FFBOO11AB8 (Ox3FFBOO11ABS8)
(FsckStaticThreadCondvar), reason 'Waiting for static fsck work'
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When many false-positive deadlocks are detected in a cluster (and the long waiters disappear soon after
detection), the cluster needs to be checked for a hardware, network, or workload issue. If these issues are
not found, then the deadlock detection threshold can be adjusted to avoid routinely detecting
false-positive deadlocks.

When you adjust the deadlock detection threshold, you can disable automated deadlock data collection to
avoid collecting debug data unnecessarily. Run the workload for a while to determine the longest waiter
length detected as a false-positive deadlock. Use that length to determine a better value for
deadlockDetectionThreshold. You can also try increasing the deadlockDetectionThreshold a few times
until no more false-positive deadlocks are detected. If you disabled automated deadlock data collection
while you were adjusting the threshold, enable it again after the adjustments are complete.

Deadlock amelioration functions should only be used on a stable GPFS cluster to avoid extraneous
messages in the mmfs.log files and unnecessary debug data collection. If a cluster is not stable, deadlock
detection should be disabled.

All deadlock amelioration functions, not just deadlock detection, are disabled by specifying 0 for
deadlockDetectionThreshold. A positive value must be specified for deadlockDetectionThreshold to
enable any part of the deadlock amelioration functions.

Deadlock amelioration functions are supported in a multi-cluster environment. When a deadlock is
detected, debug data is collected on all local nodes and all non-local nodes that joined the cluster by
mounting a local file system. The cluster overload notification applies to such non-local nodes as well.
For more information about cluster overload, see [“Cluster overload detection” on page 68|

Automated deadlock data collection

In order to effectively troubleshoot a typical deadlock, it is imperative that the following debug data is
collected:

* A full internal dump (mmfsadm dump all)

* A dump of kthreads (mmfsadm dump kthreads)

* Trace data (10-30 seconds of trace data)

Automated deadlock data collection can be used to help gather this crucial debug data on detection of a
potential deadlock.

Automated deadlock data collection is enabled by default and controlled with the mmchconfig attribute
deadlockDataCollectionDailyLimit. The deadlockDataCollectionDailyLimit attribute specifies the
maximum number of times debug data can be collected in a 24-hour period. To view the current data
collection interval, enter the following command:

mmlsconfig deadlockDataCollectionDailyLimit

The system displays output similar to the following:
deadlockDataCollectionDailyLimit 10

To disable automated deadlock data collection, specify a value of 0 for
deadlockDataCollectionDailyLimit.

Note: The 24-hour period for deadlockDataCollectionDailyLimit is enforced passively. When there is a
need to collect debug data, the deadlockDataCollectionDailyLimit is examined to determine whether 24
hours passed since the beginning of this period and whether a new period for
deadlockDataCollectionDailyLimit needs to be started or not. If the number of debug data collections
exceeds the deadlockDataCollectionDailyLimit value before the period reaches 24 hours, then no debug
data will be collected until the next period starts. Sometimes exceptions are made to help capture the
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most relevant debug data. There should be enough disk space available for debug data collection, and old
debug data needs to be moved intermittently to make space for new debug data.

Another mmchconfig attribute, deadlockDataCollectionMinInterval, can be used to control the amount
of time between consecutive debug data collections. The default is 300 seconds because debug data
collected within 5 minutes already covered the start of a newly detected deadlock that is 5 minutes or
longer.

The following messages, related to deadlock data collection, might be found in the mmfs.log files:
[I] Enabled automated deadlock debug data collection.

[N] sdrServ: Received deadlock notification from 192.168.116.56
[N] GPFS will attempt to collect debug data on this node.

[N] Debug data is not collected. deadlockDataCollectionDailyLimit 10 has been exceeded.

[N] Debug data has not been collected. It was collected recently at 2014-01-29 12:58:00.

Trace data is part of the debug data that is collected when a suspected deadlock is detected. However, on
a typical customer system, GPFS tracing is not routinely turned on. In this case, the automated debug
data collection turns on tracing, waits for 20 seconds, collects the trace, and turns off tracing. The 20
seconds of trace will not cover the formation of the deadlock, but it might still provide some helpful
debug data.

Automated deadlock breakup

Automated deadlock breakup helps resolve a deadlock situation without human intervention. To break
up a deadlock, less disruptive actions are tried first; for example, causing a file system panic. If necessary,
more disruptive actions are then taken; for example, shutting down a GPFS mmfsd daemon.

If a system administrator prefers to control the deadlock breakup process, the deadlockDetected callback
can be used to notify system administrators that a potential deadlock was detected. The information from
the mmdiag --deadlock section can then be used to help determine what steps to take to resolve the
deadlock.

Automated deadlock breakup is disabled by default and controlled with the mmchconfig attribute
deadlockBreakupDelay. The deadlockBreakupDelay attribute specifies how long to wait after a
deadlock is detected before attempting to break up the deadlock. Enough time must be provided to allow
the debug data collection to complete. To view the current breakup delay, enter the following command:

mmlsconfig deadlockBreakupDelay

The system displays output similar to the following:
deadlockBreakupDelay 0

The value of 0 shows that automated deadlock breakup is disabled. To enable automated deadlock
breakup, specify a positive value for deadlockBreakupDelay. If automated deadlock breakup is to be
enabled, a delay of 300 seconds or longer is recommended.

Automated deadlock breakup is done on a node-by-node basis. If automated deadlock breakup is
enabled, the breakup process is started when the suspected deadlock waiter is detected on a node. The
process first waits for the deadlockBreakupDelay, and then goes through various phases until the
deadlock waiters disappear. There is no central coordination on the deadlock breakup, so the time to take
deadlock breakup actions may be different on each node. Breaking up a deadlock waiter on one node can
cause some deadlock waiters on other nodes to disappear, so no breakup actions need to be taken on
those other nodes.
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If a suspected deadlock waiter disappears while waiting for the deadlockBreakupDelay, the automated
deadlock breakup process stops immediately without taking any further action. To lessen the number of
breakup actions that are taken in response to detecting a false-positive deadlock, increase the
deadlockBreakupDelay. If you decide to increase the deadlockBreakupDelay, a deadlock can potentially
exist for a longer period.

If your goal is to break up a deadlock as soon as possible, and your workload can afford an interruption
at any time, then enable automated deadlock breakup from the beginning. Otherwise, keep automated
deadlock breakup disabled to avoid unexpected interruptions to your workload. In this case, you can
choose to break the deadlock manually, or use the function that is described in the [“Deadlock breakup on|

demand”| topic.

Due to the complexity of the GPFS code, asserts or segmentation faults might happen during a deadlock
breakup action. That might cause unwanted disruptions to a customer workload still running normally
on the cluster. A good reason to use deadlock breakup on demand is to not disturb a partially working
cluster until it is safe to do so. Try not to break up a suspected deadlock prematurely to avoid
unnecessary disruptions. If automated deadlock breakup is enabled all of the time, it is good to set
deadlockBreakupDelay to a large value such as 3600 seconds. If using mmcommon breakDeadlock, it is
better to wait until the longest deadlock waiter is an hour or longer. Much shorter times can be used if a
customer prefers fast action in breaking a deadlock over assurance that a deadlock is real.

The following messages, related to deadlock breakup, might be found in the mmfs.log files:
[I] Enabled automated deadlock breakup.

[N] Deadlock breakup: starting in 300 seconds

[N] Deadlock breakup: aborting RPC on 1 pending nodes.
[N] Deadlock breakup: panicking fs fsl

[N] Deadlock breakup: shutting down this node.

[N] Deadlock breakup: the process has ended.

Deadlock breakup on demand

Deadlocks can be broken up on demand, which allows a system administrator to choose the appropriate
time to start the breakup actions.

A deadlock can be localized, for example, it might involve only one of many file systems in a cluster. The
other file systems in the cluster can still be used, and a mission critical workload might need to continue
uninterrupted. In these cases, the best time to break up the deadlock is after the mission critical workload
ends.

The mmcommon command can be used to break up an existing deadlock in a cluster when the deadlock
was previously detected by deadlock amelioration. To start the breakup on demand, use the following
syntax:

mmcommon breakDeadlock [-N {Node[,Node...] | NodeFile | NodeClass}]

If the mmcommon breakDeadlock command is issued without the -N parameter, then every node in the
cluster receives a request to take action on any long waiter that is a suspected deadlock.

If the mmcommon breakDeadlock command is issued with the -N parameter, then only the nodes that
are specified receive a request to take action on any long waiter that is a suspected deadlock. For
example, assume that there are two nodes, called node3 and node6, that require a deadlock breakup. To
send the breakup request to just these nodes, issue the following command:

mmcommon breakDeadlock -N node3,node6b
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Shortly after running the mmcommon breakDeadlock command, issue the following command:
mmdsh -N all /usr/1pp/mmfs/bin/mmdiag --deadlock

The output of the mmdsh command can be used to determine if any deadlock waiters still exist and if
any additional actions are needed.

The effect of the mmcommon breakDeadlock command only persists on a node until the longest
deadlock waiter that was detected disappears. All actions that are taken by mmcommon breakDeadlock
are recorded in the mmfs.log file. When mmcommon breakDeadlock is issued for a node that did not
have a deadlock, no action is taken except for recording the following message in the mmfs.log file:

[N] Received deadlock breakup request from 192.168.40.72: No deadlock to break up.

The mmcommon breakDeadlock command provides more control over breaking up deadlocks, but
multiple breakup requests might be required to achieve satisfactory results. All waiters that exceeded the
deadlockDetectionThreshold might not disappear when mmcommon breakDeadlock completes on a
node. In complicated deadlock scenarios, some long waiters can persist after the longest waiters
disappear. Waiter length can grow to exceed the deadlockDetectionThreshold at any point, and waiters
can disappear at any point as well. Examine the waiter situation after mmcommon breakDeadlock
completes to determine whether the command must be repeated to break up the deadlock.

Another way to break up a deadlock on demand is to enable automated deadlock breakup by changing
deadlockBreakupDelay to a positive value. By enabling automated deadlock breakup, breakup actions
are initiated on existing deadlock waiters. The breakup actions repeat automatically if deadlock waiters
are detected. Change deadlockBreakupDelay back to 0 when the results are satisfactory, or when you
want to control the timing of deadlock breakup actions again. If automated deadlock breakup remains
enabled, breakup actions start on any newly detected deadlocks without any intervention.

Cluster overload detection

A healthy workload is a workload that is operating within the resource capacity of a cluster. Overload is
a condition where the cluster does not have enough available resources for a workload. An overloaded
cluster can cause slow response times and render a cluster unusable in severe cases. A GPFS cluster that
is working correctly should not be overloaded. An overload condition must be avoided to keep a cluster
productive.

A cluster overload condition does not affect how GPFS works outside of the deadlock amelioration
functions. However, cluster overload detection and notification can be used for monitoring hardware,
network, or workload conditions to help maintain a healthy production cluster.

Cluster overload detection is enabled by default and controlled with the mmchconfig attribute
deadlockOverloadThreshold. The deadlockOverloadThreshold attribute can be adjusted to ensure that
overload conditions are detected according to the criteria you set, instead of reporting overload
conditions that you can tolerate. To view the current threshold for cluster overload detection, enter the
following command:

mmlsconfig deadlockOverloadThreshold

The system displays output similar to the following:
deadlockOverloadThreshold 5

To disable cluster overload detection, specify a value of 0 for the deadlockOverloadThreshold attribute.
To simplify the process of monitoring for a cluster overload condition, a user callback program can be
registered with mmaddcallback for the deadlockOverload event. This program can be used for recording

and notification purposes. Whenever a node detects an overload condition, the deadlockOverload event
is triggered, and the user callback program is run.
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Deadlock amelioration uses certain I/O completion and network communication waiters, heuristically, to
indicate a cluster overload condition. These types of waiters are used for overload evaluation because,
even in the range of a few seconds, they might cause arbitrarily long waiters of many other kinds.
Cluster overload is not detected unnecessarily, for example, when a single I/O completion waiter is long
for a short period.

When a node detects an overload condition, it notifies all nodes in the cluster that the cluster is now
overloaded. The notification process uses the cluster manager and the gpfsNotifyOverload event.
Overload is a cluster-wide condition because all the nodes in a cluster work together, and long waiters on
one node can affect other nodes in the cluster. To reduce network traffic, each node checks whether the
overload condition should be cleared or not. After a node does not detect an overload condition and is
not informed that the cluster is still overloaded, each node will mark the cluster as no longer overloaded
after a short period.

The following messages, related to cluster overload, might be found in the mmfs.log files:

[W] Warning: cluster myCluster may become overloaded soon.

[W] Warning: cluster myCluster is now overloaded.

[I] Forwarding 'overloaded' status to cluster manager myClusterMgr of cluster myCluster

[I] This node is the cluster manager of Cluster myCluster, sending 'overloaded' status to the entire cluster
[N] Received cluster overload notification from 192.168.148.18

[N] Cluster myCluster is no longer overloaded.

When a cluster is overloaded, the mmchconfig attribute deadlockDetectionThresholdIfOverloaded is
used to detect suspected deadlocks instead of deadlockDetectionThreshold. The default value for the
deadlockDetectionThresholdIfOverloaded attribute is 1800 seconds because all waiters might become
much longer in an overloaded cluster. To view the current threshold for deadlock detection in an
overloaded cluster, enter the following command:

mmlsconfig deadlockDetectionThresholdIfOverloaded

The system displays output similar to the following:
deadlockDetectionThresholdIfOverloaded 1800

If automated deadlock breakup is enabled, it is disabled temporarily until the overload condition is
cleared. This process avoids unnecessary breakup actions when a false-positive deadlock is detected.
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Chapter 6. Other problem determination tools

Other problem determination tools include the kernel debugging facilities and the mmpmon command.

If your problem occurs on the AIX operating system, see |AIX in IBM Knowledge Center
(www.ibm.com /support/knowledgecenter /ssw_aix/welcome)| and search for the appropriate kernel
debugging documentation for information about the AIX kdb command.

If your problem occurs on the Linux operating system, see the documentation for your distribution
vendor.

If your problem occurs on the Windows operating system, the following tools that are available from the
Microsoft website (www.microsoft.com)} might be useful in troubleshooting;:

* Debugging Tools for Windows

* Process Monitor

* Process Explorer

* Microsoft Windows Driver Kit

* Microsoft Windows Software Development Kit

The mmpmon command is intended for system administrators to analyze their I/O on the node on
which it is run. It is not primarily a diagnostic tool, but may be used as one for certain problems. For
example, running mmpmon on several nodes may be used to detect nodes that are experiencing poor
performance or connectivity problems.

The syntax of the mmpmon command is fully described in the GPFS Commands chapter in the IBM
Spectrum Scale: Administration and Programming Reference. For details on the mmpmon command, see the
Monitoring GPFS 1/O performance with the mmpmon command topic in the IBM Spectrum Scale:
Administration and Programming Reference.
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Chapter 7. Installation and configuration issues

You might encounter errors with GPFS installation, configuration, and operation. Use the information in
this topic to help you identify and correct errors.

An IBM Spectrum Scale installation problem should be suspected when GPFS modules are not loaded
successfully, commands do not work, either on the node that you are working on or on other nodes, new
command operands added with a new release of IBM Spectrum Scale are not recognized, or there are
problems with the kernel extension.

A GPFS configuration problem should be suspected when the GPFS daemon will not activate, it will not
remain active, or it fails on some nodes but not on others. Suspect a configuration problem also if
quorum is lost, certain nodes appear to hang or do not communicate properly with GPFS, nodes cannot
be added to the cluster or are expelled, or GPFS performance is very noticeably degraded once a new
release of GPFS is installed or configuration parameters have been changed.

These are some of the errors encountered with GPFS installation, configuration and operation:

+ [“Installation and configuration problems”

+ [“GPFS modules cannot be loaded on Linux” on page 79|

* [“GPFS daemon will not come up” on page 79|

+ [“GPFS daemon went down” on page 83|

+ [“IBM Spectrum Scale failures due to a network failure” on page 84|

* [“Kernel panics with a 'GPFS dead man switch timer has expired, and there's still outstanding 1/0}
requests' message” on page 85|

[“Quorum loss” on page 85|

+ [“Delays and deadlocks” on page 86|
["Node cannot be added to the GPFS cluster” on page 87|

+ [“Remote node expelled after remote file system successfully mounted” on page 87|

[‘Disaster recovery issues” on page 88|

[“GPFS commands are unsuccessful” on page 89

* |“Application program errors” on page 91|

[“Troubleshooting Windows problems” on page 92|

[“OpenSSH connection delays” on page 93|

Installation and configuration problems

This topic describes about the issues that you might encounter while installing or configuring IBM
Spectrum Scale.

The IBM Spectrum Scale: Concepts, Planning, and Installation Guide provides the step-by-step procedure for
installing and migrating IBM Spectrum Scale, however, some problems might occur if the procedures
were not properly followed.

Some of those problems might include:

* Not being able to start GPFS after installation of the latest version. Did you reboot your IBM Spectrum
Scale nodes before and after the installation/upgrade of IBM Spectrum Scale? If you did, see
[daemon will not come up” on page 79|If not, reboot. For more information, see the Initialization of the
GPFS daemon topic in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide.
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* Not being able to access a file system. See [‘File system will not mount” on page 95

* New GPFS functions do not operate. See [‘GPFS commands are unsuccessful” on page 89.|

What to do after a node of a GPFS cluster crashes and has been
reinstalled

This topic describes about the steps that you need to perform when a cluster crashes after IBM Spectrum
Scale reinstallation.

After reinstalling IBM Spectrum Scale code, check whether the /var/mmfs/gen/mmsdrfs file was lost. If it
was lost, and an up-to-date version of the file is present on the primary GPFS cluster configuration
server, restore the file by issuing this command from the node on which it is missing:

mmsdrrestore -p primaryServer
where primaryServer is the name of the primary GPFS cluster configuration server.

If the /var/mmfs/gen/mmsdrfs file is not present on the primary GPFS cluster configuration server, but it
is present on some other node in the cluster, restore the file by issuing these commands:

mmsdrrestore -p remoteNode -F remoteFile
mmchcluster -p LATEST

where remoteNode is the node that has an up-to-date version of the /var/mmfs/gen/mmsdrfs file, and
remoteFile is the full path name of that file on that node.

One way to ensure that the latest version of the /var/mmfs/gen/mmsdrfs file is always available is to use
the mmsdrbackup user exit.

If you have made modifications to any of the users exist in /var/mmfs/etc, you will have to restore them
before starting GPFS.

For additional information, see [“Recovery from loss of GPFS cluster configuration data file” on page 77/

Problems with the /etc/hosts file

This topic describes about the issues relating to the /etc/hosts file that you might come across while
installing or configuring IBM Spectrum Scale.

The /etc/hosts file must have a unique node name for each node interface to be used by GPFS. Violation
of this requirement results in the message:
6027-1941

Cannot handle multiple interfaces for host hostName.

If you receive this message, correct the /etc/hosts file so that each node interface to be used by GPFS
appears only once in the file.

Linux configuration considerations

This topic describes about the Linux configuration that you need to consider while installing or
configuring IBM Spectrum Scale on your cluster.

Note: This information applies only to Linux nodes.

Depending on your system configuration, you may need to consider:

1. Why can only one host successfully attach to the Fibre Channel loop and see the Fibre Channel
disks?
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Your host bus adapter may be configured with an enabled Hard Loop ID that conflicts with other host
bus adapters on the same Fibre Channel loop.

To see if that is the case, reboot your machine and enter the adapter bios with <Alt-Q> when the
Fibre Channel adapter bios prompt appears. Under the Configuration Settings menu, select Host
Adapter Settings and either ensure that the Adapter Hard Loop ID option is disabled or assign a
unique Hard Loop ID per machine on the Fibre Channel loop.

2. Could the GPFS daemon be terminated due to a memory shortage?

The Linux virtual memory manager (VMM) exhibits undesirable behavior for low memory situations
on nodes, where the processes with the largest memory usage are killed by the kernel (using OOM
killer), yet no mechanism is available for prioritizing important processes that should not be initial
candidates for the OOM Kkiller. The GPFS mmfsd daemon uses a large amount of pinned memory in
the pagepool for caching data and metadata, and so the mmfsd process is a likely candidate for
termination if memory must be freed up.

3. What are the performance tuning suggestions?

For an up-to-date list of tuning suggestions, see the [[BM Spectrum Scale FAQ in IBM Knowledge
[Center (www.ibm.com/support/knowledgecenter/STXKQY / gpfsclustersfaq.html)|

For Linux on z Systems, see also the [Device Drivers, Features, and Commands (www.ibm.com /|
lsupport/knowledgecenter/api/content/linuxonibm /liaaf /Inz_r_dd.html)| topic in the Linux on z
Systems library overview.

Protocol authentication problem determination

You can use a set of GPFS commands to identify and rectify issues that are related to authentication
configurations.

To do basic authentication problem determination, perform the following steps:

1. Issue the mmces state show auth command to view the current state of authentication.

2. Issue the mmces events active auth command to see whether events are currently contributing to
make the state of the authentication component unhealthy.

3. Issue the mmuserauth service Tist command to view the details of the current authentication
configuration.

4. Issue the mmuserauth service check -N cesNodes --server-reachability command to verify the state
of the authentication configuration across the cluster.

5. Issue the mmuserauth service check -N cesNodes --rectify command to rectify the authentication
configuration.

Note: Server reachability cannot be rectified by using the --rectify parameter.

Problems with running commands on other nodes

This topic describes about the problems that you might encounter relating to running remote commands
during installing and configuring IBM Spectrum Scale.

Many of the GPFS administration commands perform operations on nodes other than the node on which
the command was issued. This is achieved by utilizing a remote invocation shell and a remote file copy
command. By default these items are /usr/bin/ssh and /usr/bin/scp. You also have the option of
specifying your own remote shell and remote file copy commands to be used instead of the default ssh
and scp. The remote shell and copy commands must adhere to the same syntax forms as ssh and scp but
may implement an alternate authentication mechanism. For details, see the mmcrcluster and
mmchcluster commands. These are problems you may encounter with the use of remote commands.

Authorization problems
This topic describes about issues with running remote commands due to authorization problems in IBM
Spectrum Scale.
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The ssh and scp commands are used by GPFS administration commands to perform operations on other
nodes. The ssh daemon (sshd) on the remote node must recognize the command being run and must
obtain authorization to invoke it.

Note: Use the ssh and scp commands that are shipped with the OpenSSH package supported by GPFS.
Refer to the [BM Spectrum Scale FAQ in IBM Knowledge Center (www.ibm.com/support/|
knowledgecenter /STXKQY / gpfsclustersfaq.html)| for the latest OpenSSH information.

For the ssh and scp commands issued by GPFS administration commands to succeed, each node in the
cluster must have an .rhosts file in the home directory for the root user, with file permission set to 600.
This .rhosts file must list each of the nodes and the root user. If such an .rhosts file does not exist on each
node in the cluster, the ssh and scp commands issued by GPFS commands will fail with permission
errors, causing the GPFS commands to fail in turn.

If you elected to use installation specific remote invocation shell and remote file copy commands, you
must ensure:
1. Proper authorization is granted to all nodes in the GPFS cluster.

2. The nodes in the GPFS cluster can communicate without the use of a password, and without any
extraneous messages.

Connectivity problems
This topic describes about the issues with running GPFS commands on remote nodes due to connectivity
problems.

Another reason why ssh may fail is that connectivity to a needed node has been lost. Error messages
from mmdsh may indicate that connectivity to such a node has been lost. Here is an example:

mmdelnode -N k145n04

Verifying GPFS is stopped on all affected nodes ...

mmdsh: 6027-1617 There are no available nodes on which to run the command.

mmdelnode: 6027-1271 Unexpected error from verifyDaemonInactive: mmcommon onall.
Return code: 1

If error messages indicate that connectivity to a node has been lost, use the ping command to verify
whether the node can still be reached:

ping k145n04

PING k145n04: (119.114.68.69): 56 data bytes

<Ctrl- C>

----k145n04 PING Statistics----

3 packets transmitted, 0 packets received, 100% packet Tloss

If connectivity has been lost, restore it, then reissue the GPFS command.

GPFS error messages for rsh problems
This topic describes about the error messages that are displayed for rsh issues in IBM Spectrum Scale.
When rsh problems arise, the system may display information similar to these error messages:

6027-1615
nodeName remote shell process had return code value.

6027-1617
There are no available nodes on which to run the command.

GPFS cluster configuration data files are locked

This topic describes about the issues relating to IBM Spectrum Scale cluster configuration data.
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GPFS uses a file to serialize access of administration commands to the GPFS cluster configuration data
files. This lock file is kept on the primary GPFS cluster configuration server in the /var/mmfs/gen/
mmLockDir directory. If a system failure occurs before the cleanup of this lock file, the file will remain
and subsequent administration commands may report that the GPFS cluster configuration data files are
locked. Besides a serialization lock, certain GPFS commands may obtain an additional lock. This lock is
designed to prevent GPFS from coming up, or file systems from being mounted, during critical sections
of the command processing. If this happens you will see a message that shows the name of the blocking
command, similar to message:

6027-1242
GPFS is waiting for requiredCondition.

To release the lock:
1. Determine the PID and the system that owns the lock by issuing:
mmcommon showLocks

The mmcommon showLocks command displays information about the lock server, lock name, lock
holder, PID, and extended information. If a GPFS administration command is not responding,
stopping the command will free the lock. If another process has this PID, another error occurred to
the original GPFS command, causing it to die without freeing the lock, and this new process has the
same PID. If this is the case, do not kill the process.

2. If any locks are held and you want to release them manually, from any node in the GPFS cluster issue
the command:

mmcommon freelLocks <lockName>

GPFS error messages for cluster configuration data file problems
This topic describes about the error messages relating to the cluster configuration data file issues in IBM
Spectrum Scale.

When GPFS commands are unable to retrieve or update the GPFS cluster configuration data files, the
system may display information similar to these error messages:

6027-1628
Cannot determine basic environment information. Not enough nodes are available.

6027-1630
The GPFS cluster data on nodeName is back level.

6027-1631
The commit process failed.

6027-1632
The GPFS cluster configuration data on nodeName is different than the data on nodeName.

6027-1633
Failed to create a backup copy of the GPFS cluster data on nodeName.

Recovery from loss of GPFS cluster configuration data file

This topic describes about the procedure for recovering the cluster configuration data file in IBM
Spectrum Scale.

A copy of the IBM Spectrum Scale cluster configuration data files is stored in the /var/mmfs/gen/mmsdrfs
file on each node. For proper operation, this file must exist on each node in the IBM Spectrum Scale
cluster. The latest level of this file is guaranteed to be on the primary, and secondary if specified, GPFS
cluster configuration server nodes that were defined when the IBM Spectrum Scale cluster was first
created with the mmecrcluster command.
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If the /var/mmfs/gen/mmsdrfs file is removed by accident from any of the nodes, and an up-to-date
version of the file is present on the primary IBM Spectrum Scale cluster configuration server, restore the
file by issuing this command from the node on which it is missing:

mmsdrrestore -p primaryServer
where primaryServer is the name of the primary GPFS cluster configuration server.

If the /var/mmfs/gen/mmsdrfs file is not present on the primary GPFS cluster configuration server, but is
present on some other node in the cluster, restore the file by issuing these commands:

mmsdrrestore -p remoteNode -F remoteFile
mmchcluster -p LATEST

where remoteNode is the node that has an up-to-date version of the /var/mmfs/gen/mmsdrfs file and
remoteFile is the full path name of that file on that node.

One way to ensure that the latest version of the /var/mmfs/gen/mmsdrfs file is always available is to use
the mmsdrbackup user exit.

Automatic backup of the GPFS cluster data

This topic describes about the procedure for automatically backing up the cluster data in IBM Spectrum
Scale.

GPFS provides an exit, mmsdrbackup, that can be used to automatically back up the GPFS configuration
data every time it changes. To activate this facility, follow these steps:

1. Modify the GPFS-provided version of mmsdrbackup as described in its prologue, to accomplish the
backup of the mmsdrfs file however the user desires. This file is /usr/lpp/mmfs/samples/
mmsdrbackup.sample.

2. Copy this modified mmsdrbackup.sample file to /var/mmfs/etc/mmsdrbackup on all of the nodes in
the GPFS cluster. Make sure that the permission bits for /var/mmfs/etc/mmsdrbackup are set to
permit execution by root.

GPFS will invoke the user-modified version of mmsdrbackup in /var/mmfs/etc every time a change is
made to the mmsdrfs file. This will perform the backup of the mmsdrfs file according to the user's
specifications. See the GPFS user exits topic in the IBM Spectrum Scale: Administration and Programming
Reference.

Error numbers specific to GPFS applications calls

This topic describes about the error numbers specific to GPFS application calls.

When experiencing installation and configuration problems, GPFS may report these error numbers inm
bperating system error log facility] or return them to an application:

ECONFIG = 215, Configuration invalid or inconsistent between different nodes.
This error is returned when the levels of software on different nodes cannot coexist. For
information about which levels may coexist, see the [BM Spectrum Scale FAQ in IBM Knowledge]
[Center (www.ibm.com/support/knowledgecenter/STXKQY / gpfsclustersfag.html)|

ENO_QUOTA_INST = 237, No Quota management enabled.
To enable quotas for the file system issue the mmchfs -Q yes command. To disable quotas for the
file system issue the mmchfs -Q no command.

EOFFLINE = 208, Operation failed because a disk is offline
This is most commonly returned when an open of a disk fails. Since GPFS will attempt to
continue operation with failed disks, this will be returned when the disk is first needed to
complete a command or application request. If this return code occurs, check your disk
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subsystem for stopped states and check to determine if the network path exists. In rare situations,
this will be reported if disk definitions are incorrect.

EALL_UNAVAIL = 218, A replicated read or write failed because none of the replicas were available.
Multiple disks in multiple failure groups are unavailable. Follow the procedures in
[“Disk issues,” on page 127 for unavailable disks.

6027-341 [D]
Node nodeName is incompatible because its maximum compatible version (number) is less than the
version of this node (number).

6027-342 [E]
Node nodeName is incompatible because its minimum compatible version is greater than the
version of this node (number).

6027-343 [E]
Node nodeName is incompatible because its version (number) is less than the minimum compatible
version of this node (number).

6027-344 [E]
Node nodeName is incompatible because its version is greater than the maximum compatible
version of this node (number).

GPFS modules cannot be loaded on Linux

You must build the GPFS portability layer binaries based on the kernel configuration of your system. For
more information, see The GPFS open source portability layer topic in the IBM Spectrum Scale: Concepts,
Planning, and Installation Guide. During mmstartup processing, GPFS loads the mmfslinux kernel module.

Some of the more common problems that you may encounter are:
1. If the portability layer is not built, you may see messages similar to:

Mon Mar 26 20:56:30 EDT 2012: runmmfs starting
Removing old /var/adm/ras/mmfs.log.* files:
Unloading modules from /1ib/modules/2.6.32.12-0.6-ppc64/extra
runmmfs: The /Tib/modules/2.6.32.12-0.6-ppc64/extra/mmfsTinux.ko kernel extension does not exist.
runmmfs: Unable to verify kernel/module configuration.
Loading modules from /1ib/modules/2.6.32.12-0.6-ppcb4/extra
runmmfs: The /1ib/modules/2.6.32.12-0.6-ppc64/extra/mmfsTinux.ko kernel extension does not exist.
runmmfs: Unable to verify kernel/module configuration.
Mon Mar 26 20:56:30 EDT 2012 runmmfs: error in loading or unloading the mmfs kernel extension
Mon Mar 26 20:56:30 EDT 2012 runmmfs: stopping GPFS

2. The GPFS kernel modules, mmfslinux and tracedev, are built with a kernel version that differs from
that of the currently running Linux kernel. This situation can occur if the modules are built on
another node with a different kernel version and copied to this node, or if the node is rebooted using

a kernel with a different version.

3. If the mmfslinux module is incompatible with your system, you may experience a kernel panic on
GPFS startup. Ensure that the site.mcr has been configured properly from the site.mcr.proto, and
GPFS has been built and installed properly.

For more information about the mmfslinux module, see the Building the GPFS portability layer topic in the
IBM Spectrum Scale: Concepts, Planning, and Installation Guide.

GPFS daemon will not come up

There are several indications that could lead you to the conclusion that the GPFS daemon (mmfsd) will
not come up and there are some steps to follow to correct the problem.

Those indications include:
* The file system has been enabled to mount automatically, but the mount has not completed.
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You issue a GPFS command and receive the message:

6027-665
Failed to connect to file system daemon: Connection refused.

The GPFS log does not contain the message:

6027-300 [N]
mmfsd ready

The GPFS log file contains this error message: 'Error: daemon and kernel extension do not match.' This
error indicates that the kernel extension currently loaded in memory and the daemon currently starting
have mismatching versions. This situation may arise if a GPFS code update has been applied, and the
node has not been rebooted prior to starting GPFS.

While GPFS scripts attempt to unload the old kernel extension during update and install operations,
such attempts may fail if the operating system is still referencing GPFS code and data structures. To

recover from this error, ensure that all GPFS file systems are successfully unmounted, and reboot the
node. The mmlsmount command can be used to ensure that all file systems are unmounted.

Steps to follow if the GPFS daemon does not come up

This topic describes about the steps that you need to follow if the GPFS daemon does not come up after
installation of IBM Spectrum Scale.

1.

80

See [“GPFS modules cannot be loaded on Linux” on page 79|if your node is running Linux, to verify
that you have built the portability layer.

Verify that the GPFS daemon is active by issuing:
ps -e | grep mmfsd

The output of this command should list mmfsd as operational. For example:
12230 pts/8 00:00:00 mmfsd

If the output does not show this, the GPFS daemon needs to be started with the mmstartup
command.

If you did not specify the autoload option on the mmcrcluster or the mmchconfig command, you
need to manually start the daemon by issuing the mmstartup command.

If you specified the autoload option, someone may have issued the mmshutdown command. In this
case, issue the mmstartup command. When using autoload for the first time, mmstartup must be run
manually. The autoload takes effect on the next reboot.

Verify that the network upon which your GPFS cluster depends is up by issuing;:
ping nodename

to each node in the cluster. A properly working network and node will correctly reply to the ping
with no lost packets.

Query the network interface that GPFS is using with:
netstat -i

A properly working network will report no transmission errors.
Verify that the GPFS cluster configuration data is available by looking in the GPFS log. If you see the
message:

6027-1592
Unable to retrieve GPFS cluster files from node nodeName.

Determine the problem with accessing node nodeName and correct it.

Verify that the GPFS environment is properly initialized by issuing these commands and ensuring that
the output is as expected.
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* Issue the mmlscluster command to list the cluster configuration. This will also update the GPFS
configuration data on the node. Correct any reported errors before continuing.

* List all file systems that were created in this cluster. For an AIX node, issue:
1sfs -v mmfs
For a Linux node, issue:
cat /etc/fstab | grep gpfs

If any of these commands produce unexpected results, this may be an indication of corrupted GPFS
cluster configuration data file information. Follow the procedures in [“Information to be collected|
[pefore contacting the IBM Support Center” on page 167|and then contact the IBM Support Center.

7. GPEFS requires a quorum of nodes to be active before any file system operations can be honored. This
requirement guarantees that a valid single token management domain exists for each GPFS file
system. Prior to the existence of a quorum, most requests are rejected with a message indicating that
quorum does not exist.

To identify which nodes in the cluster have daemons up or down, issue:
mmgetstate -L -a

If insufficient nodes are active to achieve quorum, go to any nodes not listed as active and perform
problem determination steps on these nodes. A quorum node indicates that it is part of a quorum by
writing an mmfsd ready message to the GPFS log. Remember that your system may have quorum
nodes and non-quorum nodes, and only quorum nodes are counted to achieve the quorum.

8. This step applies only to AIX nodes. Verify that GPFS kernel extension is not having problems with its
shared segment by invoking:

cat /var/adm/ras/mmfs.log.latest

Messages such as:
6027-319
Could not create shared segment.

must be corrected by the following procedure:
a. Issue the mmshutdown command.
b. Remove the shared segment in an AIX environment:

1) Issue the mmshutdown command.

2) Issue the mmfsadm cleanup command.
c. If you are still unable to resolve the problem, reboot the node.

9. If the previous GPFS daemon was brought down and you are trying to start a new daemon but are
unable to, this is an indication that the original daemon did not completely go away. Go to that node
and check the state of GPFS. Stopping and restarting GPFS or rebooting this node will often return
GPFS to normal operation. If this fails, follow the procedures in |“Additional information to collect for|
[GPFS daemon crashes” on page 168|and then contact the IBM Support Center.

Unable to start GPFS after the installation of a new release of GPFS

This topic describes about the steps that you need to perform if you are unable to start GPFS after
installing a new version of IBM Spectrum Scale.

If one or more nodes in the cluster will not start GPFS, these are the possible causes:
* If message:

6027-2700 [E]
A node join was rejected. This could be due to incompatible daemon versions, failure to find
the node in the configuration database, or no configuration manager found.

is written to the GPFS log, incompatible versions of GPFS code exist on nodes within the same cluster.
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* If messages stating that functions are not supported are written to the GPFS log, you may not have the
correct kernel extensions loaded.

1. Ensure that the latest GPFS install packages are loaded on your system.

2. If running on Linux, ensure that the latest kernel extensions have been installed and built. See the
Building the GPFS portability layer topic in the IBM Spectrum Scale: Concepts, Planning, and Installation
Guide.

3. Reboot the GPFS node after an installation to ensure that the latest kernel extension is loaded.

* The daemon will not start because the configuration data was not migrated. See [“Installation and]
fconfiguration problems” on page 73/

GPFS error messages for shared segment and network problems

This topic describes about the error messages relating to issues in shared segment and network in IBM
Spectrum Scale.

For shared segment problems, follow the problem determination and repair actions specified with the
following messages:

6027-319
Could not create shared segment.

6027-320
Could not map shared segment.

6027-321
Shared segment mapped at wrong address (is value, should be value).

6027-322
Could not map shared segment in kernel extension.

For network problems, follow the problem determination and repair actions specified with the following
message:

6027-306 [E]
Could not initialize inter-node communication

Error numbers specific to GPFS application calls when the daemon is
unable to come up

This topic describes about the application call error numbers when the daemon is unable to come up.

When the daemon is unable to come up, GPFS may report these error numbers in [the operating system|

or return them to an application:

ECONFIG = 215, Configuration invalid or inconsistent between different nodes.
This error is returned when the levels of software on different nodes cannot coexist. For
information about which levels may coexist, see the [[BM Spectrum Scale FAQ in IBM Knowledge
[Center (www.ibm.com/support/knowledgecenter/STXKQY / gpfsclustersfaq.html)|

6027-341 [D]
Node nodeName is incompatible because its maximum compatible version (number) is less than the
version of this node (number).

6027-342 [E]
Node nodeName is incompatible because its minimum compatible version is greater than the
version of this node (number).

6027-343 [E]
Node nodeName is incompatible because its version (number) is less than the minimum compatible
version of this node (number).
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6027-344 [E]
Node nodeName is incompatible because its version is greater than the maximum compatible
version of this node (number).

GPFS daemon went down

There are a number of conditions that can cause the GPFS daemon to exit.

These are all conditions where the GPFS internal checking has determined that continued operation
would be dangerous to the consistency of your data. Some of these conditions are errors within GPFS
processing but most represent a failure of the surrounding environment.

In most cases, the daemon will exit and restart after recovery. If it is not safe to simply force the
unmounted file systems to recover, the GPFS daemon will exit.

Indications leading you to the conclusion that the daemon went down:

* Applications running at the time of the failure will see either ENODEV or ESTALE errors. The ENODEV
errors are generated by the operating system until the daemon has restarted. The ESTALE error is
generated by GPFS as soon as it restarts.

When quorum is lost, applications with open files receive an ESTALE error return code until the files are
closed and reopened. New file open operations will fail until quorum is restored and the file system is
remounted. Applications accessing these files prior to GPFS return may receive a ENODEV return code
from the operating system.

* The GPFS log contains the message:
6027-650 [X]
The mmfs daemon is shutting down abnormally.

Most GPFS daemon down error messages are in the mmfs.log.previous log for the instance that failed.
If the daemon restarted, it generates a new mmfs.log.latest. Begin problem determination for these
errors by examining [the operating system error log]

If an existing quorum is lost, GPFS stops all processing within the cluster to protect the integrity of
your data. GPFS will attempt to rebuild a quorum of nodes and will remount the file system if
automatic mounts are specified.

* Open requests are rejected with no such file or no such directory errors.
When quorum has been lost, requests are rejected until the node has rejoined a valid quorum and

mounted its file systems. If messages indicate lack of quorum, follow the procedures in [“GPFS daemo
[will not come up” on page 79

* Removing the setuid bit from the permissions of these commands may produce errors for non-root
users:

mmdf
mmgetacl
mmlsdisk
mmlsfs
mmlsmgr
mmlspolicy
mmlsquota
mmlssnapshot
mmputacl
mmsnapdir
mmsnaplatest

The GPFS system-level versions of these commands (prefixed by ts) may need to be checked for how
permissions are set if non-root users see the following message:

6027-1209
GPFS is down on this node.
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If the setuid bit is removed from the permissions on the system-level commands, the command cannot
be executed and the node is perceived as being down. The system-level versions of the commands are:

tsdf

tslsdisk

tslsfs

tslsmgr

tslspolicy

tslsquota

tslssnapshot

tssnapdir

tssnaplatest

These are found in the /ust/lpp/mmfs/bin directory.

Note: The mode bits for all listed commands are 4555 or -r-sr-xr-x. To restore the default (shipped)
permission, enter:

chmod 4555 tscommand

Attention: Only administration-level versions of GPFS commands (prefixed by mm) should be
executed. Executing system-level commands (prefixed by ts) directly will produce unexpected results.

« For all other errors, follow the procedures in|“Additional information to collect for GPFS daemon|
fcrashes” on page 168, and then contact the IBM Support Center.

IBM Spectrum Scale failures due to a network failure

For proper functioning, GPFS depends both directly and indirectly on correct network operation.

This dependency is direct because various IBM Spectrum Scale internal messages flow on the network,
and may be indirect if the underlying disk technology is dependent on the network. Symptoms included
in an indirect failure would be inability to complete I/O or GPFS moving disks to the down state.

The problem can also be first detected by the GPFS network communication layer. If network
connectivity is lost between nodes or GPFS heart beating services cannot sustain communication to a
node, GPFS will declare the node dead and perform recovery procedures. This problem will manifest
itself by messages appearing in the GPFS log such as:

Mon Jun 25 22:23:36.298 2007: Close connection to 192.168.10.109 c5nl109. Attempting reconnect.

Mon Jun 25 22:23:37.300 2007: Connecting to 192.168.10.109 c5n109

Mon Jun 25 22:23:37.398 2007: Close connection to 192.168.10.109 c5n109

Mon Jun 25 22:23:38.338 2007: Recovering nodes: 9.114.132.109
Mon Jun 25 22:23:38.722 2007: Recovered 1 nodes.

Nodes mounting file systems owned and served by other clusters may receive error messages similar to
this:

Mon Jun 25 16:11:16 2007: Close connection to 89.116.94.81 k155n01
Mon Jun 25 16:11:21 2007: Lost membership in cluster remote.cluster. Unmounting file systems.

If a sufficient number of nodes fail, GPFS will lose the quorum of nodes, which exhibits itself by
messages appearing in the GPFS log, similar to this:

Mon Jun 25 11:08:10 2007: Close connection to 179.32.65.4 gpfs2
Mon Jun 25 11:08:10 2007: Lost membership in cluster gpfsxx.kgn.ibm.com. Unmounting file system.

When either of these cases occur, perform problem determination on your network connectivity. Failing
components could be network hardware such as switches or host bus adapters.
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Kernel panics with a 'GPFS dead man switch timer has expired, and
there's still outstanding I/O requests' message

This problem can be detected by an error log with a label of KERNEL_PANIC, and the PANIC
MESSAGES or a PANIC STRING.

For example:
GPFS Deadman Switch timer has expired, and there's still outstanding I/0 requests

GPFS is designed to tolerate node failures through per-node metadata logging (journaling). The log file is
called the recovery log. In the event of a node failure, GPFS performs recovery by replaying the recovery
log for the failed node, thus restoring the file system to a consistent state and allowing other nodes to
continue working. Prior to replaying the recovery log, it is critical to ensure that the failed node has
indeed failed, as opposed to being active but unable to communicate with the rest of the cluster.

In the latter case, if the failed node has direct access (as opposed to accessing the disk with an NSD
server) to any disks that are a part of the GPFS file system, it is necessary to ensure that no I/O requests
submitted from this node complete once the recovery log replay has started. To accomplish this, GPFS
uses the disk lease mechanism. The disk leasing mechanism guarantees that a node does not submit any
more [/O requests once its disk lease has expired, and the surviving nodes use disk lease time out as a
guideline for starting recovery.

This situation is complicated by the possibility of 'hung I/O'. If an I/O request is submitted prior to the
disk lease expiration, but for some reason (for example, device driver malfunction) the I/O takes a long
time to complete, it is possible that it may complete after the start of the recovery log replay during
recovery. This situation would present a risk of file system corruption. In order to guard against such a
contingency, when I/0O requests are being issued directly to the underlying disk device, GPFS initiates a
kernel timer, referred to as dead man switch. The dead man switch timer goes off in the event of disk
lease expiration, and checks whether there is any outstanding I/O requests. If there is any I/O pending, a
kernel panic is initiated to prevent possible file system corruption.

Such a kernel panic is not an indication of a software defect in GPFS or the operating system kernel, but
rather it is a sign of

1. Network problems (the node is unable to renew its disk lease).

2. Problems accessing the disk device (I/O requests take an abnormally long time to complete). See
[“MMFS_LONGDISKIO” on page 21|

Quorum loss

Each GPFS cluster has a set of quorum nodes explicitly set by the cluster administrator.

These quorum nodes and the selected quorum algorithm determine the availability of file systems owned
by the cluster. See the IBM Spectrum Scale: Concepts, Planning, and Installation Guide and search for quorum.

When quorum loss or loss of connectivity occurs, any nodes still running GPFS suspend the use of file
systems owned by the cluster experiencing the problem. This may result in GPFS access within the
suspended file system receiving ESTALE errnos. Nodes continuing to function after suspending file
system access will start contacting other nodes in the cluster in an attempt to rejoin or reform the
quorum. If they succeed in forming a quorum, access to the file system is restarted.

Normally, quorum loss or loss of connectivity occurs if a node goes down or becomes isolated from its
peers by a network failure. The expected response is to address the failing condition.
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Delays and deadlocks

The first item to check when a file system appears hung is the condition of the networks including the
network used to access the disks.

Look for increasing numbers of dropped packets on all nodes by issuing:
* The netstat -D command on an AIX node.

* The ifconfig interfacename command, where interfacename is the name of the interface being used by
GPFS for communication.

When using subnets ( see the Using remote access with public and private IP addresses topic in the IBM
Spectrum Scale: Advanced Administration Guide .), different interfaces may be in use for intra-cluster and
intercluster communication. The presence of a hang or dropped packed condition indicates a network
support issue that should be pursued first. Contact your local network administrator for problem
determination for your specific network configuration.

If file system processes appear to stop making progress, there may be a system resource problem or an
internal deadlock within GPFS.

Note: A deadlock can occur if user exit scripts that will be called by the mmaddcallback facility are
placed in a GPFS file system. The scripts should be placed in a local file system so they are accessible
even when the networks fail.

To debug a deadlock, do the following:

1. Check how full your file system is by issuing the mmdf command. If the mmdf command does not
respond, contact the IBM Support Center. Otherwise, the system displays information similar to:

disk disk size failure holds holds free KB free KB
name in KB group metadata data in full blocks in fragments

Disks in storage pool: system (Maximum disk size allowed is 1.1 TB)

dm2 140095488 1 yes yes 136434304 ( 97%) 278232 ( 0%)
dm4 140095488 1 yes yes 136318016 ( 97%) 287442 ( 0%)
dmb 140095488 4000 yes yes 133382400 ( 95%) 386018 ( 0%)
dmOnsd 140095488 4005 yes yes 134701696 ( 96%) 456188 ( 0%)
dmlnsd 140095488 4006 yes yes 133650560 ( 95%) 492698 ( 0%)
dml5 140095488 4006 yes yes 140093376 (100%) 62 ( 0%)
(pool total) 840572928 814580352 ( 97%) 1900640 ( 0%)
(total) 840572928 814580352 ( 97%) 1900640 ( 0%)

Inode Information

Number of used inodes: 4244
Number of free inodes: 157036
Number of allocated inodes: 161280
Maximum number of inodes: 512000

GPFS operations that involve allocation of data and metadata blocks (that is, file creation and writes)
will slow down significantly if the number of free blocks drops below 5% of the total number. Free up
some space by deleting some files or snapshots (keeping in mind that deleting a file will not
necessarily result in any disk space being freed up when snapshots are present). Another possible
cause of a performance loss is the lack of free inodes. Issue the mmchfs command to increase the
number of inodes for the file system so there is at least a minimum of 5% free. If the file system is
approaching these limits, you may notice the following error messages:

6027-533 [W]
Inode space inodeSpace in file system fileSystem is approaching the limit for the maximum
number of inodes.
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operating system error log entry
Jul 19 12:51:49 nodel mmfs: Error=IMMFS_SYSTEM_WARNING[ ID=0x4DC797C6,
Tag=3690419: File system warning. Volume fs1. Reason: File system fs1 is approaching the
limit for the maximum number of inodes/files.

2. If automated deadlock detection and deadlock data collection are enabled, look in the latest GPFS log
file to determine if the system detected the deadlock and collected the appropriate debug data. Look
in /var/adm/ras/mmfs.log.latest for messages similar to the following:

Thu Feb 13 14:58:09.524 2014: [A] Deadlock detected: 2014-02-13 14:52:59: waiting 309.888 seconds on node
p7fbnl2: SyncHandlerThread 65327: on LkObjCondvar, reason 'waiting for RO lock'

Thu Feb 13 14:58:09.525 2014: [I] Forwarding debug data collection request to cluster manager p7fbnll of
cluster clusterl.gpfs.net

Thu Feb 13 14:58:09.524 2014: [I] Calling User Exit Script gpfsDebugDataCollection: event deadlockDebugData,
Async command /usr/Tpp/mmfs/bin/mmcommon.

Thu Feb 13 14:58:10.625 2014: [N] sdrServ: Received deadlock notification from 192.168.117.21

Thu Feb 13 14:58:10.626 2014: [N] GPFS will attempt to collect debug data on this node.

mmtrace: move /tmp/mmfs/Ixtrace.trc.p7fbnl2.recycle.cpud
/tmp/mmfs/trcfile.140213.14.58.10.deadlock.p7fbnl2.recycle.cpud

mmtrace: formatting /tmp/mmfs/trcfile.140213.14.58.10.deadlock.p7fbnl2.recycle to
/tmp/mmfs/trcrpt.140213.14.58.10.deadlock.p7fbnl2.gz

This example shows that deadlock debug data was automatically collected in /tmp/mmfs. If deadlock
debug data was not automatically collected, it would need to be manually collected.

To determine which nodes have the longest waiting threads, issue this command on each node:
/usr/1pp/mmfs/bin/mmdiag --waiters waitTimeInSeconds

For all nodes that have threads waiting longer than waitTimelnSeconds seconds, issue:

mmfsadm dump all

Notes:
a. Each node can potentially dump more than 200 MB of data.

b. Run the [mmfsadm dump alll command only on nodes that you are sure the threads are really
hung. An mmfsadm dump all command can follow pointers that are changing and cause the node
to crash.

3. If the deadlock situation cannot be corrected, follow the instructions in [“Additional information to]
fcollect for delays and deadlocks” on page 168 |then contact the IBM Support Center.

Node cannot be added to the GPFS cluster

There is an indication leading you to the conclusion that a node cannot be added to a cluster and steps to
follow to correct the problem.

That indication is:
* You issue the mmcrcluster or mmaddnode command and receive the message:
6027-1598

Node nodeName was not added to the cluster. The node appears to already belong to a GPFS
cluster.

Steps to follow if a node cannot be added to a cluster:

1. Run the mmlscluster command to verify that the node is not in the cluster.

2. If the node is not in the cluster, issue this command on the node that could not be added:
mmdelnode -f

3. Reissue the mmaddnode command.

Remote node expelled after remote file system successfully mounted

This problem produces 'node expelled from cluster' messages.
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One cause of this condition is when the subnets attribute of the mmchconfig command has been used to
specify subnets to GPFS, and there is an incorrect netmask specification on one or more nodes of the
clusters involved in the remote mount. Check to be sure that all netmasks are correct for the network
interfaces used for GPFS communication.

Disaster recovery issues

As with any type of problem or failure, obtain the GPFS log files (mmfs.log.”) from all nodes in the
cluster and, if available, the content of the internal dumps.

For more information, see:

* The Establishing disaster recovery for your GPFS cluster topic in the IBM Spectrum Scale: Advanced
Administration Guide for detailed information about GPFS disaster recovery

+ [“Creating a master GPFS log file” on page 2|

+ [“Information to be collected before contacting the IBM Support Center” on page 167

The following two messages might appear in the GPFS log for active/active disaster recovery scenarios
with GPFS replication. The purpose of these messages is to record quorum override decisions that are
made after the loss of most of the disks:

6027-435 [N]
The file system descriptor quorum has been overridden.

6027-490 [N]
The descriptor replica on disk diskName has been excluded.

A message similar to these appear in the log on the file system manager, node every time it reads the file
system descriptor with an overridden quorum:

6027-435 [N] The file system descriptor quorum has been overridden.
6027-490 [N] The descriptor replica on disk gpfs23nsd has been excluded.
6027-490 [N] The descriptor replica on disk gpfs24nsd has been excluded.

For more information on quorum override, see the IBM Spectrum Scale: Concepts, Planning, and Installation
Guide and search for quorum.

For PPRC and FlashCopy-based configurations, more problem determination information can be collected
from the ESS log file. This information and the appropriate ESS documentationmust be referred while
working with various types disk subsystem-related failures. For instance, if users are unable to perform a
PPRC failover (or failback) task successfully or unable to generate a FlashCopy® of a disk volume, they
should consult the subsystem log and the appropriate ESS documentation. For more information, see the
following topics:

» IBM Enterprise Storage Server® (www.redbooks.ibm.com /redbooks/pdfs/sg245465.pdf)|

» IBM TotalStorage Enterprise Storage Server Web Interface User’s Guide (publibfp.boulder.ibm.com/epubs /|
pdf/f2bui05.pdf)|

Disaster recovery setup problems
The following setup problems might impact disaster recovery implementation:

1. Considerations of data integrity require proper setup of PPRC consistency groups in PPRC
environments. Additionally, when using the FlashCopy facility, make sure to suspend all I/O activity
before generating the FlashCopy image. See [‘Data integrity” on page 124

2. In certain cases, it might not be possible to restore access to the file system even after relaxing the
node and disk quorums. For example, in a three failure group configuration, GPFS tolerates and
recovers from a complete loss of a single failure group (and the tiebreaker with a quorum override).
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3.

However, all disks in the remaining failure group must remain active and usable in order for the file
system to continue its operation. A subsequent loss of at least one of the disks in the remaining failure
group would render the file system unusable and trigger a forced unmount. In such situations, users
might still be able to perform a restricted mount and attempt to recover parts of their data from the
damaied file system. For more information on restricted mounts, see [‘Restricted mode mount” on|

page 49.
When you issue mmfsctl syncFSconfig, you might get an error similar to the following:
mmfsctl: None of the nodes in the peer cluster can be reached

In such scenarios, check the network connectivity between the peer GPFS clusters and verify their
remote shell setup. This command requires full TCP/IP connectivity between the two sites, and all
nodes must be able to communicate by using ssh or rsh without the use of a password.

Other problems with disaster recovery

You might encounter the following issues that are related to disaster recovery in IBM Spectrum Scale:

1.

Currently, users are advised to always specify the all option when you issue the mmfsctl
syncFSconfig command, rather than the device name of one specific file system. Issuing this
command enables GPFS to detect and correctly resolve the configuration discrepancies that might
occur as a result of the manual administrative action in the target GPFS cluster to which the
configuration is imported.

The optional SpecFile parameter to the mmfsctl syncFSconfigthat is specified with the -S flag must
be a fully qualified path name that defines the location of the spec data file on nodes in the target
cluster. It is not the local path name to the file on the node from which the mmfsctl command is
issued. A copy of this file must be available at the provided path name on all peer contact nodes that
are defined in the RemoteNodesFile.

GPFS commands are unsuccessful

GPFS commands can be unsuccessful for various reasons.

Unsuccessful command results will be indicated by:

* Return codes indicating the GPFS daemon is no longer running.

* Command specific problems indicating you are unable to access the disks.

* A nonzero return code from the GPFS command.

Some reasons that GPFS commands can be unsuccessful include:

1.

If all commands are generically unsuccessful, this may be due to a daemon failure. Verify that the
GPFS daemon is active. Issue:

mmgetstate

If the daemon is not active, check |/var/adm/ras/mmfs.log.latest| and |/var/adm/ras/mmfs.log.previous|
on the local node and on the file system manager node. These files enumerate the failing sequence of
the GPFS daemon.

If there is a communication failure with the file system manager node, you will receive an error and
the errno global variable may be set to EIO (I/O error).

Verify the GPFS cluster configuration data files are not locked and are accessible. To determine if the
GPFS cluster configuration data files are locked, see [“GPFS cluster configuration data files are locked”|

The ssh command is not functioning correctly. See [“Authorization problems” on page 75/

If ssh is not functioning properly on a node in the GPFS cluster, a GPFS administration command that
needs to run work on that node will fail with a 'permission is denied' error. The system displays
information similar to:
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mmlscluster

sshd: 0826-813 Permission is denied.

mmdsh: 6027-1615 k145n02 remote shell process had return code 1.

mmlscluster: 6027-1591 Attention: Unable to retrieve GPFS cluster files from node k145n02
sshd: 0826-813 Permission is denied.

mmdsh: 6027-1615 k145n01 remote shell process had return code 1.

mmlscluster: 6027-1592 Unable to retrieve GPFS cluster files from node k145n01

These messages indicate that ssh is not working properly on nodes k145n01 and k145n02.

If you encounter this type of failure, determine why ssh is not working on the identified node. Then
fix the problem.

Most problems encountered during file system creation fall into three classes:
* You did not create network shared disks which are required to build the file system.
* The creation operation cannot access the disk.

Follow the procedures for checking access to the disk. This can result from a number of factors
including those described in [“NSD and underlying disk subsystem failures” on page 127/

* Unsuccessful attempt to communicate with the file system manager.

The file system creation runs on the file system manager node. If that node goes down, the mmcrfs
command may not succeed.

If the mmdelnode command was unsuccessful and you plan to permanently de-install GPFS from a
node, you should first remove the node from the cluster. If this is not done and you run the
mmdelnode command after the mmfs code is removed, the command will fail and display a message
similar to this example:

Verifying GPFS is stopped on all affected nodes ...
k145n05: ksh: /usr/1pp/mmfs/bin/mmremote: not found.

If this happens, power off the node and run the mmdelnode command again.

If you have successfully installed and are operating with the latest level of GPFS, but cannot run the
new functions available, it is probable that you have not issued the mmchfs -V full or mmchfs -V
compat command to change the version of the file system. This command must be issued for each of
your file systems.

In addition to mmchfs -V, you may need to run the mmmigratefs command. See the File system
format changes between versions of GPES topic in the IBM Spectrum Scale: Administration and Programming
Reference.

Note: Before issuing the -V option (with full or compat), see the Migration, coexistence and compatibility
topic in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide. You must ensure that all
nodes in the cluster have been migrated to the latest level of GPFS code and that you have
successfully run the mmchconfig release=LATEST command.

Make sure you have operated with the new level of code for some time and are certain you want to
migrate to the latest level of GPFS. Issue the mmchfs -V full command only after you have definitely
decided to accept the latest level, as this will cause disk changes that are incompatible with previous
levels of GPFS.

For more information about the mmchfs command, see the IBM Spectrum Scale: Administration and
Programming Reference.

GPFS error messages for unsuccessful GPFS commands

This topic describes about the error messages for unsuccessful GPFS commands.

If message 6027-538 is returned from the mmerfs command, verify that the disk descriptors are specified
correctly and that all named disks exist and are online. Issue the mmlsnsd command to check the disks.

6027-538

Error accessing disks.
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If the daemon failed while running the command, you will see message 6027-663. Follow the procedures
in [‘GPFS daemon went down” on page 83|

6027-663
Lost connection to file system daemon.

If the daemon was not running when you issued the command, you will see message 6027-665. Follow
the procedures in [‘GPFS daemon will not come up” on page 79,

6027-665
Failed to connect to file system daemon: errorString.

When GPFS commands are unsuccessful, the system may display information similar to these error
messages:

6027-1627
The following nodes are not aware of the configuration server change: nodeList. Do not start GPFS
on the preceding nodes until the problem is resolved.

Application program errors

When receiving application program errors, there are various courses of action to take.

Follow these steps to help resolve application program errors:

1. Loss of file system access usually appears first as an error received by an application. Such errors are
normally encountered when the application tries to access an unmounted file system.

The most common reason for losing access to a single file system is a failure somewhere in the path
to a large enough number of disks to jeopardize your data if operation continues. These errors may be
reported in [the operating system error log| on any node because they are logged in the first node to
detect the error. Check all error logs for errors.

The mmlsmount all -L command can be used to determine the nodes that have successfully mounted
a file system.

2. There are several cases where the state of a given disk subsystem will prevent access by GPFS. This
will be seen by the application as I/O errors of various types and will be reported in the error logs as
MMFS_SYSTEM_UNMOUNT or MMFS_DISKFAIL records. This state can be found by issuing the
mmlsdisk command.

3. If allocation of data blocks or files (which quota limits should allow) fails, issue the mmlsquota
command for the user, group or fileset.

If filesets are involved, use these steps to determine which fileset was being accessed at the time of
the failure:

a. From the error messages generated, obtain the path name of the file being accessed.
b. Go to the directory just obtained, and use this mmlsattr -L command to obtain the fileset name:
mmlsattr -L . | grep "fileset name:"

The system produces output similar to:
fileset name: myFileset

c. Use the mmlsquota -j command to check the quota limit of the fileset. For example, using the
fileset name found in the previous step, issue this command:

mmlsquota -j myFileset -e

The system produces output similar to:

Block Limits File Limits
Filesystem type KB quota 1imit in_doubt grace | files quota Timit in_doubt grace Remarks
fsl FILESET 2152 0 0 0 none 250 0 250 0 none
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The mmlsquota output is similar when checking the user and group quota. If usage is equal to or
approaching the hard limit, or if the grace period has expired, make sure that no quotas are lost by
checking in doubt values.

If quotas are exceeded in the in doubt category, run the mmcheckquota command. For more
information, see [“The mmcheckquota command” on page 57|

Note: There is no way to force GPFS nodes to relinquish all their local shares in order to check for
lost quotas. This can only be determined by running the mmcheckquota command immediately after
mounting the file system, and before any allocations are made. In this case, the value in doubt is the
amount lost.

To display the latest quota usage information, use the -e option on either the mmlsquota or the
mmrepquota commands. Remember that the mmquotaon and mmgquotaoff commands do not enable
and disable quota management. These commands merely control enforcement of quota limits. Usage
continues to be counted and recorded in the quota files regardless of enforcement.

Reduce quota usage by deleting or compressing files or moving them out of the file system. Consider
increasing quota limit.

GPFS error messages for application program errors

This topic describes about the error messages that IBM Spectrum Scale displays for application program
errors.

Application program errors can be associated with these GPFS message numbers:

6027-506
program: loadFile is already loaded at address.

6027-695 [E]
File system is read-only.

Troubleshooting Windows problems
The topics that follow apply to Windows Server 2008.

Home and .ssh directory ownership and permissions

This topic describes about the issues related to .ssh directory ownership and permissions.

Make sure users own their home directories, which is not normally the case on Windows. They should
also own ~/.ssh and the files it contains. Here is an example of file attributes that work:

bash-3.00% 1s -1 -d ™~

drwx------ 1 demyn Domain Users 0 Dec 5 11:53 /dev/fs/D/Users/demyn
bash-3.00$ 1s -1 -d ~/.ssh

drwx------ 1 demyn Domain Users 0 Oct 26 13:37 /dev/fs/D/Users/demyn/.ssh
bash-3.00$ 1s -1 ~/.ssh

total 11

drwx------ 1 demyn Domain Users 0 Oct 26 13:37 .

drwx------ 1 demyn Domain Users 0 Dec 5 11:53 ..

-rw-r--r-- 1 demyn Domain Users 603 Oct 26 13:37 authorized_keys2
-rW------- 1 demyn Domain Users 672 Oct 26 13:33 id_dsa

-rw-r--r-- 1 demyn Domain Users 603 Oct 26 13:33 id_dsa.pub
-rw-r--r-- 1 demyn Domain Users 2230 Nov 11 07:57 known_hosts
bash-3.00$

Problems running as Administrator

You might have problems using SSH when running as the domain Administrator user. These issues do
not apply to other accounts, even if they are members of the Administrators group.
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GPFS Windows and SMB2 protocol (CIFS serving)

SMB?2 is a version of the Server Message Block (SMB) protocol that was introduced with Windows Vista
and Windows Server 2008.

Various enhancements include the following (among others):

* reduced “chattiness” of the protocol

* larger buffer sizes

* faster file transfers

* caching of metadata such as directory content and file properties

* better scalability by increasing the support for number of users, shares, and open files per server

The SMB2 protocol is negotiated between a client and the server during the establishment of the SMB
connection, and it becomes active only if both the client and the server are SMB2 capable. If either side is
not SMB2 capable, the default SMB (version 1) protocol gets used.

The SMB2 protocol does active metadata caching on the client redirector side, and it relies on Directory
Change Notification on the server to invalidate and refresh the client cache. However, GPFS on Windows
currently does not support Directory Change Notification. As a result, if SMB2 is used for serving out a
IBM Spectrum Scale file system, the SMB2 redirector cache on the client will not see any cache-invalidate
operations if the actual metadata is changed, either directly on the server or via another CIFS client. In
such a case, the SMB2 client will continue to see its cached version of the directory contents until the
redirector cache expires. Therefore, the use of SMB2 protocol for CIFS sharing of GPFS file systems can
result in the CIFS clients seeing an inconsistent view of the actual GPFS namespace.

A workaround is to disable the SMB2 protocol on the CIFS server (that is, the GPFS compute node). This
will ensure that the SMB2 never gets negotiated for file transfer even if any CIFS client is SMB2 capable.

To disable SMB2 on the GPFS compute node, follow the instructions under the “MORE INFORMATION"
section at the [Microsoft Support website (support.microsoft.com/kb/974103)|

OpenSSH connection delays

OpenSSH can be sensitive to network configuration issues that often do not affect other system
components. One common symptom is a substantial delay (20 seconds or more) to establish a connection.
When the environment is configured correctly, a command such as ssh gandalf date should only take one
or two seconds to complete.

If you are using OpenSSH and experiencing an SSH connection delay (and if IPv6 is not supported in
your environment), try disabling IPv6 on your Windows nodes and remove or comment out any IPv6
addresses from the /etc/resolv.conf file.

File protocol authentication setup issues

When trying to enable Active Directory Authentication for file (smb, nfs), the creation might fail due to a
timeout. In some cases, the AD server can return multiple IPs that cannot be queried within the allotted
timeout period and/or IPs that belong to networks inaccessible by the IBM Spectrum Scale nodes.

You can try the following workarounds to resolve this issue:
* Remove any invalid/unreachable IPs from the AD DNS.

If you removed any invalid/unreachable IPs, retry the mmuserauth service create command that
previously failed.

* You can also try to disable any adapters that might not be in use.
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For example, on Windows 2008: Start -> Control Panel -> Network and Sharing Center -> Change
adapter settings -> Right-click the adapter that you are trying to disable and click Disable

If you disabled any adapters, retry the mmuserauth service create command that previously failed.
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Chapter 8. File system issues

Suspect a GPFS file system problem when a file system will not mount or unmount.

You can also suspect a file system problem if a file system unmounts unexpectedly, or you receive an
error message indicating that file system activity can no longer continue due to an error, and the file
system is being unmounted to preserve its integrity. Record all error messages and log entries that you
receive relative to the problem, making sure that you look on all affected nodes for this data.

These are some of the errors encountered with GPFS file systems:

* [“File system will not mount”|

+ [“File system will not unmount” on page 104

+ |“File system forced unmount” on page 105|

* [“Unable to determine whether a file system is mounted” on page 108§|

[“Multiple file system manager failures” on page 108|

* |“Discrepancy between GPES configuration data and the on-disk data for a file system” on page 109

* [“Errors associated with storage pools, filesets and policies” on page 109

* [“Failures using the mmbackup command” on page 116|

* [“Snapshot problems” on page 116|

* [“Failures using the mmpmon command” on page 119

* 1ssues oOn page
“NFS issues” on page 121

* [“Problems working with Samba” on page 123|

+ [“Data integrity” on page 124|

* [“Messages requeuing in AFM” on page 124|

File system will not mount

There are indications leading you to the conclusion that your file system will not mount and courses of
action you can take to correct the problem.

Some of those indications include:

* On performing a manual mount of the file system, you get errors from either the operating system or
GPFS.

* If the file system was created with the option of an automatic mount, you will have failure return
codes in the GPFS log.

* Your application cannot access the data it needs. Check the GPFS log for messages.
* Return codes or error messages from the mmmount command.

¢ The mmlsmount command indicates that the file system is not mounted on certain nodes.

If your file system will not mount, follow these steps:

1. On a quorum node in the cluster that owns the file system, verify that quorum has been achieved.
Check the GPFS log to see if an mmfsd ready message has been logged, and that no errors were
reported on this or other nodes.

2. Verify that a conflicting command is not running. This applies only to the cluster that owns the file
system. However, other clusters would be prevented from mounting the file system if a conflicting
command is running in the cluster that owns the file system.
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For example, a mount command may not be issued while the mmfsck command is running. The
mount command may not be issued until the conflicting command completes. Note that interrupting
the mmfsck command is not a solution because the file system will not be mountable until the
command completes. Try again after the conflicting command has completed.

Verify that sufficient disks are available to access the file system by issuing the mmlsdisk command.
GPFS requires a minimum number of disks to find a current copy of the core metadata. If sufficient
disks cannot be accessed, the mount will fail. The corrective action is to fix the path to the disk. See
[“NSD and underlying disk subsystem failures” on page 127

Missing disks can also cause GPFS to be unable to find critical metadata structures. The output of
the mmlsdisk command will show any unavailable disks. If you have not specified metadata
replication, the failure of one disk may result in your file system being unable to mount. If you have
specified metadata replication, it will require two disks in different failure groups to disable the
entire file system. If there are down disks, issue the mmchdisk start command to restart them and
retry the mount.

For a remote file system, mmlsdisk provides information about the disks of the file system.
However mmchdisk must be run from the cluster that owns the file system.

If there are no disks down, you can also look locally for error log reports, and follow the problem
determination and repair actions specified in your storage system vendor problem determination

guide. If the disk has failed, follow the procedures in [“NSD and underlying disk subsystem failures”|

Verify that communication paths to the other nodes are available. The lack of communication paths
between all nodes in the cluster may impede contact with the file system manager.

Verify that the file system is not already mounted. Issue the mount command.

Verify that the GPFS daemon on the file system manager is available. Run the mmlsmgr command
to determine which node is currently assigned as the file system manager. Run a trivial data access
command such as an Is on the mount point directory. If the command fails, see [‘GPFS daemon went|
[down” on page 83

Check to see if the mount point directory exists and that there is an entry for the file system in the
letc/fstab file (for Linux) or /etc/filesystems file (for AIX). The device name for a file system mount
point will be listed in column one of the /etc/fstab entry or as a dev= attribute in the /etc/filesystems
stanza entry. A corresponding device name must also appear in the /dev file system.

If any of these elements are missing, an update to the configuration information may not have been
propagated to this node. Issue the command to rebuild the configuration information on
the node and reissue the mmmount command.

Do not add GPFS file system information to /etc/filesystems (for AIX) or /etc/fstab (for Linux)
directly. If after running the file system information is still missing from
Jetc/filesystems (for AIX) or /etc/fstab (for Linux), follow the procedures in [“Information to be]
[collected before contacting the IBM Support Center” on page 167)and then contact the IBM Support
Center.

Check the number of file systems that are already mounted. There is a maximum number of 256
mounted file systems for a GPFS cluster. Remote file systems are included in this number.

If you issue mmchfs -V compat, it enables backwardly-compatible format changes only. Nodes in
remote clusters that were able to mount the file system before will still be able to do so.

If you issue mmchfs -V full, it enables all new functions that require different on-disk data
structures. Nodes in remote clusters running an older GPFS version will no longer be able to mount
the file system. If there are any nodes running an older GPFS version that have the file system
mounted at the time this command is issued, the mmchfs command will fail. For more information
about completing the migration to a new level of GPFS, see the IBM Spectrum Scale: Concepts,
Planning, and Installation Guide.

All nodes that access the file system must be upgraded to the same level of GPFS. Check for the
possibility that one or more of the nodes was accidently left out of an effort to upgrade a multi-node
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11.

12.

13.

14.

15.

system to a new GPFS release. If you need to return to the earlier level of GPFS, you must re-create
the file system from the backup medium and restore the content in order to access it.

If DMAPI is enabled for the file system, ensure that a data management application is started and
has set a disposition for the mount event. Refer to the IBM Spectrum Scale: Data Management API
Guide and the user's guide from your data management vendor.

The data management application must be started in the cluster that owns the file system. If the
application is not started, other clusters will not be able to mount the file system. Remote mounts of
DMAPI managed file systems may take much longer to complete than those not managed by
DMAPL

Issue the mmlsfs -A command to check whether the automatic mount option has been specified. If
automatic mount option is expected, check the GPFS log in the cluster that owns and serves the file
system, for progress reports indicating:

starting ...

mounting ...
mounted ....

If i uotas are enabled, check if there was an error while reading quota files. See ["MMFS_QUOTA" on|
page 21.

Verify the maxblocksize configuration parameter on all clusters involved. If maxblocksize is less
than the block size of the local or remote file system you are attempting to mount, you will not be
able to mount it.

If the file system has encryption rules, see [“Mount failure for a file system with encryption rules” onl|
_a e 143.

To mount a file system on a remote cluster, ensure that the cluster that owns and serves the file
system and the remote cluster have proper authorization in place. The authorization between
clusters is set up with the mmauth command.

Authorization errors on AIX are similar to the following;:

cl3clapvb.gpfs.net: Failed to open remotefs.
cl3clapvb.gpfs.net: Permission denied
cl3clapv6.gpfs.net: Cannot mount /dev/remotefs on /gpfs/remotefs: Permission denied

Authorization errors on Linux are similar to the following:

mount: /dev/remotefs is write-protected, mounting read-only
mount: cannot mount /dev/remotefs read-only
mmmount: 6027-1639 Command failed. Examine previous error messages to determine cause.

For more information about mounting a file system that is owned and served by another GPFS
cluster, see the IBM Spectrum Scale: Advanced Administration Guide.

GPFS error messages for file system mount problems
6027-419

Failed to read a file system descriptor.

6027-482 [E]

Remount failed for device name: errnoDescription

6027-549

Failed to open name.

6027-580

Unable to access vital system metadata. Too many disks are unavailable.

6027-645

Attention: mmcommon getEFOptions fileSystem failed. Checking fileName.
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Error numbers specific to GPFS application calls when a file system
mount is not successful

When a mount of a file system is not successful, GPFS may report these error numbers in
bystem error log| or return them to an application:

ENO_QUOTA_INST = 237, No Quota management enabled.
To enable quotas for the file system, issue the mmchfs -Q yes command. To disable quotas for
the file system issue the mmchfs -Q no command.

Automount file system will not mount

If an automount fails when you cd into the mount point directory, first check that the file system in
question is of automount type. Use the mmlsfs -A command for local file systems. Use the mmremotefs
show command for remote file systems.

Steps to follow if automount fails to mount on Linux
On Linux, perform these steps:

1. Verify that the GPFS file system mount point is actually a symbolic link to a directory in the
automountdir directory. If automountdir=/gpfs/autmountdir then the mount point /gpfs/gpfs66
would be a symbolic link to /gpfs/automountdir/gp£s66.

a. First, verify that GPFS is up and running.

b. Use the mmlsconfig command to verify the automountdir directory. The default automountdir is
named /gpfs/automountdir. If the GPFS file system mount point is not a symbolic link to the
GPFS automountdir directory, then accessing the mount point will not cause the automounter to
mount the file system.

c. If the command /bin/ls -1d of the mount point shows a directory, then run the command
mmrefresh -f. If the directory is empty, the command mmrefresh -f will remove the directory and
create a symbolic link.

If the directory is not empty, you need to move or remove the files contained in that directory, or
change the mount point of the file system. For a local file system, use the mmchfs command. For a
remote file system, use the mmremotefs command.

d. Once the mount point directory is empty, run the mmrefresh -f command.
2. Verify that the autofs mount has been established. Issue this command:

mount | grep automount

Output should be similar to this:
automount (pid20331) on /gpfs/automountdir type autofs (rw,fd=5,pgrp=20331,minproto=2,maxproto=3)

For Red Hat Enterprise Linux 5, verify the following line is in the default master map file
(/etc/auto.master):
/gpfs/automountdir program:/usr/1pp/mmfs/bin/mmdynamicmap

For example, issue:

grep mmdynamicmap /etc/auto.master

Output should be similar to this:
/gpfs/automountdir program:/usr/1pp/mmfs/bin/mmdynamicmap

This is an autofs program map, and there will be a single mount entry for all GPFS automounted file
systems. The symbolic link points to this directory, and access through the symbolic link triggers the
mounting of the target GPFS file system. To create this GPFS autofs mount, issue the mmcommon
startAutomounter command, or stop and restart GPFS using the mmshutdown and mmstartup
commands.

3. Verify that the automount daemon is running. Issue this command:

ps -ef | grep automount
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Output should be similar to this:

root 5116 1 0 Jun25 pts/0 00:00:00 /usr/sbin/automount /gpfs/automountdir program
Jusr/1pp/mmfs/bin/mmdynamicmap

For Red Hat Enterprise Linux 5, verify that the autofs daemon is running. Issue this command:

ps -ef | grep automount

Output should be similar to this:
root 22646 1 0 01:21 ? 00:00:02 automount

To start the automount daemon, issue the mmcommon startAutomounter command, or stop and
restart GPFS using the mmshutdown and mmstartup commands.

Note: If automountdir is mounted (as in step 2) and the mmcommon startAutomounter command is
not able to bring up the automount daemon, manually umount the automountdir before issuing the
mmcommon startAutomounter again.

4. Verify that the mount command was issued to GPFS by examining the GPFS log. You should see
something like this:

Mon Jun 25 11:33:03 2004: Command: mount gpfsx2.kgn.ibm.com:gpfs55 5182
5. Examine /var/log/messages for autofs error messages.
This is an example of what you might see if the remote file system name does not exist.

Jun 25 11:33:03 linux automount[20331]: attempting to mount entry /gpfs/automountdir/gpfs55

Jun 25 11:33:04 Tlinux automount[28911]: >> Failed to open gpfs55.

Jun 25 11:33:04 linux automount[28911]: >> No such device

Jun 25 11:33:04 Tinux automount[28911]: >> mount: fs type gpfs not supported by kernel

Jun 25 11:33:04 linux automount[28911]: mount(generic): failed to mount /dev/gpfs55 (type gpfs)
on /gpfs/automountdir/gpfs55

6. After you have established that GPFS has received a mount request from autofs (Step E[) and that
mount request failed (Step EI), issue a mount command for the GPFS file system and follow the
directions in [“File system will not mount” on page 95

Steps to follow if automount fails to mount on AIX
On AIX, perform these steps:

1. First, verify that GPFS is up and running.

2. Verify that GPFS has established autofs mounts for each automount file system. Issue the following
command:

mount | grep autofs

The output is similar to this:

/var/mmfs/gen/mmDirectMap /gpfs/gpfs55 autofs Jun 25 15:03 ignore
/var/mmfs/gen/mmDirectMap /gpfs/gpfs88 autofs Jun 25 15:03 ignore

These are direct mount autofs mount entries. Each GPFS automount file system will have an autofs
mount entry. These autofs direct mounts allow GPFS to mount on the GPFS mount point. To create
any missing GPFS autofs mounts, issue the mmcommon startAutomounter command, or stop and

restart GPFS using the mmshutdown and mmstartup commands.

3. Verify that the autofs daemon is running. Issue this command:
ps -ef | grep automount

Output is similar to this:
root 9820 4240 0 15:02:50 - 0:00 /usr/sbin/automountd

To start the automount daemon, issue the mmcommon startAutomounter command, or stop and
restart GPFS using the mmshutdown and mmstartup commands.
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4. Verify that the mount command was issued to GPFS by examining the GPFS log. You should see
something like this:

Mon Jun 25 11:33:03 2007: Command: mount gpfsx2.kgn.ibm.com:gpfs55 5182

5. Since the autofs daemon logs status using syslogd, examine the syslogd log file for status information
from automountd. Here is an example of a failed automount request:
Jun 25 15:55:25 gpfsal automountd [9820 ] :mount of /gpfs/gpfs55:status 13

6. After you have established that GPFS has received a mount request from autofs (Step @) and that

mount request failed (Step EI), issue a mount command for the GPFS file system and follow the
directions in [“File system will not mount” on page 95,

7. If automount fails for a non-GPFS file system and you are using file /etc/auto.master, use file
letc/auto_master instead. Add the entries from /etc/auto.master to /etc/auto_master and restart the
automount daemon.

Remote file system will not mount

When a remote file system does not mount, the problem might be with how the file system was defined
to both the local and remote nodes, or the communication paths between them. Review the Mounting a
file system owned and served by another GPFS cluster topic in the IBM Spectrum Scale: Advanced
Administration Guide to ensure that your setup is correct.

These are some of the errors encountered when mounting remote file systems:

* [“Remote file system 1/0O fails with the “Function not implemented” error message when UID mapping]

is enabled”|

+ [“Remote file system will not mount due to differing GPFS cluster security configurations” on page 101|

+ [“Cannot resolve contact node address” on page 101

* [“The remote cluster name does not match the cluster name supplied by the mmremotecluster|
command” on page 101

* |“Contact nodes down or GPFS down on contact nodes” on page 102|

[GPFS is not running on the local node” on page 102|

* [“The NSD disk does not have an NSD server specified and the mounting cluster does not have direct|
access to the disks” on page 102

* [“The cipherList option has not been set properly” on page 103

+ [“Remote mounts fail with the “permission denied” error message” on page 103|

Remote file system 1/O fails with the “Function not implemented” error message
when UID mapping is enabled

When user ID (UID) mapping in a multi-cluster environment is enabled, certain kinds of mapping
infrastructure configuration problems might result in I/O requests on a remote file system failing:

1s -1 /fsl/testfile
1s: /fsl/testfile: Function not implemented

To troubleshoot this error, verify the following configuration details:

1. That /var/mmfs/etc/mmuid2name and /var/mmfs/etc/mmname2uid helper scripts are present and
executable on all nodes in the local cluster and on all quorum nodes in the file system home cluster,
along with any data files needed by the helper scripts.

2. That UID mapping is enabled in both local cluster and remote file system home cluster configuration
by issuing the mmlsconfig enableUIDremap command.

3. That UID mapping helper scripts are working correctly.

For more information about configuring UID mapping, see the IBM white paper entitled UID Mapping for
GPES in a Multi-cluster Environment in IBM Knowledge Center (www.ibm.com /support/|
knowledgecenter /SSFKCN /com.ibm.cluster.gpfs.doc/gpfs_uid /uid_gpfs.html)]
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Remote file system will not mount due to differing GPFS cluster security
configurations
A mount command fails with a message similar to this:

Cannot mount gpfsxx2.ibm.com:gpfs66: Host is down.

The GPFS log on the cluster issuing the mount command should have entries similar to these:
There is more information in the log file /var/adm/ras/mmfs.log.latest

Mon Jun 25 16:39:27 2007: Waiting to join remote cluster gpfsxx2.ibm.com

Mon Jun 25 16:39:27 2007: Command: mount gpfsxx2.ibm.com:gpfs66 30291

Mon Jun 25 16:39:27 2007: The administrator of 199.13.68.12 gpfsix2 requires
secure connections. Contact the administrator to obtain the target clusters
key and register the key using "mmremotecluster update".

Mon Jun 25 16:39:27 2007: A node join was rejected. This could be due to
incompatible daemon versions, failure to find the node

in the configuration database, or no configuration manager found.

Mon Jun 25 16:39:27 2007: Failed to join remote cluster gpfsxx2.ibm.com

Mon Jun 25 16:39:27 2007: Command err 693: mount gpfsxx2.ibm.com:gpfs66 30291

The GPFS log file on the cluster that owns and serves the file system will have an entry indicating the
problem as well, similar to this:

Mon Jun 25 16:32:21 2007: Kill accepted connection from 199.13.68.12 because security is required, err 74

To resolve this problem, contact the administrator of the cluster that owns and serves the file system to
obtain the key and register the key using mmremotecluster command.

The SHA digest field of the mmauth show and mmremotecluster commands may be used to determine if
there is a key mismatch, and on which cluster the key should be updated. For more information on the
SHA digest, see [The SHA digest” on page 61

Cannot resolve contact node address
The following error may occur if the contact nodes for gpfsyy2.ibm.com could not be resolved. You
would expect to see this if your DNS server was down, or the contact address has been deleted.

Mon Jun 25 15:24:14 2007: Command: mount gpfsyy2.ibm.com:gpfsl4d 20124
Mon Jun 25 15:24:14 2007: Host 'gpfsl23.ibm.com' in gpfsyy2.ibm.com is not valid.
Mon Jun 25 15:24:14 2007: Command err 2: mount gpfsyy2.ibm.com:gpfsl4 20124

To resolve the problem, correct the contact list and try the mount again.

The remote cluster name does not match the cluster name supplied by the
mmremotecluster command
A mount command fails with a message similar to this:

Cannot mount gpfs1x2:gpfs66: Network is unreachable

and the GPFS log contains message similar to this:

Mon Jun 25 12:47:18 2007: Waiting to join remote cluster gpfsix2

Mon Jun 25 12:47:18 2007: Command: mount gpfslx2:gpfs66 27226

Mon Jun 25 12:47:18 2007: Failed to join remote cluster gpfsix2

Mon Jun 25 12:47:18 2007: Command err 719: mount gpfsix2:gpfs66 27226

Perform these steps:

1. Verify that the remote cluster name reported by the mmremotefs show command is the same name as
reported by the mmlscluster command from one of the contact nodes.

2. Verify the list of contact nodes against the list of nodes as shown by the mmlscluster command from
the remote cluster.

In this example, the correct cluster name is gpfslx2.ibm.com and not gpfslx2
mmiscluster
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Output is similar to this:
GPFS cluster information

GPFS cluster name: gpfsix2.ibm.com
GPFS cluster id: 649437685184692490
GPFS UID domain: gpfs1x2.ibm.com
Remote shell command: /usr/bin/ssh
Remote file copy command: /usr/bin/scp
Repository type: server-based

GPFS cluster configuration servers:

Primary server: gpfs1x2.ibm.com
Secondary server: (none)

Node Daemon node name IP address Admin node name Designation

1 gpfslix2 198.117.68.68 gpfs1x2.ibm.com quorum

Contact nodes down or GPFS down on contact nodes
A mount command fails with a message similar to this:

GPFS: 6027-510 Cannot mount /dev/gpfs22 on /gpfs22: A remote host did not respond
within the timeout period.

The GPFS log will have entries similar to this:

Mon Jun 25 13:11:14 2007: Command: mount gpfs1x22:gpfs22 19004

Mon Jun 25 13:11:14 2007: Waiting to join remote cluster gpfsIx22
Mon Jun 25 13:11:15 2007: Connecting to 199.13.68.4 gpfs1x22

Mon Jun 25 13:16:36 2007: Failed to join remote cluster gpfsix22

Mon Jun 25 13:16:36 2007: Command err 78: mount gpfsix22:gpfs22 19004

To resolve the problem, use the mmremotecluster show command and verify that the cluster name
matches the remote cluster and the contact nodes are valid nodes in the remote cluster. Verify that GPFS
is active on the contact nodes in the remote cluster. Another way to resolve this problem is to change the
contact nodes using the mmremotecluster update command.

GPFS is not running on the local node
A mount command fails with a message similar to this:

mount: fs type gpfs not supported by kernel

Follow your procedures for starting GPFS on the local node.

The NSD disk does not have an NSD server specified and the mounting cluster
does not have direct access to the disks
A file system mount fails with a message similar to this:

Failed to open gpfs66.

No such device

mount: Stale NFS file handle

Some file system data are inaccessible at this time.

Check error log for additional information.

Cannot mount gpfs1x2.ibm.com:gpfs66: Stale NFS file handle

The GPFS log will contain information similar to this:

Mon Jun 25 14:10:46 2007: Command: mount gpfslx2.ibm.com:gpfs66 28147

Mon Jun 25 14:10:47 2007: Waiting to join remote cluster gpfsIx2.ibm.com

Mon Jun 25 14:10:47 2007: Connecting to 199.13.68.4 gpfslx2

Mon Jun 25 14:10:47 2007: Connected to 199.13.68.4 gpfsix2

Mon Jun 25 14:10:47 2007: Joined remote cluster gpfsix2.ibm.com

Mon Jun 25 14:10:48 2007: Global NSD disk, gpfslnsd, not found.

Mon Jun 25 14:10:48 2007: Disk failure. Volume gpfs66. rc = 19. Physical volume gpfslnsd.
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Mon Jun 25 14:10:48 2007: File System gpfs66 unmounted by the system with return code 19 reason code 0
Mon Jun 25 14:10:48 2007: No such device
Mon Jun 25 14:10:48 2007: Command err 666: mount gpfslx2.ibm.com:gpfs66 28147

To resolve the problem, the cluster that owns and serves the file system must define one or more NSD
servers.

The cipherList option has not been set properly
Another reason for remote mount to fail is if cipherList is not set to a valid value. A mount command
would fail with messages similar to this:

6027-510 Cannot mount /dev/dqfsl on /dqfsl: A remote host is not available.

The GPFS log would contain messages similar to this:

Wed Jul 18 16:11:20.496 2007: Command: mount remote.cluster:fs3 655494

Wed Jul 18 16:11:20.497 2007: Waiting to join remote cluster remote.cluster

Wed Jul 18 16:11:20.997 2007: Remote mounts are not enabled within this cluster. \

See the Advanced Administration Guide for instructions. In particular ensure keys have been \
generated and a cipherlist has been set.

Wed Jul 18 16:11:20.998 2007: A node join was rejected. This could be due to

incompatible daemon versions, failure to find the node

in the configuration database, or no configuration manager found.

Wed Jul 18 16:11:20.999 2007: Failed to join remote cluster remote.cluster

Wed Jul 18 16:11:20.998 2007: Command: err 693: mount remote.cluster:fs3 655494

Wed Jul 18 16:11:20.999 2007: Message failed because the destination node refused the connection.

The mmchconfig cipherlist=AUTHONLY command must be run on both the cluster that owns and
controls the file system, and the cluster that is attempting to mount the file system.

Remote mounts fail with the “permission denied” error message
There are many reasons why remote mounts can fail with a “permission denied” error message.

Follow these steps to resolve permission denied problems:

1. Check with the remote cluster's administrator to make sure that the proper keys are in place. The
mmauth show command on both clusters will help with this.

2. Check that the grant access for the remote mounts has been given on the remote cluster with the
mmauth grant command. Use the mmauth show command from the remote cluster to verify this.

3. Check that the file system access permission is the same on both clusters using the mmauth show
command and the mmremotefs show command. If a remote cluster is only allowed to do a read-only
mount (see the mmauth show command), the remote nodes must specify -0 ro on their mount
requests (see the mmremotefs show command). If you try to do remote mounts with read/write (rw)
access for remote mounts that have read-only (ro) access, you will get a “permission denied” error.

See the IBM Spectrum Scale: Administration and Programming Reference for detailed information about the
mmauth command and the mmremotefs command.

Mount failure due to client nodes joining before NSD servers are
online

If a client node joins the GPFS cluster and attempts file system access prior to the file system's NSD
servers being active, the mount fails. This is especially true when automount is used. This situation can
occur during cluster startup, or any time that an NSD server is brought online with client nodes already
active and attempting to mount a file system served by the NSD server.

The file system mount failure produces a message similar to this:

Mon Jun 25 11:23:34 EST 2007: mmmount: Mounting file systems ...
No such device

Some file system data are inaccessible at this time.

Check error Tog for additional information.
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After correcting the problem, the file system must be unmounted and then
mounted again to restore normal data access.

Failed to open fsl.

No such device

Some file system data are inaccessible at this time.

Cannot mount /dev/fsl on /fsl: Missing file or filesystem

The GPFS log contains information similar to this:

Mon Jun 25 11:23:54 2007: Command: mount fsl 32414

Mon Jun 25 11:23:58 2007: Disk failure. Volume fsl. rc
Mon Jun 25 11:23:58 2007: Disk failure. Volume fsl. rc
Mon Jun 25 11:23:58 2007: Disk failure. Volume fsl. rc
Mon Jun 25 11:23:58 2007: Disk failure. Volume fsl. rc
Mon Jun 25 11:23:58 2007: Disk failure. Volume fsl. rc 19. Physical volume sdhnsd.
Mon Jun 25 11:23:58 2007: Disk failure. Volume fsl. rc = 19. Physical volume sdinsd.
Mon Jun 25 11:23:58 2007: File System fsl unmounted by the system with return code 19
reason code 0

Mon Jun 25 11:23:58 2007: No such device

Mon Jun 25 11:23:58 2007: File system manager takeover failed.

Mon Jun 25 11:23:58 2007: No such device

Mon Jun 25 11:23:58 2007: Command: err 52: mount fsl 32414

Mon Jun 25 11:23:58 2007: Missing file or filesystem

n
—_
o

. Physical volume sdcnsd.
19. Physical volume sddnsd.
19. Physical volume sdensd.
. Physical volume sdgnsd.

nm o nn
—_
(=]

Two mmchconfig command options are used to specify the amount of time for GPFS mount requests to
wait for an NSD server to join the cluster:

nsdServerWaitTimeForMount
Specifies the number of seconds to wait for an NSD server to come up at GPFS cluster startup
time, after a quorum loss, or after an NSD server failure.

Valid values are between 0 and 1200 seconds. The default is 300. The interval for checking is 10
seconds. If nsdServerWaitTimeForMount is 0, nsdServerWaitTimeWindowOnMount has no
effect.

nsdServerWaitTimeWindowOnMount
Specifies a time window to determine if quorum is to be considered recently formed.

Valid values are between 1 and 1200 seconds. The default is 600. If nsdServerWaitTimeForMount
is 0, nsdServerWaitTimeWindowOnMount has no effect.

The GPFS daemon need not be restarted in order to change these values. The scope of these two
operands is the GPFS cluster. The -N flag can be used to set different values on different nodes. In this
case, the settings on the file system manager node take precedence over the settings of nodes trying to
access the file system.

When a node rejoins the cluster (after it was expelled, experienced a communications problem, lost
quorum, or other reason for which it dropped connection and rejoined), that node resets all the failure
times that it knows about. Therefore, when a node rejoins it sees the NSD servers as never having failed.
From the node's point of view, it has rejoined the cluster and old failure information is no longer
relevant.

GPFS checks the cluster formation criteria first. If that check falls outside the window, GPFS then checks
for NSD server fail times being within the window.

File system will not unmount

There are indications leading you to the conclusion that your file system will not unmount and a course
of action to correct the problem.

Those indications include:
* Return codes or error messages indicate the file system will not unmount.
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* The mmlsmount command indicates that the file system is still mounted on one or more nodes.
* Return codes or error messages from the mmumount command.

If your file system will not unmount, follow these steps:
1. If you get an error message similar to:
umount: /gpfsl: device is busy

the file system will not unmount until all processes are finished accessing it. If mmfsd is up, the
processes accessing the file system can be determined. See ['The Isof command” on page 50, These
processes can be killed with the command:

Isof filesystem | grep -v COMMAND | awk '{print $2}' | xargs kill -9

If mmfsd is not operational, the command will not be able to determine which processes are still
accessing the file system.

For Linux nodes it is possible to use the /proc pseudo file system to determine current file access. For
each process currently running on the system, there is a subdirectory /proc/pid/fd, where pid is the
numeric process ID number. This subdirectory is populated with symbolic links pointing to the files
that this process has open. You can examine the contents of the fd subdirectory for all running
processes, manually or with the help of a simple script, to identify the processes that have open files
in GPFS file systems. Terminating all of these processes may allow the file system to unmount
successfully.

2. Verify that there are no disk media failures.

Look on the NSD server node for error log entries. Identify any NSD server node that has generated
an error log entry. See [“Disk media failure” on page 132| for problem determination and repair actions
to follow.

3. If the file system must be unmounted, you can force the unmount by issuing the mmumount -f
command:

Note:
a. See[‘File system forced unmount”| for the consequences of doing this.

b. Before forcing the unmount of the file system, issue the Isof command and close any files that are
open.

¢. On Linux, you might encounter a situation where a GPFS file system cannot be unmounted, even
if you issue the mmumount -f command. In this case, you must reboot the node to clear the
condition. You can also try the system umount command before you reboot. For example:

umount -f /fileSystem

4. If a file system that is mounted by a remote cluster needs to be unmounted, you can force the
unmount by issuing the command:

mmumount fileSystem -f -C RemoteClusterName

File system forced unmount

There are indications that lead you to the conclusion that your file system has been forced to unmount
and various courses of action that you can take to correct the problem.

Those indications are:

* Forced unmount messages in the GPFS log.

* Your application no longer has access to data.

* Your application is getting ESTALE or ENOENT return codes.

* Multiple unsuccessful attempts to appoint a file system manager may cause the cluster manager to
unmount the file system everywhere.
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Such situations involve the failure of paths to disk resources from many, if not all, nodes. The
underlying problem may be at the disk subsystem level, or lower. The for each node that
unsuccessfully attempted to appoint a file system manager will contain records of a file system
unmount with an error that are either coded 212, or that occurred when attempting to assume
management of the file system. Note that these errors apply to a specific file system although it is
possible that shared disk communication paths will cause the unmount of multiple file systems.

* File system unmounts with an error indicating too many disks are unavailable.

The mmlsmount -L command can be used to determine which nodes currently have a given file
system mounted.

If your file system has been forced to unmount, follow these steps:

1. With the failure of a single disk, if you have not specified multiple failure groups and replication of
metadata, GPFS will not be able to continue because it cannot write logs or other critical metadata. If
you have specified multiple failure groups and replication of metadata, the failure of multiple disks in
different failure groups will put you in the same position. In either of these situations, GPFS will
forcibly unmount the file system. This will be indicated in the error log by records indicating exactly
which access failed, with an[MMFS_SYSTEM_UNMOUNT| record indicating the forced unmount.

The user response to this is to take the needed actions to restore the disk access and issue the
mmchdisk command to disks that are shown as down in the information displayed by the mmlsdisk
command.

2. Internal errors in processing data on a single file system may cause loss of file system access. These
errors may clear with the invocation of the umount command, followed by a remount of the file
system, but they should be reported as problems to the IBM Support Center.

3. If an MMFS_QUOTA error log entry containing Error writing quota file... is generated, the quota
manager continues operation if the next write for the user, group, or fileset is successful. If not,
further allocations to the file system will fail. Check the error code in the log and make sure that the
disks containing the quota file are accessible. Run the mmcheckquota command. For more
information, see [“The mmcheckquota command” on page 57|

If the file system must be repaired without quotas:
a. Disable quota management by issuing the command:
mmchfs Device -Q no
Issue the mmmount command for the file system.
Make any necessary repairs and install the backup quota files.

b.

C.

d. Issue the mmumount -a command for the file system.

e. Restore quota management by issuing the mmchfs Device -Q yes command.
f.

Run the mmcheckquota command with the -u, -g, and -j options. For more information, see
[mmcheckquota command” on page 57,

g. Issue the mmmount command for the file system.

4. If errors indicate that too many disks are unavailable, see [“Additional failure group considerations.”]

Additional failure group considerations

There is a structure in GPFS called the file system descriptor that is initially written to every disk in the file
system, but is replicated on a subset of the disks as changes to the file system occur, such as adding or
deleting disks. Based on the number of failure groups and disks, GPFS creates between one and five
replicas of the descriptor:

* If there are at least five different failure groups, five replicas are created.
* If there are at least three different disks, three replicas are created.

* If there are only one or two disks, a replica is created on each disk.

Once it is decided how many replicas to create, GPFS picks disks to hold the replicas, so that all replicas
will be in different failure groups, if possible, to reduce the risk of multiple failures. In picking replica
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locations, the current state of the disks is taken into account. Stopped or suspended disks are avoided.
Similarly, when a failed disk is brought back online, GPFS may modify the subset to rebalance the file
system descriptors across the failure groups. The subset can be found by issuing the mmlsdisk -L
command.

GPFS requires a majority of the replicas on the subset of disks to remain available to sustain file system
operations:

* If there are at least five different failure groups, GPFS will be able to tolerate a loss of two of the five
groups. If disks out of three different failure groups are lost, the file system descriptor may become
inaccessible due to the loss of the majority of the replicas.

* If there are at least three different failure groups, GPFS will be able to tolerate a loss of one of the three
groups. If disks out of two different failure groups are lost, the file system descriptor may become
inaccessible due to the loss of the majority of the replicas.

* If there are fewer than three failure groups, a loss of one failure group may make the descriptor
inaccessible.

If the subset consists of three disks and there are only two failure groups, one failure group must have
two disks and the other failure group has one. In a scenario that causes one entire failure group to
disappear all at once, if the half of the disks that are unavailable contain the single disk that is part of
the subset, everything stays up. The file system descriptor is moved to a new subset by updating the
remaining two copies and writing the update to a new disk added to the subset. But if the downed
failure group contains a majority of the subset, the file system descriptor cannot be updated and the
file system has to be force unmounted.

Introducing a third failure group consisting of a single disk that is used solely for the purpose of
maintaining a copy of the file system descriptor can help prevent such a scenario. You can designate
this disk by using the descOnly designation for disk usage on the disk descriptor. See the NSD creation
considerations topic in the IBM Spectrum Scale: Concepts, Planning, and Installation Guide and the
Establishing disaster recovery for your GPFS cluster topic in the IBM Spectrum Scale: Advanced
Administration Guide.

GPFS error messages for file system forced unmount problems

Indications there are not enough disks available:

6027-418
Inconsistent file system quorum. readQuorum=value writeQuorum=value quorumSize=value.

6027-419
Failed to read a file system descriptor.

Indications the file system has been forced to unmount:

6027-473 [X]
File System fileSystem unmounted by the system with return code value reason code value

6027-474 [X]
Recovery Log I/0 failed, unmounting file system fileSystem

Error numbers specific to GPFS application calls when a file system
has been forced to unmount
When a file system has been forced to unmount, GPFS may report these error numbers in the operating

system error log or return them to an application:

EPANIC = 666, A file system has been forcibly unmounted because of an error. Most likely due to the
failure of one or more disks containing the last copy of metadata.
See [“The operating system error log facility” on page 19| for details.
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EALL_UNAVAIL = 218, A replicated read or write failed because none of the replicas were available.
Multiple disks in multiple failure groups are unavailable. Follow the procedures in
[“Disk issues,” on page 127| for unavailable disks.

Unable to determine whether a file system is mounted

Certain GPFS file system commands cannot be performed when the file system in question is mounted.

In certain failure situations, GPFS cannot determine whether the file system in question is mounted or
not, and so cannot perform the requested command. In such cases, message 6027-1996 (Command was
unable to determine whether file system fileSystem is mounted) is issued.

If you encounter this message, perform problem determination, resolve the problem, and reissue the
command. If you cannot determine or resolve the problem, you may be able to successfully run the
command by first shutting down the GPFS daemon on all nodes of the cluster (using mmshutdown -a),
thus ensuring that the file system is not mounted.

GPFS error messages for file system mount status

6027-1996
Command was unable to determine whether file system fileSystem is mounted.

Multiple file system manager failures

The correct operation of GPFS requires that one node per file system function as the file system manager
at all times. This instance of GPFS has additional responsibilities for coordinating usage of the file system.

When the file system manager node fails, another file system manager is appointed in a manner that is
not visible to applications except for the time required to switch over.

There are situations where it may be impossible to appoint a file system manager. Such situations involve
the failure of paths to disk resources from many, if not all, nodes. In this event, the cluster manager
nominates several host names to successively try to become the file system manager. If none succeed, the
cluster manager unmounts the file system everywhere. See [“NSD and underlying disk subsystem|
failures” on page 127|

The required action here is to address the underlying condition that caused the forced unmounts and
then remount the file system. In most cases, this means correcting the path to the disks required by GPFS.
If NSD disk servers are being used, the most common failure is the loss of access through the
communications network. If SAN access is being used to all disks, the most common failure is the loss of
connectivity through the SAN.

GPFS error messages for multiple file system manager failures

The inability to successfully appoint a file system manager after multiple attempts can be associated with
both the error messages listed in [“File system forced unmount” on page 105as well as these additional
messages:

¢ When a forced unmount occurred on all nodes:

6027-635 [E]
The current file system manager failed and no new manager will be appointed.

* If message 6027-636 is displayed, it means that there may be a disk failure. See ["NSD and underlying]
[disk subsystem failures” on page 127|for NSD problem determination and repair procedures.

6027-636 [E]
Disk marked as stopped or offline.

* Message 6027-632 is the last message in this series of messages. See the accompanying messages:
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6027-632
Failed to appoint new manager for fileSystem.

* Message 6027-631 occurs on each attempt to appoint a new manager (see the messages on the
referenced node for the specific reason as to why it failed):
6027-631
Failed to appoint node nodeName as manager for fileSystem.
* Message 6027-638 indicates which node had the original error (probably the original file system
manager node):

6027-638 [E]
File system fileSystem unmounted by node nodeName

Error numbers specific to GPFS application calls when file system
manager appointment fails
When the appointment of a file system manager is unsuccessful after multiple attempts, GPFS may report

these error numbers in jerror logs} or return them to an application:

ENO_MGR = 212, The current file system manager failed and no new manager could be appointed.
This usually occurs when a large number of disks are unavailable or when there has been a major
network failure. Run mmlsdisk to determine whether disks have failed and take corrective action
if they have by issuing the mmchdisk command.

Discrepancy between GPFS configuration data and the on-disk data
for a file system

There is an indication leading you to the conclusion that there may be a discrepancy between the GPFS
configuration data and the on-disk data for a file system.

You issue a disk command (for example, mmadddisk, mmdeldisk, or mmrpldisk) and receive the
message:

6027-1290
GPFS configuration data for file system fileSystem may not be in agreement with the on-disk data
for the file system. Issue the command:

mmcommon recoverfs fileSystem

Before a disk is added to or removed from a file system, a check is made that the GPFS configuration
data for the file system is in agreement with the on-disk data for the file system. The preceding message
is issued if this check was not successful. This may occur if an earlier GPFS disk command was unable to
complete successfully for some reason. Issue the mmcommon recoverfs command to bring the GPFS
configuration data into agreement with the on-disk data for the file system.

If running mmcommon recoverfs does not resolve the problem, follow the procedures in [“Information to|
be collected before contacting the IBM Support Center” on page 167|and then contact the IBM Support
Center.

Errors associated with storage pools, filesets and policies

When an error is suspected while working with storage pools, policies and filesets, check the relevant
section in the IBM Spectrum Scale: Advanced Administration Guide to ensure that your setup is correct.

When you are sure that your setup is correct, see if your problem falls into one of these categories:

+ A NO_SPACE error occurs when a file system is known to have adequate free space” on page 110|

* [“Negative values occur in the 'predicted pool utilizations', when some files are 'ill-placed” on page 111|
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[“Policies - usage errors” on page 111|

[“Errors encountered with policies” on page 112}

[“Filesets - usage errors” on page 113

[“Errors encountered with filesets” on page 114

[“Storage pools - usage errors” on page 114|

[“Errors encountered with storage pools” on page 115|

A NO_SPACE error occurs when a file system is known to have
adequate free space

A ENOSPC (NO_SPACE) message can be returned even if a file system has remaining space. The
NO_SPACE error might occur even if the df command shows that the file system is not full.

The user might have a policy that writes data into a specific storage pool. When the user tries to create a
file in that storage pool, it returns the ENOSPC error if the storage pool is full. The us