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About this information

These topics describe how to administer IMS communications and connections: CPI Communications
and APPC/IMS, facilities for attaching to external subsystems, IMS Extended Terminal Option (ETO),
IMS Connect, IMS Universal driver connections, Intersystem Communication (ISC), Multiple Systems
Coupling (MSC), IMS Open Database Access (ODBA) and database resource adapter (DRA) interfaces,
IMS Open Transaction Manager Access (OTMA), SLU P and Finance communication systems, TCP/IP
communications, and VTAM® networking.

This information is available in IBM® Documentation.

Prerequisite knowledge

You should first read IMS Version 15.4 System Administration. Its introductory chapters, which cover
planning activities, the IMS environments, and administration concepts, is particularly useful as a
background for this book.

If you use APPC/IMS, you must be familiar with APPC/MVS in order to correctly define APPC/MVS
configurations. For more information about APPC/MVS, see CPI Communications Reference.

If you implement ISC sessions between IMS and CICS®, you should understand the information in CICS
Transaction Server for z/0S CICS Intercommunication Guide.

If you are connecting to IMS by using TCP/IP connections, you should understand z/OS°® TCP/IP, as
documented in z/OS Communications Server: IP Configuration Guide.

To learn about z/0S, see z/0S Basic Skills. For more resources, see IBM Z Education and Training.

To learn about IMS, see the IBM Press publication An Introduction to IMS, the resources listed for IBM
Information Management System, and the variety of options available in IBM Training.

How new and changed information is identified

For most IMS library PDF publications, information that is added or changed after the PDF publication is
first published is denoted by a character (revision marker) in the left margin. The Program Directory and
Licensed Program Specifications do not include revision markers.

Revision markers follow these general conventions:

« Only technical changes are marked; style and grammatical changes are not marked.

« If part of an element, such as a paragraph, syntax diagram, list item, task step, or figure is changed,
the entire element is marked with revision markers, even though only part of the element might have
changed.

« If atopicis changed by more than 50%, the entire topic is marked with revision markers (so it might
seem to be a new topic, even though it is not).

Revision markers do not necessarily indicate all the changes made to the information because deleted
text and graphics cannot be marked with revision markers.

How to read syntax diagrams

The following rules apply to the syntax diagrams that are used in this information:

« Read the syntax diagrams from left to right, from top to bottom, following the path of the line. The
following conventions are used:

— The >>--- symbol indicates the beginning of a syntax diagram.
— The ---> symbol indicates that the syntax diagram is continued on the next line.
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— The >--- symbol indicates that a syntax diagram is continued from the previous line.
— The --->< symbol indicates the end of a syntax diagram.
« Required items appear on the horizontal line (the main path).

»— required_item —»<

« Optional items appear below the main path.
»— required_item >4
L optional_item J

If an optional item appears above the main path, that item has no effect on the execution of the syntax
element and is used only for readability.

J_ optional_item T
»— required_item >4

« If you can choose from two or more items, they appear vertically, in a stack.

If you must choose one of the items, one item of the stack appears on the main path.
»— required_item T required_choicel j—N
required_choice2

If choosing one of the items is optional, the entire stack appears below the main path.

»— required_item >4
toptional_choicel j
optional_choice2
If one of the items is the default, it appears above the main path, and the remaining choices are shown
below.

j_ default_choice
»— required_item

optional_choice j

optional_choice

T

- An arrow returning to the left, above the main line, indicates an item that can be repeated.

<
<

),.ﬁ

»— required_item repeatable_item

If the repeat arrow contains a comma, you must separate repeated items with a comma.

<
€

),.ﬁ

»— required_item repeatable_item

A repeat arrow above a stack indicates that you can repeat the items in the stack.

- Sometimes a diagram must be split into fragments. The syntax fragment is shown separately from the
main syntax diagram, but the contents of the fragment should be read as if they are on the main path of
the diagram.
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fragment-name

»— required_item >
L optional_item —J

« In IMS, a b symbol indicates one blank position.

« Keywords, and their minimum abbreviations if applicable, appear in uppercase. They must be spelled
exactly as shown. Variables appear in all lowercase italic letters (for example, column-name). They
represent user-supplied names or values.

« Separate keywords and parameters by at least one space if no intervening punctuation is shown in the
diagram.

« Enter punctuation marks, parentheses, arithmetic operators, and other symbols, exactly as shown in the
diagram.

« Footnotes are shown by a number in parentheses, for example (1).

Accessibility features for IMS 15.4

Accessibility features help a user who has a physical disability, such as restricted mobility or limited
vision, to use information technology products successfully.

Accessibility features

The following list includes the major accessibility features in z/OS products, including IMS 15.4. These
features support:

« Keyboard-only operation.
« Interfaces that are commonly used by screen readers and screen maghnifiers.
« Customization of display attributes such as color, contrast, and font size.

Keyboard navigation
You can access IMS 15.4 ISPF panel functions by using a keyboard or keyboard shortcut keys.

For information about navigating the IMS 15.4 ISPF panels using TSO/E or ISPF, refer to the z/0S TSO/E
Primer, the z/0S TSO/E User's Guide, and the z/OS ISPF User's Guide Volume 1. These guides describe how
to navigate each interface, including the use of keyboard shortcuts or function keys (PF keys). Each guide
includes the default settings for the PF keys and explains how to modify their functions.

Related accessibility information

Online documentation for IMS 15.4 is available in IBM Documentation.

IBM and accessibility

See the IBM Human Ability and Accessibility Center at www.ibm.com/able for more information about the
commitment that IBM has to accessibility.

How to send your comments

About this task

Your feedback is important in helping us provide the most accurate and highest quality information. If you
have any comments about this or any other IMS information, you can take one of the following actions:
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Procedure

« Submit a comment by using the DISQUS commenting feature at the bottom of any IBM Documentation
topic.

« Send an email to imspubs@us.ibm.com. Be sure to include the book title.

« Click the Contact Us tab at the bottom of any IBM Documentation topic.

What to do next

To help us respond quickly and accurately, please include as much information as you can about the
content you are commenting on, where we can find it, and what your suggestions for improvement might
be.
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Part 1. Configuring external Java environment
connections

The IMS Universal drivers support Java™ applications that access IMS. The IMS Universal drivers are built
on industry standards and open specifications, and provide flexible support for connectivity, data access
methods, and transaction processing options.

Related concepts

Transaction types and programming interfaces supported by the IMS Universal Database resource
adapter (Application Programming)

IMS solutions for Java development overview (Application Programming)
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Chapter 1. IMS Universal drivers: configuring
connections to IMS

The IMS Universal drivers can run in z/OS and distributed environments, including WebSphere®
Application Server for z/OS, WebSphere Application Server for distributed platforms, and WebSphere
Application Server Liberty.

About this task

The IMS Universal drivers include the following adapters and drivers:

- The IMS Universal Database resource adapters, which take advantage of Java Platform, Enterprise
Edition (Java EE) services.

« The IMS Universal JDBC driver, which support SQL calls that directly access your IMS data.

« The IMS Universal DL/I driver, which provides calls that are similar to DL/I in a Java programming
interface.

When running in a distributed environment on a server such as WebSphere Application Server for
distributed platforms, or in a remote z/OS environments on a server such as WebSphere Application
Server for z/OS, or in WebSphere Application Server Liberty, the IMS Universal drivers connect to IMS
using a type-4 connection architecture, which supports TCP/IP communications and socket management.

When running locally on the same logical partition (LPAR) as IMS, the IMS Universal drivers connect to
IMS by using a type-2 connection architecture, which supports direct communication with IMS through
the IMS Open Database Access (ODBA) and IMS database resource adapter (DRA) interfaces.

WebSphere Application Server supports all of the IMS Universal drivers in both distributed and z/OS
environments.

Related concepts

Programming with the IMS Universal drivers (Application Programming)

Distributed and local connectivity with the IMS Universal drivers (Application Programming)
Related reference

Comparison of IMS Universal drivers programming approaches for accessing IMS (Application
Programming)

Configuring WehSphere Application Server for EJB development
with the IMS Universal drivers

To develop Enterprise JavaBeans (EJB) applications that run on WebSphere Application Server, on either
z/0S or distributed platforms, custom properties for the Java Virtual Machine (JVM) and for XML/Java
binding must be properly configured

Procedure

To configure the WebSphere Application Server for EJB applications that use the IMS Universal drivers:
1. In the administrative console, select the appropriate Server instance and servant:
a) Click Servers > Application servers > server_name.
b) In the Server Infrastructure section select Java and process management > Process Definition.
c¢) Select Servant.

2. Set the Java Virtual Machine custom property
com.ibm.ws.runtime.component.ResourceMgr.postBindNotify to true.

a) Under Additional Properties, click Java virtual machine.
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b) Under Additional Properties, click Custom Properties.

¢) Set to true the custom property named
com.ibm.ws.runtime.component.ResourceMgr.postBindNotify.

If the custom property is not present in the list of already defined custom properties, create it and
setitto true.

3. If the IMS catalog is enabled in IMS and the javax.xml.bind.JAXBContext custom property does
not already exist, take the following steps:

a) Under Additional Properties, click Java virtual machine.
b) Under Additional Properties, click Custom Properties.

c) Create a custom property named javax.xml.bind.JAXBContext and set it to
com.sun.xml.internal.bind.v2.ContextFactory.

4. Save the changes.
5. Restart the server.

Results

You can query the custom properties of the corresponding Connection Factory, use the getProperty
method exposed by the Connection Factory MBean.

IMS Universal drivers: WebSphere Application Server type-4
connections

Java applications that run on WebSphere Application Server can access IMS databases by using the
type-4 connectivity provided by the IMS Universal drivers. The type-4 connectivity of the IMS Universal
drivers enables Java application programs to access IMS databases from a wide variety of distributed and
mainframe environments, either in stand-alone mode or under an application server, with or without XA
support for global transactions.

About this task

The following figure provides an overview of a configuration that uses the type-4 connectivity of an
IMS Universal Database resource adapter to connect to IMS from WebSphere Application Server for
distributed platforms.

4 IMS: Communications and Connections



Mon-2/05 platform

WebSphere Application Server

EJB
application

- Type-4 IMS Universal
Database resource adapter

TCP/IP 2/08

—T IMS Connect
SCI
ODBM
ODBA
IMS
DRA *‘T’ DL

!

[j IMS database

Figure 1. A WebSphere Application Server EJB application using a type-4 IMS Universal Database resource
adapter

The following procedures apply to both WebSphere Application Server for distributed platforms and
WebSphere Application Server for z/OS.
Related concepts

Transaction types and programming interfaces supported by the IMS Universal Database resource
adapter (Application Programming)

Installing a type-4 IMS Universal Database resource adapter on WebSphere
Application Server

You must install an IMS Universal Database resource adapter before it can be used to access IMS
databases from WebSphere Application Server.

Before you begin

Prerequisites:
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 You must configure your WebSphere Application Server by following the steps in “Configuring
WebSphere Application Server for EJB development with the IMS Universal drivers” on page 3.

« Copy the RAR files for the IMS Universal drivers to storage that is accessible to WebSphere Application
Server.

About this task

To install the IMS Universal Database resource adapter:

Procedure

1. In the WebSphere Application Server administrative console, click Resources > Resource Adapters >
Resource Adapters.

2. Click Install RAR.
A dialog opens for installing the resource adapter.

3. Enter the path to the RAR files. The path can be to a local location or to a location on the server.
« Ifyour RAR file is located on your local workstation, select Local path and browse to find the file.

For example: C:\install_directory\imsudblLocal.rar

« Ifyour RAR file is located on your server, select Server path and specify the fully qualified path to
the file.

4. Click Next.
The configuration panel opens.
5. Click OK.
The IMS Universal Database resource adapter is listed.
6. In the messages box, click Save.
The save page is displayed.
7. Click Save to update the master repository with your changes.

Related reference

Comparison of IMS Universal drivers programming approaches for accessing IMS (Application
Programming)

Defining a connection factory for a type-4 IMS Universal Database resource
adapter on WebSphere Application Server

After you install an IMS Universal Database resource adapter, you define the connection factory by using
the WebSphere Application Server administrative console.

About this task

To define the connection factory for the IMS Universal Database resource adapter:

Procedure
1. In the left frame of the WebSphere Application Server administrative console, click Resources >
Resource Adapters > Resource Adapters.

2. Click the name of the IMS Universal Database resource adapter that you chose when you installed the
adapter.

3. Under Additional Properties, click J2C connection factories.
4. Click New.
5. Type the following information:

Name: the name for the connection factory, for example, PhonebookCF
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JNDI Name: the JNDI name for the connection factory that is unique within this server, for
example, PhonebookCF

6. Click Apply.
The data source is listed in the J2C Connection Factories.
7. Under Additional Properties, click Custom Properties.

8. Specify values defined by your installation for each of the following properties by clicking the
property name and, in the configuration pane that opens, specifying the value for the property in
the Value field. After specifying the value for a property, click OK to return to the list of properties.

See Connecting using the IMS Universal Database resource adapter in a managed environment
(Application Programming) for a list of connection properties.
9. In the messages box, click Save.
10. Restart WebSphere Application Server.

What to do next
Related concepts

IMS Connect definition and tailoring (System Definition)

Installing an EAR file that uses a type-4 IMS Universal Database resource
adapter on WebSphere Application Server

After installing a type-4 IMS Universal Database resource adapter and configuring the connection factory,
you must install the client application program, or EAR file, on WebSphere Application Server.

About this task
To install the EAR file on the WebSphere Application Server:

Procedure

1. In the left pane of the WebSphere Application Server administrative console, click Applications >
Install New Application.

. Enter the path to the EAR file or locate the EAR file by clicking the Browse button. Click Next.

. In the "Selection installation options" panel, accept the defaults and click Next.

. In the "Map modules to servers" panel, accept the defaults and click Next.

. In the "Summary" panel, verify that the options are correct and click Next.
A series of messages are issued that indicate that the application is being installed.

6. After the message that indicates that your application was installed successfully, click Save.

o b WD

Results

After your application is installed, it is ready to be started.
Related concepts

Programming with the IMS Universal drivers (Application Programming)
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IMS Universal drivers: WebSphere Application Server for z/0S
type-2 connections

When WebSphere Application Server for z/OS and IMS are on the same logical partition (LPAR), Java
applications running in WebSphere Application Server for z/OS can access IMS databases by using the
type-2 connectivity provided by the IMS Universal Database resource adapters.

About this task

The type-2 connectivity of the IMS Universal Database resource adapters provides local, non-TCP/IP
access to IMS databases.

To deploy an application that uses the type-2 connectivity, you must install one of the IMS Universal
Database resource adapters in WebSphere Application Server for z/OS and configure the IMS Open
Database Access (ODBA) interface.

IMS Universal Database resource adapter type-2 connectivity supports both bean-managed bean
methods and container-managed bean methods. Optionally, transaction applications can be managed
by the z/OS Resource Recovery Services local option.

The following figure shows an EJB application that is accessing IMS data. The database requests are
passed to a type-2 IMS Universal Database resource adapter, which converts the requests to DL/I calls.
The IMS Universal Database resource adapter passes these calls to ODBA, which uses the IMS database
resource adapter (DRA) interface to access the DL/I region in IMS.

z/0S

WebSphere Application Server for 2/0S

EJB
application

Type-2 IMS Universal
Database resource adapter

ODBA
IMS

DRA . PC * DL

D IMS database

Figure 2. A WebSphere Application Server for z/OS EJB application using a type-2 IMS Universal Database
resource adapter
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Installing a type-2 IMS Universal Database resource adapter on WebSphere
Application Server for z/0S

After you configure WebSphere Application Server for z/OS to have access to IMS databases, you must
install the type-2 IMS Universal Database resource adapter on WebSphere Application Server for z/OS.

Before you begin
Prerequisites:

1. Perform the steps described in “Configuring WebSphere Application Server for EJB development with
the IMS Universal drivers” on page 3.

2. Copy the RAR files for the IMS Universal drivers to storage that is accessible to WebSphere Application
Server for z/0S.

3. If not already done, create an ODBA startup table. The ODBA startup table module name can be from 5
to 8 bytes long and must conform to the following naming convention:

 Bytes 1-3 must be "DFS"

« Bytes 4-7 are the 1- to 4-byte ID

« The final byte must be the character number "0"

For example, both DFS10 and DFSIMSAOQ are valid module names for an ODBA startup table.

Recommendation: Use the IMS ID as the 1- to 4-byte ID.
4. If not already done, link the ODBA startup table into a load library.

5. Update the JCL for WebSphere Application Server for z/OS by adding to the STEPLIB the following data
sets:

« The load library that contains the ODBA startup table and the ODBA runtime code.
« The SDFSJLIB data set. This data set contains the DFSCLIB member.

6. Note the ODBA name, which is defined by the MBR parameter. You will need to know bytes 4-7, which
are usually the IMS system ID, when you install the data source.

About this task

To install the type-2 IMS Universal Database resource adapter:

Procedure
1. In the WebSphere Application Server for z/OS administrative console, click Resources > Resource
Adapters > Resource Adapters.
A list of resource adapters is displayed.
2. Click Install RAR.
A panel is displayed for installing the resource adapter.
3. In the "Install RAR" panel:
« Under Scope, select a node
- Under Path, enter the path to the RAR file or locate the RAR file by clicking the Browse button
4. Click Next.
A configuration panel opens.

5. In the "Configuration" panel under General properties > Native library path, enter the path to the
directory that contains the libT2DLI.so file and click OK.

The libT2DLI.so file must have the proper read and execute permissions in Unix Systems Services. Also
the SDFSJLIB must be included in the STEPLIB for the WebSphere servant region.

After you click OK, the IMS Universal Database resource adapter that you installed is listed.
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6. In the messages box, click Save.
A page is displayed that asks you if you want to synchronize the changes with the nodes.
7. Click OK to update the master repository with your changes.

Related concepts

Database resource adapter (DRA) (System Programming APIs)
Related tasks

“Accessing IMS databases through the ODBA interface” on page 753

Open Database Access (ODBA) provides a callable interface that enables any z/OS recoverable, resource-
managed z/0OS address space to issue DL/I database calls to an IMS DB subsystem.

Optional: set the WebSphere Application Server for z/0S classpath for
applications that use a type-2 IMS Universal Database resource adapter

Your application can include the IMS database metadata class (the DLIDatabaseView subclass that is

generated by the IMS Enterprise Suite Explorer for Development) or the metadata class can be stored
elsewhere.

About this task

If your application does not include the metadata class, you must set the WebSphere Application Server
for z/OS classpath to point to the IMS database metadata class that is used by the application.

One way to set the classpath is to add these files to the classpath of your IMS Universal Database
resource adapter.

To add the required files to the classpath of an IMS Universal Database resource adapter:

Procedure
1. From the WebSphere Application Server for z/OS administrative console, click Resources > Resource
Adapters.
A list of resource adapters is displayed.
2. Click the name of your IMS Universal Database resource adapter.
A configuration dialog is displayed.
3. In the class path text box, add the location of the metadata class.
4. Click OK.
5. In the messages box, click Save.
The save page is displayed.
6. Click Save to update the master repository with your changes.
Related reference
Generating the runtime Java metadata class (Application Programming)

Defining a connection factory for a type-2 IMS Universal Database resource
adapter on WebSphere Application Server for z/0S

The DataSouxce facility is a factory for connections to a physical data source, or database. A data source
is registered with a naming service based on the Java Naming and Directory (JNDI) API. DataSource
objects have properties that pertain to the actual data source that an application needs to access.

About this task

Requirement: You must use the DataSource facility, which replaces the DriverManager facility,
because the DriverManager facility is not supported by the Java EE Connection Architecture
Specification.
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To install the data source for your application:

Procedure

1.

In the left frame of the WebSphere Application Server for z/OS administrative console, click
Resources > Resource Adapters > Resource Adapters.

A list of resource adapters is displayed.

. Click the name of the IMS Universal Database resource adapter that you chose when you installed the

adapter.
A configuration dialog is displayed.

. Under Additional Properties, click J2C connection factories.
. Click New.

A configuration dialog is displayed.

. Under General Properties, type the following information:

Name: the name for the connection factory, for example, PhonebookCF.

JNDI Name: the JNDI name for the connection factory that is unique within this server, for
example, PhonebookCF.

. Click OK.

The new connection factory is listed in the table of resources that you can administer.

. Click the name of the data source that you just installed.
. Under Additional Properties, click Custom Properties.

The properties are listed in a table.

. Specify values defined by your installation for each of the following properties by clicking the

property name and, in the configuration pane that opens, specifying the value for the property in
the Value field. After specifying the value for a property, click OK to return to the list of properties.

DatastoreName
Enter bytes 4-7 of the DRA startup table module name (usually the IMS system ID). For more
information about the DRA startup table, see “Installing a type-2 IMS Universal Database
resource adapter on WebSphere Application Server for z/OS” on page 9.

DriverType
Set the driverType to either of the following values:

2
Specifies a local transaction model in which a unit of work is scoped to a particular
connection. Multiple connections can have independent units of work associated with each.

Application programs can issue local commit and rollback calls through either the JDBC
Connection interface or the CCI LocalTransaction interface.

DriverType=2 does not support the UserTransaction interface.

Container-managed bean methods require the following properties in the EJB Deployment
Descriptor:

« In the Bean tab, specify the following properties under the LocalTransaction heading:
— Boundary: BeanMethod
— Resolver: ContainerAtBoundary
— Unresolved action: Rollback
« In the Assembly tab, set the transaction scope to NotSuppozrted.
2_CTX

Specifies a global scope transaction model in which a unit of work can span multiple bean
methods.
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Application programs can use the UserTransaction interface for explicit commit and rollback
calls.

Application programs cannot issue local commit and rollback calls through either the JDBC
Connection interface or the CCI LocalTransaction interface.
When 2_CTX is specified, use the default properties of the EJB Deployment Descriptor.

DatabaseName

Enter the location of the database metadata representing the target IMS database. You can
specify this property in one of the following ways:

- The name of the PSB that is used to access the target database. This option is only available if
your IMS system uses the IMS catalog.

« The fully qualified name of the Java metadata class generated by the IMS Enterprise Suite
Explorer for Development. The URL must be prefixed with class:// (for example, class://
com.foo.BMP255DatabaseView).

10. In the messages box, click Save.

The save page is displayed.
11. Click Save to update the master repository with your changes.
12. Restart the server.

Installing an EAR file that uses a type-2 IMS Universal Database resource
adapter on WebSphere Application Server for z/0S

This topic describes how to deploy an application on WebSphere Application Server for z/0OS.

Before you begin

Prerequisite: Perform the steps described in “Defining a connection factory for a type-2 IMS Universal
Database resource adapter on WebSphere Application Server for z/OS” on page 10.

About this task

To install your application:

Procedure

1. In the left pane of the WebSphere Application Server for z/OS administrative console, click
Applications > New Application > New Enterprise Application.

. Enter the path to the EAR file or locate the EAR file by clicking the Browse button. Click Next.

. In the "Preparing for the application installation" panel, accept the default and click Next.

. In the "Selection installation options" panel, accept the defaults and click Next.

. In the "Map modules to servers" panel, accept the defaults and click Next.

. In the "Summary" panel, verify that the options are correct and click Next.
A series of messages are issued that indicate that the application is being installed.

7. After the message that indicates that your application was installed successfully, click Save.

o o1 WN
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IMS Universal drivers: WebSphere Application Server Liberty
type-4 connections

Java applications that run on WebSphere Application Server Liberty can access IMS databases by using
the type-4 connectivity provided by IMS Universal Database resource adapters.

About this task

The type-4 connectivity of the IMS Universal drivers enables Java application programs to access IMS
databases from a wide variety of distributed and mainframe environments, either in stand-alone mode or
under an application server, with or without XA support for global transactions.

The following figure provides an overview of an EJB application that uses the type-4 connectivity of an
IMS Universal Database resource adapter to connect to an IMS database from WebSphere Application
Server for distributed platforms. Database requests are passed to a type-4 IMS Universal Database
resource adapter, sent via TCP/IP to IMS Connect, and internally managed by ODBM to access IMS
databases.

MNon-z/0S platform
WebSphere Application Server Liberty

EJB
application

. Type-4 IMS Universal
Database resource adapter

TCP/IP 2/08%
—" IMS Connect
SClI
ODBM
ODBA
IMs
DRHA ‘—PG—P DL

!

D IMS database

Figure 3. A WebSphere Application Server Liberty EJIB application using a type-4 IMS Universal Database
resource adapter
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To enable Enterprise JavaBeans (EJB) applications that run on WebSphere Application Server Liberty, on
a distributed platform, the server.xml configuration file must first be configured. It is used to install IMS
Universal Database resource adapters, define connection factories that connect to an IMS™ database, and
deploy RESTful service applications in WebSphere Application Server Liberty.

Enable Features

Within the <featureManager> element, add the <features> tags listed in the following sample to enable
JCA and JDBC support for Liberty.

<featureManager>
<feature>jca-1.7</feature>
<feature>jndi-1.0</feature>
<feature>jdbc-4.1</feature>
<feature>localConnector-1.0</feature>
</featureManager>

Specify the IMS Universal Drivers Library locations

Within the <library> element, add the <fileset> element that points to the IMS Universal drivers library.

<library id="global">

<!-- Include imsudb.jar -->
<fileset dir="usr/lpp/..imsjava/" includes="imsudb.jar"/>
</library>

Install IMS Universal Database Resource Adapters

Install a resource adapter by adding the <resourceAdapter> element and defining its lookup id and
resource location properties.

<resourceAdapter id="imsudbJLocal"
location="usr/lpp/..imsjava/rar/imsudbJLocal.rar"/>
<resourceAdapter id="imsudblLocal"
location="usr/lpp/..imsjava/rar/imsudbLocal.rar"/>
<resourceAdapter id="imsudbJIXA"
location="usr/lpp/..imsjava/rar/imsudbJIXA.rar"/>
<resourceAdapter id="imsudbXA"
location="usr/lpp/..imsjava/rar/imsudbXA.rar"/>

Define Connection Factories

Associate a connection factory to a resource adapter by adding a <connectionFactory> element and
selecting the appropriate resource adapter by defining the properties subelement with the appropriate
resource adapter id.

<!-- Associate a connection factory to a resource adapter
through the resource adapter’'s id. -->
<connectionFactory jndiName="HOSP_JDBC_T4">
<properties.imsudbJLocal databaseName="MYPSB"
datastoreName="IMS1" datastoreServer="myHostName"
portNumber="1234" drivexrType="4"
user="myUserID" password="myPassword"/>
</connectionFactory>
<connectionFactory jndiName="HOSP_CCI_T4">
<properties.imsudblLocal databaseName="MYPSB"
datastoreName="IMS1" datastoreServer="myHostName"
portNumber="1234" drivexrType="4"
user="myUserID" password="myPassword"/>
</connectionFactory>
<connectionFactory jndiName="HOSP_JDBC_T4XA">
<properties.imsudbJXA databaseName="MYPSB"
datastoreName="IMS1" datastoreServer="myHostName"
portNumber="1234" drivexrType="4"
user="myUserID" password="myPassword"/>
</connectionFactory>
<connectionFactory jndiName="HOSP_CCI_T4XA">
<properties.imsudbXA databaseName="MYPSB"
datastoreName="IMS1" datastoreServer="myHostName"
portNumber="1234" drivexrType="4"
user="myUserID" password="myPassword"/>
</connectionFactory>
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Enable Trace and Logging

Trace and logging are disabled by default. Add the following <logging> element that contains the
traceSpecification attribute with the String argument "com.ibm.ims.db.opendb" as follows to enable
IMS Universal drivers trace and logging.

<!-- The log files can be found at: [usr/lpp/../servers/server_name/logs] -->
<logging traceSpecification="*=info:com.ibm.ims.db.opendb.*=finest"/>

WebSphere Application Server Liberty type-4 connections sample
server.xml configuration file

The sample server.xml file is used to install IMS Universal Database resource adapters, define connection
factories which connect to an IMS™ database, and deploy an RESTful service application in WebSphere
Application Server Liberty.

About this task

<server description="new server">

<featureManager>
<feature>jca-1.7</feature>
<feature>jndi-1.0</feature>
<feature>jdbc-4.1</feature>
<feature>localConnector-1.0</feature>

</featureManager>
<!-- To access this server from a remote client add a host
attribute to the following element, e.g. host="x" -->

<httpEndpoint host="x" httpPort="1692" httpsPort="9443"
id="defaultHttpEndpoint"/>

<!-- Automatically expand WAR files and EAR files -->
<applicationManager autoExpand="true"/>

<library id="global">
<!-- Include imsudb.jar -->
<fileset dir="usx/lpp/..imsjava/" includes="imsudb.jar"/>

<!-- (OPTIONAL) Include jars that contain local database

metadata (dbviews) -->

<fileset dir="usr/lpp/../" includes="dbviews.jar"/>
</library>

<!-- Defining resource adapters -->

<resourceAdapter id="imsudbJLocal"
location="usr/lpp/..imsjava/rar/imsudbJLocal.rar"/>

<resourceAdapter id="imsudblLocal"
location="usr/lpp/..imsjava/rar/imsudbLocal.rar"/>

<resourceAdapter id="imsudhJXA"
location="usr/lpp/..imsjava/rar/imsudbJIXA.rar"/>

<resourceAdapter id="imsudbXA"
location="usr/lpp/..imsjava/rar/imsudbXA.rar"/>

<!-- Defining connection factories -->
<!-- Associate a connection factory to a resource adapter through
the resource adapter’s id. -->

<connectionFactory jndiName="HOSP_JDBC_T4">
<properties.imsudbJLocal databaseName="MYPSB"
datastoreName="IMS1" datastoreServer="myHostName"
portNumber="1234" driverType="4"
user="myUserID" password="myPassword"/>

</connectionFactory>

<connectionFactory jndiName="HOSP_CCI_T4">
<properties.imsudblLocal databaseName="MYPSB"
datastoreName="IMS1" datastoreServer="myHostName"
portNumber="1234" driverType="4"
user="myUserID" password="myPassword"/>

</connectionFactory>

<connectionFactory jndiName="HOSP_JDBC_T4XA">
<properties.imsudhJXA databaseName="MYPSB"
datastoreName="IMS1" datastoreServer="myHostName"
portNumber="1234" driverType="4"
user="myUserID" password="myPassword"/>
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</connectionFactory>

<connectionFactory jndiName="HOSP_CCI_T4XA">
<properties.imsudbXA databaseName="MYPSB"
datastoreName="IMS1" datastoreServer="myHostName"
portNumber="1234" driverType="4"
user="myUserID" password="myPassword"/>

</connectionFactory>

<!-- Enable or Disable (Default) JDBC trace -->
<!-- The log files can be found at:
[usx/lpp/../sexvers/server_name/logs] -->
<logging traceSpecification=
"x=info:com.ibm.ims.db.opendb.*=finest"/>
<webApplication id="myApp" location="myApp.war" name="myApp"/>

</server>

IMS Universal drivers: WebSphere Application Server Liberty
type-2 connections

When WebSphere Application Server Liberty and IMS are on the same logical partition (LPAR), the Java
applications that run on WebSphere Application Server Liberty can access IMS databases by using the
type-2 connectivity that is provided by the IMS Universal drivers.

About this task

The type-2 connectivity of the IMS Universal drivers enables Java application programs to access local,
non-TCP/IP IMS databases.

With type-2 connections, WebSphere Application Server Liberty can be set up to access IMS databases
through ODBM or through ODBA. In either case, Resource Recovery Services (RRS) must be active
(RRS=Y) for both IMS and ODBA. To learn more about ODBA and RRS settings, see Chapter 41, “Accessing
IMS databases through the ODBA interface,” on page 753 and CSL ODBM administration (System
Administration).

ODBM is the recommended setup option for most use cases because it provides increased failure
isolation and reduces the possibility of a U113 abend. In the following figure, an Enterprise JavaBeans
(EIB) application running on WebSphere Application Server Liberty accesses an IMS database by passing
requests to ODBM through a type-2 IMS Universal Database resource adapter.
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Figure 4. A WebSphere Application Server Liberty EJB application using a type-2 IMS Universal Database
resource adapter with ODBM

Using ODBA and DRA is also a valid option. In the following figure, an Enterprise JavaBeans (EJB)
application running on WebSphere Application Server Liberty accesses an IMS database by passing
requests to a type-2 IMS Universal Database resource adapter. The requests are converted to DL/I calls
and passed to ODBA. ODBA uses the IMS DRA interface to access the DL/I region in IMS.

Chapter 1. IMS Universal drivers: configuring connections to IMS 17



z/OS
WebSphere Application Server Liberty

EJB
application

Type-2 IMS Universal
Database resource adapter

ODBA

DRA " DL/l

D IMS database

Figure 5. A WebSphere Application Server Liberty EJB application using a type-2 IMS Universal Database
resource adapter with ODBA and DRA

To enable EJB applications that run on WebSphere Application Server Liberty on a z/OS platform, the
server.xml configuration file must first be configured. It is used to install IMS Universal Database
resource adapters, define connection factories that connect to an IMS database, and deploy RESTful
service applications in WebSphere Application Server Liberty.

Enable Features

Within the <featureManager> element, add the <features> listed in the following sample to enable
JCA and JDBC support for Liberty. The zosTransaction-1.0 feature is required for RRS Type-2
connectivity.

<featureManager>
<feature>jca-1.7</feature>
<feature>jndi-1.0</feature>
<feature>jdbc-4.1</feature>
<feature>localConnector-1.0</feature>

<!-- Required for RRS Type-2 connectivity -->

<feature>zosTransaction-1.0</feature>
</featureManager>

Specify the IMS Universal Drivers Library locations

Within the <library> element, add the <fileset> subelements that point to the IMS Universal drivers
libraries.

<library id="global">
<!-- Include imsudb.jar -->
<fileset dir="usr/lpp/..imsjava/" includes="imsudb.jar"/>

<!-- 1ibT2DLI.so or 1ibT2DLI_é64.so native code required for Type-2 Connectivity -->
<fileset dir="usr/lpp/../" includes="1ibT2DLI.so"/>
</library>

Enable Native Transaction Manager
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Add the following <nativeTransactionManager> element for RRS Type-2 connectivity support.

<resourceAdapter id="imsudbJLocal"
location="usr/lpp/..imsjava/rar/imsudbJLocal.rar"/>
<resourceAdapter id="imsudblLocal"
location="usr/lpp/..imsjava/rar/imsudbLocal.rar"/>

Define Connection Factories

Associate a connection factory to a resource adapter by adding a <connectionFactory> element and
selecting the appropriate resource adapter by defining the propexrties subelement with the appropriate
resource adapter id.

<!-- Associate a connection factory to a resource adapter

through the resource adapter’'s id. -->

<connectionFactory jndiName="HOSP_JDBC_T2">
<properties.imsudbJLocal databaseName="MYPSB"
datastoreName="IMS1" driverType="2"/>

</connectionFactory>

<connectionFactory jndiName="HOSP_CCI_T2">
<properties.imsudblLocal databaseName="MYPSB"
datastoreName="IMS1" driverType="2"/>

</connectionFactory>

Enable Trace / Logging

Trace and logging are disabled by default. Add the following <logging> element that contains the
traceSpecification attribute with the String argument "com.ibm.ims.db.opendb" as follows to enable
IMS Universal drivers trace and logging.

<!-- The log files can be found at: [usr/lpp/../servers/server_name/logs] -->
<logging traceSpecification="*=info:com.ibm.ims.db.opendb.*=finest"/>

WebSphere Application Server Liberty type-2 connections sample
server.xml configuration file

The sample server.xml file is used to install IMS Universal Database resource adapters, define connection
factories which connect to an IMS™ database, and deploy an RESTful service application in WebSphere
Application Server Liberty.

About this task

<server description="new server">

<featureManager>
<feature>jca-1.7</feature>
<feature>jndi-1.0</feature>
<feature>jdhc-4.1</feature>
<feature>localConnector-1.0</feature>

<!-- Required for RRS Type-2 connectivity -->
<feature>zosTransaction-1.0</feature>
</featureManager>

<!-- To access this server from a remote client add a host

attribute to the following element, e.g. host="%" -->

<httpEndpoint host="x" httpPort="1692" httpsPort="9443"
id="defaultHttpEndpoint"/>

<!-- Automatically expand WAR files and EAR files -->
<applicationManager autoExpand="true"/>

<library id="global">
<!-- Include imsudb.jar -->
<fileset dir="usr/lpp/..imsjava/" includes="imsudb.jar"/>
<!-- 1ibT2DLI.so or 1ibT2DLI_64.so native code required for
Type-2 Connectivity -->
<fileset dir="usr/lpp/../" includes="1ibT2DLI.so"/>

<!-- (OPTIONAL) Include jars that contain local database
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metadata (dbviews) -->
<fileset dir="usr/lpp/../" includes="dbviews.jar"/>
</library>

<nativeTransactionManager shutdownTimeout="5s"/>

<!-- Defining resource adapters -->

<resourceAdapter id="imsudbJLocal"
location="usr/lpp/..imsjava/rar/imsudbJLocal.rar"/>

<resourceAdapter id="imsudblLocal"
location="usr/lpp/..imsjava/rar/imsudbLocal.rar"/>

<!-- Defining connection factories -->
<!-- Associate a connection factory to a resource adapter through
the resource adapter’s id. -->

<connectionFactory jndiName="HOSP_JDBC_T2">
<properties.imsudbJLocal databaseName="MYPSB"
datastoreName="IMS1" driverType="2"/>
</connectionFactory>
<connectionFactory jndiName="HOSP_CCI_T2">
<properties.imsudblLocal databaseName="MYPSB"
datastoreName="IMS1" driverType="2"/>
</connectionFactory>

<!-- Enable or Disable (Default) JDBC trace -->

<!-- The log files can be found at:
[usr/lpp/../sexvers/server_name/logs] -->

<logging traceSpecification=

"x=info:com.ibm.ims.db.opendb.*=finest"/>

<webApplication id="myApp" location="myApp.war" name="myApp"/>

</server>

The IMS Universal drivers: CICS connections

Java applications that run on IBM CICS Transaction Server for z/OS can access IMS databases by using
the type-2 connectivity provided by the IMS Universal drivers. Other than the Java layer, access to IMS
from a Java application is the same as for a non-Java application.

Note: Type-2 connectivity support will be delivered through the IMS service process.
CICS supports the following IMS Universal drivers:

« IMS Universal JDBC driver
« IMS Universal DL/I driver

The following figure shows a JCICS application that is accessing an IMS database by using the IMS
database resource adapter (DRA) interface and the type-2 connectivity of an IMS Universal driver.
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Figure 6. CICS application using a type-2 IMS Universal driver

Configuring CICS for the type-2 IMS Universal drivers

To run Java applications in a CICS environment that access IMS databases through a type-2 IMS
Universal driver, you must install the type-2 IMS Universal driver in the IBM CICS Transaction Server

for z/OS subsystem.

Before you begin

Prerequisite: Load the install files for the type-2 IMS Universal driver in a path that the CICS subsystem

can access.

About this task
To configure CICS for a type-2 IMS Universal driver:

Procedure

1. Build the IMS Universal driver OSGi bundle. To build the bundle:

a) Write a bundle Manifest.mf file in a text editor. The following sample file is an example of
Manifest.mf:

Manifest-Version: 1.0
Bundle-ManifestVersion: 2

Bundle-Name:

IMS Universal driver 0SGi

Bundle-SymbolicName: com.ibm.ims.osgi.Udb
Bundle-Version: 1.0.0

Bundle-ClassPath: imsudb.jar
Export-Package: com.ibm.ims.application,

com.
com.
com.
com.
com.
com.
com.
com.
com.
com.
com.

ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.
ibm.

ims.
ims.
ims.
ims.
ims.
ims.
ims.
ims.
ims.
ims.
ims.

base,

db,

db.cci,

db.hybrid,

db.spi,

dbhd,

dli,
dli.conversion.util,
dli.conversion.util.bidi,
dli.converters,
dli.dm,
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com.ibm.ims.dli.logging,
com.ibm.ims.dli.t2,

com.ibm.ims.dli.tm,

com.ibm.ims.dli.types,

com.ibm.ims.dli.xa,

com.ibm.ims.drda.base,
com.ibm.ims.drda.converters,
com.ibm.ims.dxda.db,

com.ibm.ims.dxda.t4,

com.ibm.ims.drda.t4.util,
com.ibm.ims.drda.t4nativesql,

com.ibm.ims. jdbc,

com.ibm.ims.jdbc.batch,

com.ibm.ims.jdbc.xa,

com.ibm.ims. jms,

com.ibm.ims.opendb,

com.ibm.ims.psbh,

com.ibm.ims.smf,

com.ibm.ims.xmldb,

com.ibm.ims.xmldb.dm,
com.ibm.ims.xmldb.shredder,
com.ibm.ims.xmldb.xms

Import-Package: com.ibm.cics.server;version="[1.300.0,2.0.0]";resolution:=optional
Bundle-RequiredExecutionEnvironment: JavaSE-1.7

b) Add both the Manifest.mf file and the IMS Universal driver imsudb . jax file to a zip archive.
¢) Rename the zip archive to com.ibm.ims.osgi.Udb_1.0.0.7jar.
d) Use the CICS explorer to deploy the created OSGi bundle.

2. Modify the CICS environment UNIX System Services file, DFHIJVMPR, that contains the JVM profile.

a) Update the OSGI_BUNDLES variable so that it contains the path to the created OSGi bundle as
follows:

0SGI_BUNDLES=pathprefix/com.ibm.ims.osgi.Udb_1.0.0.7jar
b) Update the LIBPATH variable so that it contains the path to the 1ibT2DLI_64. so file as follows:
LIBPATH_SUFFIX=pathprefix/usr/lpp/ims/imsl5.4/imsjava/lib

3. Ensure that the CICS AIBTDLI is loaded over the IMS AIBTDLI interface.
a) Set the CICS SDFHLOAD member above the IMS SDFSRESL member in the CICS STEPLIB.

Results

Related reading: For detailed information about CICS system definition, see the CICS Transaction Server
for z/OS CICS System Definition Guide.

Running applications on CICS that use the type-2 IMS Universal drivers

To run a CICS application program that accesses IMS DB through a IMS Universal driver, you must
perform several steps.

About this task

To run a Java application in CICS that accesses IMS DB through a type-2 IMS Universal driver, complete
the following steps.

Procedure

1. Start IMS DB and CICS.

2. Turn off the uppercase translation feature of CICS by entering: CEOT NOUCTRAN
3. Define a program that can run the Java application (JVM class).

4. Define a transaction that can run the program.

5. Install the program that you defined to run the Java application (JVM class).
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6. Install the transaction that you defined to run the Java application (JVM class).
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Part 2. CPI Communications and APPC/IMS

These topics introduce CPI-Communications and APPC/IMS. The topics discuss how CPI-
Communications driven application programs function and how to administer APPC/IMS and use
APPC/IMS with the CPI Communications interface to build CPI application programs.
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Chapter 2. CPI Communications

This topic introduces CPI Communications driven application programs and distributed Syncpoint
protected conversations.

CPI-C driven application programs

A CPI Communications driven application program can use IMS-managed resources in two ways: by using
the SQL calls to access Db2 for z/OS through the IMS External Subsystem (ESS) Attach Facility and by
using the APSB call to allocate IMS resources.

If you use the SQL calls to access Db2 for z/OS through the IMS External Subsystem (ESS) Attach Facility
and the Db2 for z/OS resource translation table (RTT) is not used, the initial Db2 for z/OS plan name is the
application program name. After the APSB call, the Db2 for z/OS plan name is the PSB name specified in
the APSB call.

You can use the following SAA resource recovery calls when you want an application program to commit
or back out changes to IMS or Db2 for z/OS resources:

« Use the Commit call (SRRCMIT) to commit changes.
« Use the Backout call (SRRBACK) to back out changes.

SAA resource recovery commit processing

An application program tells IMS to commit changes to database resources by issuing the SAA resource
recovery call, SRRCMIT.

By issuing the SRRCMIT call, an application program tells IMS to commit changes to database resources:

« Issue the SRRCMIT call when the application program updates any IMS resources or accesses Db2 for
z/0S resources.

» Reissue the SRRCMIT call after making any subsequent changes to an IMS or Db2 for z/OS resource.
« Issue the SRRCMIT call before terminating your application program.

If the application program terminates with any uncommitted changes to IMS resources, IMS attempts to
commit these changes. Dangling conversations are deallocated abnormally.

When you issue the SRRCMIT call, IMS gets control and generates an internal sync-point call (if
the conversation was not allocated with SYNCLVL=SYNCPT). All database changes are committed. All
messages inserted to alternate PCBs (program control blocks) are sent to their final destination.

Normal termination

In IMS, normal termination occurs when an application program terminates without abending. For a CPI
Communications driven application program, an implicit commit occurs.

Definition: An implicit commit occurs when the application program does not issue an explicit call to
commit the current transaction, but one of the following occurs:

« The application program terminates normally.

Backout processing
Transaction updates can be backed out for a variety of reasons.
Transaction updates are backed out when any of the following occurs:

« Backout is issued by the application program.
« The application program terminates abnormally.
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« The application program terminates normally, but the implicit commit fails.
« IMS resources are inflight during IMS system restart.

The backout consists of the following actions:

« All database updates are backed out.

- All messages inserted to non-express alternate PCBs are discarded.

- All messages inserted to express PCBs that have not been enqueued are discarded.
« The APPC/MVS"™ verb ATBCMTP TYPE=ABEND is issued. 1

The application program tells IMS that a backout is required by issuing SRRBACK or by terminating
abnormally.

Abnormal termination
When your application program abends, IMS backs out to the last IMS sync point.
IMS considers an application program to have terminated abnormally if either of the following occurs:

« The implicit commit fails.
- The application program abends.

Session failure

If any LU 6.2 session fails during the conversation, you can choose to end the application program or
continue processing.

IMS TM is not involved and places no restrictions on your choice of committing or backing out updates.
The application programmer makes this decision.

Because IMS TM is not informed of the session failure, it takes no action. The normal processing rules for
commit and backout apply.

Return codes

Your application program receives return codes from IMS on the SAA resource recovery SRRCMIT and
SRRBACK calls.

Your application program can receive the following return codes:

RR_OK
The backout or commit operation completed successfully. All protected resources if backed out have
been returned to their previous sync point; if they have been committed, they have advanced to a new
sync point, and all changes made during the logical unit of work have been made permanent.
RR_PROGRAM_STATE_CHECK
A non-CPI Communications driven IMS application program issued an SAA resource recovery Commit
call. No commit or backout has been performed.
RR_BACKED_OUT
A resource manager voted "no" during sync point processing. The sync point was initiated by the SAA
resource recovery Commit call. The resource state is backed out for all resources.

System restart/resolve-in-doubt processing

After a system failure, a key part of restart processing is known as resolve-in-doubt processing. If
the system fails, IMS determines whether to perform resolve-in-doubt processing for IMS-protected
resources.

Examples of IMS-protected resources are:

1 Issuing the verb ATBCMTP causes all LU 6.2 conversations associated with this TPI to terminate with
CM_DEALLOCATE_ABEND.
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« IMS DB databases

« Db2 for z/OS databases

- IMS TM message-queue messages

If the IMS system fails before the transaction completes phase one of the two-phase commit process

(sync point), IMS backs out during IMS restart. Backout includes transactions that were processing at the
time of failure.

If the transaction completes phase one of the commit process, resolve-in-doubt processing can take
place during IMS restart. If only IMS resources are affected, commit processing occurs. If Db2 for z/OS
resources are involved, resolve-in-doubt processing occurs between IMS and Db2 for z/0S.

No transactions using explicit CPI Communications driven application programs are preserved across an
IMS restart.

CPI-C application program recovery

No recovery processing exists for application programs using the explicit CPI Communications driven
interface.

IMS discards all CPI Communications driven transactions at restart regardless of their state at the time
of failure. Application program designers should be aware of the SAA resource recovery resynchronization
functions and consider the impact on their application program designs.

The application program should provide full integrity by issuing a SAA resource recovery Commit or
Backout call for session failures. Application programs that require recovery assistance must be standard
DL/I application programs.

Related reference

CALL statement (Application Programming APIs)

Programming requirements

The calls that initiate implicit sync point (DL/I GU to the message queue, CHKP, and SYNC) are invalid

for CPI Communications driven application programs, and receive status AD (function parameter invalid).
The CPI Communications driven application program activates IMS sync point processing by issuing the
SRRCMIT and SRRBACK calls.

If you allocate a conversation with SYNCLVL=NONE or SYNCLVL=CONFIRM, include module DFSCPIRO
with your application program in the bind step. Including this module allows your application program to
resolve the external references for SRRCMIT and SRRBACK.

No language-unique programming concerns exist in IMS for the SAA resource recovery interface.

Pseudonym files

APPC/IMS uses APPC/MVS services to provide SAA resource recovery support. APPC/MVS does not
provide SAA resource recovery pseudonym files. However, you can create your own pseudonym files.

Related reading: For sample pseudonym files, see SAA CPI Resource Recovery Reference. These sample
pseudonym files include examples on how to define working storage in the different languages.

Briefly, programmers of different languages need to define the following:

« IMS TM C programmers need to define z/0S as their operating system.
« IMS TM COBOL programmers must define their buffers in working storage.
« IMS TM FORTRAN programmers must define EXTERNAL statements for SRRCMIT and SRRBACK.

RRS and distributed syncpoint/protected conversations

Regardless of whether the SYNCLVL setting is NONE, CONFIRM, or SYNCPOINT, if RRS=Y, z/OS Resource
Recovery Services is the sync point manager and coordinates the update and recovery of multiple
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protected resources. RRS controls how and when protected resources are committed by coordinating
with the resource managers, such as IMS, that have registered with RRS.

RRS supports the Common Programming Interface for Resource Recovery (CPI-RR), an element of the
SAA CPI that specifies resource recovery and coordinates recovering local and distributed resources.

Definitions:

« A protected resource is a set of local or distributed data that is updated in a synchronized and controlled
manner. In the APPC environment, a protected resource is a resource that is updated in an allocated
conversation in which SYNCLVL=SYNCPT has been specified.

« Aresource manager is a product, such as IMS, that owns protected data resources that are updated
in an APPC conversational environment in which SYNCLVL=SYNCPT has been specified. IMS acts as a
resource manager for DL/I data, Fast Path data, and the message queues.

The three participants in resource recovery include:

RRS (sync point manager)
Resource manager (such as IMS or Db2 for z/0S)
Application program

The following figure shows the three participants in the resource recovery process, and their interaction.
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Figure 7. Participants in resource recovery

The two-phase commit protocol

The two-phase commit protocol is a process involving z/OS Resource Recovery Services (RRS) and the
resource manager that ensures that updates made to a set of resources by an application program are
either all made or none made.

The application program decides whether to commit its changes to the resources; this commit is made
to RRS, which polls all of the resource managers as to the feasibility of the commit call. Each resource
manager votes whether to commit the updates. This is called phase 1 of the two-phase commit protocol.

After RRS has gathered the votes, phase 2 begins. If all votes are to commit the updates, then the
phase 2 action is to commit; otherwise, phase 2 results in a backout of the updates. System failures,
communication failures, resource manager failures, or application program failures are not barriers to
completing the two-phase commit protocol.

Definitions:
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= A unit of recovery is a unit of work that spans one commit (synchronization) point to the next commit
point.

« Units of recovery are termed inflight between the time they are created (or the previous sync point)
until the resource manager votes to commit the updates. If the resource manager fails while units of
recovery are inflight, the resource manager backs out all of the database updates on the subsequent
start.

« Units of recovery are termed indoubt between the time when the resource manager votes to commit
the updates and the time when the sync-point manager calls the resource manager to do the commit. If
IMS fails while units of recovery are indoubt, IMS holds the database updates until they are resolved.

Local-resource recovery versus distributed-resource recovery

In a local-resource recovery environment, the recovery participants reside on the same z/0S system. In
a distributed-resource recovery environment, the recovery participants and the updated resources are
scattered across multiple systems.

In a distributed-resource recovery environment, the APPC/PC (APPC/protected conversation) resource
manager is used to provide the communications for the sync-point calls to remote systems.

The following figure illustrates how a distributed recovery environment operates.
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Figure 8. Distributed resource recovery
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IMS as a resource manager
A resource manager controls a protected resource.
In general, a resource manager does the following:

« Provides an application programming interface (API) to allow application programs to access its
resources

Logs changes to data before making the changes permanent
« Logs unit of work status

Participates in the commit or backout actions for updated resources

Contains recovery mechanisms to restore data to a previous state
For its own resources, IMS is both the sync-point manager and the resource manager.
Within the two-phase commit protocol, IMS must do each of the following:

« Register with z/OS Resource Recovery Services (RRS) as a resource manager
« Participate in the sync-point process

« Express interest in the unit of work

« Recover its unit of work status after an outage

Registration

A component of RRS provides registration services so that IMS can identify itself as a resource manager.
By registering, IMS is provided a set of services to aid in maintaining resource consistency associated with
the protected conversation.

IMS registers each time a control region is started for a DB/DC active system on a z/OS system with
the recovery platform support. In an XRF environment, the active system registers during its restart. The
alternate system registers at the time of takeover.

Expressing interest

In addition to registering and supplying resource manager exit routines for specific stages of the two-
phase commit protocol, IMS must also express interest in participating in the two-phase commit process
for a particular unit of recovery.

Resolution of incomplete interests

In the event of an IMS or z/OS outage, during the IMS restart, the incomplete UR expressions of interest
must be resolved.

RRS maintains unit of recovery information (such as identifier, state, and resource manager private data),
which RRS presents to the restarting resource managers that previously expressed interest.

Sync-point participation

After IMS successfully registers and restarts, it supplies addresses of its exit routines to RRS. Several
exit routines (such as prepare, commit, and backout) represent specific points in the two-phase commit
protocol, which IMS can call to participate in the process.

Activating protected conversations

z/0S uses a construct with z/OS Resource Recovery Services (RRS) called a context.

Definition: A context is the entity for which resource managers perform services, to which they allocate
resources and lock ownership, and in which they can express interest in participating in the protocol to
ensure that the resource is updated in an orderly manner.
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The type of context that the resource manager creates, owns, and manipulates is called the private
context. A resource manager can create a context on behalf of another resource manager. RRS uses the
private context to identify an application program's unit of work to maintain information for the resource
manager concerning which of their resources are associated with the unit of work.

APPC as the communications manager

When APPC is the communications manager, RRS support is activated when a conversation is allocated
with SYNCLVL=SYNCPT. This type of conversation is a protected conversation.

When SYNCLVL=SYNCPT is specified, APPC acquires a private context on behalf of IMS. IMS provides

its resource manager name to APPC in its identity call. APPC provides the private context to IMS as the
message header. IMS, using this context, then assumes the role of a participant in the two-phase commit
process with the sync-point manager, RRS.

In addition to the SYNCLVL=SYNCPT, the keyword ATNLOSS=ALL must be specified in the VTAM definition
file for whichever LUS need to be enabled for protected conversations.

Using OTMA with protected conversations

In an OTMA environment, OTMA is not a resource manager registered with RRS. The process remains an
inter-process protocol between a server (IMS) and a number of clients (application programs). Therefore,
OTMA cannot obtain a private context token to pass to IMS, as APPC does. The client-adapter code that
uses OTMA is responsible for obtaining and owning a private context, and for providing the context ID.

In messages passed between the partners, the context-ID field contains the context token (if it is a
protected conversation).

When IMS finds the context-ID in the message, IMS assumes the role of a participant in the two-phase
commit process, as it does in the APPC environment.

XRF and protected conversations

Running protected conversations (using RRS with either APPC/PC or OTMA) in an IMS-XRF environment
does not guarantee that the alternate system can resume and resolve any unfinished work started by the
active system. A failed resource manager must re-register with its original RRS system if the RRS system
is still available when the resource manager restarts. Only if the RRS on the active system is not available
can an XRF alternate system register with another RRS in the sysplex and obtain the incomplete unit of
recovery data of the failing active system.

Recommendation: Because IMS retains indoubt units of recovery until they are resolved, switch back
to the active system as soon as possible to obtain the unit of recovery information and to resolve and
complete all the work of the resource managers.
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Chapter 3. Administering APPC/IMS and LU 6.2
devices

This topic introduces APPC/IMS and describes how to administer APPC/IMS and LU 6.2 devices.

APPC/IMS overview

APPC/IMS, a part of IMS TM, lets you use the CPI Communications interface to build CPI application
programs.

APPC/IMS allows distributed and cooperative processing between IMS and systems that have
implemented APPC as shown in the following figure. APPC/IMS delivers support for APPC with facilities
provided with APPC/MVS. (The APPC/IMS interface is provided by APPC/MVS and supports the CPI
Communications interface. IMS TM supports the CPI resource recovery interface.) APPC/IMS supports
the CPI resource recovery Commit (SRRCMIT) and Backout (SRRBACK) calls for IMS-managed local
resources. These protected resources include:

IMS TM message-queue messages
IMS DB databases
Db2 for z/OS databases

APPC/IMS also supports the existing IMS DL/I application programming interface (API) enabling
application programs to use LU 6.2 communications without the function of the CPI Communications
interface. This allows most existing applications to continue to function with the APPC/IMS support of LU

6.2.
z/05 UNIEX
[=
IMS
Application "_' APPC .[ Application
Program Program

Figure 9. APPC support for IMS

Definitions:
 Within the context of administering IMS TM, "transaction programs," "applications, " "application
programs," and "programs" are synonymous.

« Within the context of administering APPC/IMS and LU 6.2 devices, "APPC application programs" are
synonymous with "LU 6.2 application programs."

- "LU 6.2 transactions" are those that originate from an LU 6.2 application program.
Recommendations: For APPC/IMS, do the following:

« Schedule your IMS standard or modified application programs entered from LU 6.2 remote systems
using MSC. Be aware that CPI-C driven application programs cannot have transactions that execute on
remote systems.

« Define your APPC/IMS LUs for use by APPC/MVS, as well as by any APPC application program.
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« Use the LTERM and the MOD name in the first segment of your message. Use the LTERM to change the
destination for your output to a non-LU 6.2 device. Use the MOD name to format error messages.

« Use a network-qualified LU name. You do not need to have unique names for the LUs on different
systems.

IMS dependent regions are automatically defined to APPC as subordinate address spaces of the IMS
Scheduler. An IMS BMP cannot be defined as an ASCH controlled application. It may use explicit
conversation services through the IMS base LU.

IMS manages the APPC/IMS message buffers automatically; no definition is necessary. No special
considerations are needed for EMH.

APPC/IMS flood control

The APPC/IMS flood control function helps prevent a sudden increase in the number of APPC/IMS
transaction requests from exhausting IMS 31-bit private storage.

By default, APPC/IMS flood control is active and starts queuing incoming APPC transaction requests
to 64-bit storage when the number of active APPC conversations reaches 5,000. If the flood condition
worsens, APPC/IMS flood control stops all APPC input when the number of queued APPC requests in
64-bit storage reaches the default threshold of 10,000.

Except when all APPC input is stopped, APPC/IMS flood control does not apply to APPC requests that
are used to submit IMS commands or to APPC requests that are received on back-end IMS systems in a
shared-queues environment.

As the number of active and queued APPC requests nears these thresholds, IMS issues a warning
message.

Modifying or disabling APPC/IMS flood control

You can modify or disable both the initial threshold for queuing requests to 64-bit

storage and the secondary threshold that stops all APPC/IMS input by specifying the
APPCMAXC=(31_bit_max,64_bit_max) parameter in the DFSDCxxx member in the IMS PROCLIB data
set.

The 31_bit_max value defines the maximum number of active APPC conversations that IMS can process
concurrently before IMS starts queuing new APPC transaction requests to 64-bit storage. A specification
of 0 completely disables APPC/IMS flood control.

You can view the current 31_hit_max value by issuing the IMS type-1 command /DISPLAY A DC. If the
displayed value is 0, APPC/IMS flood control is disabled.

The 64_bit_max defines the maximum number of APPC transaction requests that can be queued in 64-bit
storage before IMS stops all APPC input from z/OS. A specification of O disables the queuing of APPC
requests in 64-bit storage.

You can clear all of the queued APPC requests in 64-bit storage by issuing the IMS type-1 command /
PURGE APPC. The APPC conversation is rejected with the TP_Not_Available_No_Retry sense code.

When 64-bit queuing is disabled, if a flood condition occurs, the 31 bit maximum defines the threshold at
which IMS stops all APPC input.

When APPC input is stopped

When IMS stops APPC input from z/0S, IMS does not itself reject incoming APPC requests, but rather
issues a call to APPC/MVS to request that it stop sending any more APPC requests. Between the time
that IMS issues the request and the time that APPC/MVS stops sending input, IMS can still receive
APPC requests, so it is possible that the total number of APPC requests that are received or queued by
APPC/IMS might exceed the defined maximum.
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After APPC input is stopped, when the number of active APPC conversations in IMS 31-bit storage drops
below 50% of the 31_bit_max value, IMS automatically requests a resumption of APPC input from APPC/
MVS.

IMS issues DFS4157E when APPC input is stopped.

VTAM alternative to APPC/IMS flood control

In addition to or as an alternative to the APPC/IMS flood control measures, you can specify a session limit
for an individual logical unit (LU) in the VTAM ACB. VTAM stops sending messages to APPC/MVS after the
session limit is reached. If only one LU is defined for an IMS system, the maximum number of active APPC
requests is then the number of sessions that are defined in VTAM.

Related reference
DFSDCxxx member of the IMS PROCLIB data set (System Definition)

APPC/IMS application program interface

APPC/IMS has two distinct application program interfaces (APIs): the implicit and explicit interfaces. The
same application program can use both APIs.

Implicit API

The implicit API is an extension of the IMS standard DL/I API (call xxxTDLI). It allows IMS application
programs to communicate with LU 6.2 application programs without being sensitive to LU 6.2 protocols
and without requiring the programmer to have any knowledge of LU 6.2. APPC/IMS provides functions

not normally available to an LU 6.2 application program: message queuing, and automatic asynchronous
message delivery and recovery. Existing IMS transactions use the implicit API to communicate with APPC.

Implicit API messages are placed on the IMS message queues or the Fast Path expedited message
handling (EMH) buffers for Fast Path transactions. The originating IMS determines whether to mark the
input messages as discardable or nondiscardable.

When the implicit API is used, IMS issues all required CPI Communications calls. The application program
interacts strictly with the IMS message queues or the Fast Path EMH buffers.

Explicit API

The explicit API is the CPI Communications API and is available to any IMS application program.

The application program makes calls to APPC using the CPI Communications interface without using
IMS. These CPI calls are handled directly by APPC/MVS. Messages sent or received by the CPI
Communications interface are not stored on the IMS message queues or in the EMH buffers, and these
messages are not available for transaction restart. No IMS-provided functions are involved for these
messages.

Alternatively, you can also use z/0S the ATBxxxx calls of the APPC/MVS TP services. For information on
using these calls, see z/0S MVS Programming: Writing Transaction Programs for APPC/MVS.

APPC/IMS application programs

APPC/IMS has three different types of application programs: standard, modified, and CPI
Communications driven.

The application programs are defined as:

Standard
No explicit use of CPI Communications facilities.

Modified
Uses the I/O PCB to communicate with the original input terminal. Uses CPI Communications calls to
allocate new conversations and to send and receive data.
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CPI Communications driven
Uses CPI Communications calls to receive the incoming message and to send a reply on the same
conversation. Uses the DL/I APSB call to allocate a PSB to access IMS databases and alternate PCBs.

You can schedule your standard and modified application programs locally and remotely using MSC.
The logic for local application programs differs from the logic for remote application programs. In the
following topics, the differences are described.

Standard IMS application programs
Standard IMS application programs use the existing IMS call interface.

Application programs that use the IMS standard API can take advantage of the LU 6.2 protocols. Standard
IMS application programs use a DL/I GU call to trigger a sync point and to get the incoming transaction.
These standard IMS application programs also use DL/I ISRT calls to generate output messages to the
same or different terminals, which can be LU 6.2 terminals. (A non-message-driven BMP is considered a
standard IMS application program when it does not use the explicit API.) The identical program can work
correctly for both LU 6.2 and non-LU 6.2 terminal types. IMS generates the appropriate calls to APPC/MVS
services.

IMS provides the following services for standard IMS application programs:

» Receives incoming transaction from an LU 6.2 application program

- Calls the Input Message Routing exit routine

« Schedules transactions into local and remote IMS dependent regions
« Provides necessary transaction recoverability

 Provides necessary transaction rollback and retry

 Provides integration of IMS-controlled conversation flows with database updates during sync point for
all APPC Sync_Level options (NONE, CONFIRM, SYNCPT)

» Provides all needed LU 6.2 calls to APPC/MVS services

« Sends either synchronous or asynchronous output to an LU 6.2 application program

« Keeps asynchronous output on IMS message queue until successful transmission

« Allocates new LU 6.2 conversations for messages inserted to alternate PCBs using the DL/I ISRT call

Existing application programs that are sensitive to a terminal's hardware characteristics, such as cursor
position or MFS format names, might need to be changed to communicate with LU 6.2 application
programs.

Restrictions:

1. If a LU 6.2 synchronous conversation implicit transaction initializes other transactions (program-
to-program switch), an express PCB can not be used to do the ISRT. An express PBC causes
race conditions to occur and the output may randomly return to the inputting terminal on a
new asynchronous conversation with TPNAME DFSASYNC. The original conversation may not be
deallocated.

2. If a transaction initializes more than one child transaction, which in turn may initialize other
transactions, and one of the child transactions provides the response, the result is unpredictable.

Depending on the execution sequence of these transactions the LU can receive a DFS2082 message
with the response sent to the default TP name DFSASYNC or the LU receives the response and no
DFS2082 message is issued.

MSC and standard IMS application programs

When an APPC application program enters an IMS transaction that executes on a remote IMS, an LU 6.2
conversation is established between the APPC application program and the local IMS.

The local IMS is considered the partner LU of the LU 6.2 conversation. The transaction is then queued on
the remote transaction queue of the local IMS. From this point on, the transaction goes through normal
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MSC processing. After the remote IMS executes the transaction, the output is returned to the local IMS,
and is then delivered to the originating LU 6.2 application program.

The originating (local) IMS provides the following services:

« Receives incoming transaction from an LU 6.2 application program

Calls the Input Message Routing exit routine

Queues the transaction to its remote transaction queue
« Sends the transaction across the MSC link

Receives the transaction response

Sends either synchronous or asynchronous output to an LU 6.2 application program

The remote IMS provides the following services for the remote standard application program:

« Receives the incoming transaction from the partner IMS (originating or intermediate IMS) over the MSC
link

« Schedules transactions into dependent regions

« Commits database changes at sync point

 Provides necessary transaction recoverability

» Provides necessary transaction rollback and retry

 Keeps transaction output on the IMS message queue until the transmission is successful

« Returns the transaction output to the local IMS over the MSC link

Restriction: MSC is not supported if the originating LU 6.2 conversation is allocated with
SYNCLVL=SYNCPT.

Modified IMS application programs

Modified IMS application programs use a DL/I GU call to retrieve the incoming transaction and to trigger a
sync point.

These modified IMS application programs also use DL/I ISRT calls to generate output messages to the
same or different terminals, which can be LU 6.2 terminals.2 Unlike standard IMS application programs,
modified IMS application programs use CPI Communications calls to allocate new conversations, and to
send and receive data. IMS has no direct control of these CPI Communications conversations.

Modified IMS transactions are indistinguishable from standard IMS transactions until program execution.
In fact, the same application program can be a "standard IMS" application on one execution, and a
"modified IMS" application on a different execution. The distinction is simply whether the application
program has used CPI Communications resources.

IMS provides the following services for modified IMS application programs:
 Receives incoming transactions from LU 6.2 application programs

« Schedules transactions into local and remote dependent IMS regions

« Appropriate transaction recoverability before transaction scheduling

 Provides integration of IMS-controlled conversation flows with database updates during sync point for
APPC Sync_Level options (NONE, CONFIRM, SYNCPT)

» Provides all necessary LU 6.2 calls to APPC/MVS services for IMS-controlled LU 6.2 conversations
« Sends either synchronous or asynchronous output to LU 6.2 application programs
- Keeps asynchronous output on the IMS message queue until successful send occurs

2 A non-message-driven BMP is considered a modified standard IMS application program when it uses the
explicit API.
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- Allocates new LU 6.2 conversations for any messages inserted to alternate PCBs using the DL/I ISRT
calls

IMS does not provide any services for conversations explicitly allocated by the application program.
Explicitly allocated conversations need to be deallocated if a program abend occurs.

MSC and modified IMS application programs

When an APPC program enters an IMS transaction that executes on an MSC remote IMS, an LU 6.2
conversation is established between the APPC program and the local IMS.

The local IMS is considered the partner LU of the LU 6.2 conversation. The transaction is then queued on
the remote transaction queue of the local IMS. From this point on, the transaction goes through normal
MSC processing. After the remote IMS executes the transaction, the output is returned to the local IMS,
and then delivered to the originating LU 6.2 program.

The originating (local) IMS provides the following services:

» Receives incoming transaction from an LU 6.2 application program

Calls the Input Message Routing exit routine

Queues the transaction to its remote transaction queue

Sends the transaction across the MSC link
« Receives the transaction response

Sends either synchronous or asynchronous output to an LU 6.2 application program

The remote IMS provides the following services for the remote modified application program:

« Receives the incoming transaction from the partner IMS (originating or intermediate system) over the
MSC link

« Schedules transactions into dependent regions

« Appropriate transaction recoverability before transaction scheduling

« Commits database changes at sync point

« Provides necessary transaction recoverability

 Provides necessary transaction rollback and retry

« Keeps transaction output on the IMS message queue until the transmission is successful
« Returns the transaction output to the local IMS over the MSC link

Restriction: MSC is not supported if the originating LU 6.2 conversation is allocated with
SYNCLVL=SYNCPT.

CPI Communications driven application programs

CPI Communications driven application programs are defined only in the APPC/MVS TP_Profile data set;
they are not defined to IMS.

The CPI Communications driven application program definition is dynamically built by IMS when a
transaction is presented for scheduling by APPC/MVS based on the APPC/MVS TP_Profile definition after
IMS restart. The definition is keyed by TP name. APPC/MVS manages the TP_Profile information.

When a CPI Communications driven transaction program requests a PSB, the PSB must already be
defined to IMS by using the APPLCTN macro during system definition and by generating the appropriate
PSBs and ACBs with the Program Specification Block (PSB) generation utility and the Application

Control Blocks Maintenance utility when APPLCTN PSB= is specified. When APPLCTN GPSB= is specified,
generating PSBs and ACBs is not required.

CPI Communications driven application programs must use CPI Communications calls to accept the
incoming conversation and to send a reply on the same conversation. The DL/I GU call is not used to

40 IMS: Communications and Connections



retrieve the initiating transaction from the LU 6.2 application program. No IMS resources are allocated
when the application program is scheduled. Instead, the application program can use the DL/I APSB call
to allocate a PSB that provides access to IMS databases and to alternate PCBs. A CPI Communications
driven application program can send messages to other terminals (either LU 6.2 or non-LU 6.2) or other
IMS transactions (either local or remote) by inserting to an alternate PCB, after allocating the appropriate
PSB. Both the explicit and implicit API can be used on the same application program.

IMS provides the following services for CPI Communications driven application programs:
« Schedules the transaction.

IMS does not receive input before scheduling. It does not interact with the conversation at any time
other than to possibly reject the inbound allocate request. If IMS rejects the inbound allocate request,
the transaction is not scheduled.

« Provides sync point of local resources.
« Schedules PSB if called by application program.
« Processes calls to alternate or database PCB made by the application program.

Related concepts

“RRS and distributed syncpoint/protected conversations” on page 29

Regardless of whether the SYNCLVL setting is NONE, CONFIRM, or SYNCPOINT, if RRS=Y, z/OS Resource
Recovery Services is the sync point manager and coordinates the update and recovery of multiple
protected resources. RRS controls how and when protected resources are committed by coordinating
with the resource managers, such as IMS, that have registered with RRS.

“CPI Communications” on page 27
This topic introduces CPI Communications driven application programs and distributed Syncpoint
protected conversations.

Designing an application for APPC (Application Programming)

Using the MOD name and LTERM interface

Your LU 6.2 application program can use an interface to emulate MFS.

About this task

For example, the application program can use the MOD name to communicate with IMS to specify how

an error message could be formatted. For non-LU 6.2 application programs, the MOD name is given to the
MFS formatting modules in IMS; for LU 6.2 application programs, the MFS modules are not called, and the
MOD name is given to the LU 6.2 Edit exit routine (DFSLUEEO) as a parameter. The LU 6.2 Edit exit routine
can do whatever the programmer specifies with the MOD name, such as format an error message.

Your LU 6.2 application program uses the LU name to send data to an LU 6.2 application program.
However, if you want to send data to a non-LU 6.2 device such as a printer, you can use the LTERM instead
of the LU name.

The Initialization exit routine (DFSINTXO) can be used to create a user table of MOD names that you might
want to use for formatting messages, and LTERMs that you might want to use as printers. This user table
can be used by DFSLUEEDO to find the appropriate MOD name or LTERM for your application program.

LU 6.2 application programs can send both the LTERM and the MOD name in the first segment of the
message. The LU 6.2 Edit exit routine (DFSLUEEQ) checks the contents of the first message segment.
Based on the information it finds in a user table, the exit routine decides whether to return the LTERM and
the MOD name to IMS. IMS saves the LTERM and the MOD name in the I/O PCB. For formatting output,
IMS provides the address of the MOD name in the first segment of the message to the LU 6.2 Edit exit
routine (DFSLUEEOQ). For changing the destination to a non-LU 6.2 device, IMS provides the LTERM in the
first segment of the message to the LU 6.2 Edit exit routine (DFSLUEEQ). The Initialization exit routine
(DFSINTXO0) can be used to create the user table. This exit routine must pass the address of the user table
to IMS, and IMS passes the address to DFSLUEEO.
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Establishing APPC/IMS

Before activating APPC/IMS, an IMS system definition is needed to specify 390 as the third parameter of
the SYSTEM keyword for the IMSCTRL macro.

About this task

CPI Communications driven application programs and LU 6.2 application programs cannot be defined in a
system definition. LU 6.2 application programs are only defined to VTAM.

Start APPC/IMS by specifying APPC=Y on the IMS startup parameter. The default is APPC=N. When 'N'
is specified, a connection to APPC/MVS services is not established during IMS initialization. When 'Y'

is specified, IMS establishes a connection with APPC/MVS during IMS initialization. The /START APPC
command overrides APPC=N.

TP_Profile

The TP_Profile is a VSAM data set owned by APPC/MVS and maintained by the APPC/MVS Administration
utility (ATBSDFMU) or by the administrator using TSO/ISPF dialogs. The purpose of the TP_Profile entries
is to provide attribute information for TP names.

About this task

CPI Communications driven application programs must be defined in the APPC/MVS TP_Profile. IMS
system-defined transaction codes can optionally be defined in a TP_Profile. The existence of an IMS
definition (in the IMS GEN or by online change) causes the transaction to be considered a standard DL/I or
modified-standard application.

The TP_Profile, an APPC/MVS resource, contains definitions of transaction program names (TPNs) and
their characteristics. You can define a TP_Profile to schedule an IMS transaction program that uses a
transaction code that is different from the TPN.

IMS uses the TP_Profile to establish transaction scheduling characteristics for CPI Communications
driven application programs. Based on the IMS dependent section of the APPC/MVS TP_Profile definition,
IMS dynamically defines these characteristics when a transaction is presented for scheduling after restart
by APPC/MVS.

CPI Communications driven transaction programs are defined only in the TP_Profile. The definition is by
TPN. The same TPN can be defined differently for different LU names by using a different TP_Profile data
set. The LU name is associated with an IMS.

The default TP_Profile data set name is SYS1.APPCTP. The LUADD TPDATA option in the SYS1.PARMLIB
(APPCPMxx) member specifies the TP_Profile data set name used for this LU.

Use TP_Profile dialog or the APPC/MVS administration utility (ATBSDFMU) to define a TP_Profile.
Example: The following figure is an example of the IMS-specific area of the TP_Profile definition (Panel 1).
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------------------ IMS TP_Profile Panel -----------------

TP Name . . . : INQUIRY_Part
Transaction Code . . . . . PART
Security Type . . . . . . _____ (NONE, CHECK,FULL, default=CHECK)

CPI Communications Driven Options
Transaction Class . . . ___ (Range 1 - 999, default=1)
Maximum Regions . . . . (Range 0 - 999, default=1)

Comments . . . (Optional 1 to 10 lines)

> TP_PROFILE Created 10/8/91 <
> Access IMS Sample Parts DATABASE via. program DFSSAMO2 <
> <
> <
> <
> <
> <
> <
> <
> <
PFO1 = Help PFO3 = Exit PF12 = Cancel Enter = Accept

Figure 10. IMS-specific TP_Profile panel 1

To maintain IMS TP_Profiles using ISPF, do each of the following:

Procedure

1. Enter TSO ICQASRMO from the TSO command line of the TSO/E to start the ISPF TP_Profile System
Data Facility Maintenance Utility from a TSO user ID. If this utility is not available, contact your z/OS
system programmer.

2. Enter S next to the TP_Profile selection and the TP_Profile data set name specified on the TPDATA
keyword on the LUADD statement for your IMS LU. (The LUADD statement is in the APPCTPxx
PARMLIB member, where xx is the APPC suffix.)

3. Alist of TP_Profiles is displayed. Select A to add a new TP_Profile or E to edit an existing TP_Profile. If
you are adding a TP_Profile, you must supply a scheduler name. This name was set at IMS installation
time. The recommended name is IMS .

4. After the general TP_Profile characteristics are supplied, the ISPF editor panel is displayed. Enter
DFSTPROF on the command line to display the IMS TP_Profile Maintenance panel.

5. Supply IMS scheduler-dependent characteristics. Press enter to save your changes or PF3 or PF12 to
cancel your changes. You can press PF1 for online help on fields supplied in this panel.

Results

The TP_Profile name is not available on all releases of TSO/E, so a value of "Not Available" is displayed.
This does not suggest that a problem exists.

Related reading: For more information about this utility, see z/0S MVS Programming: Writing Transaction
Programs for APPC/MVS.

APPC/MVS Administration utility (ATBSDFMU) example
The following example is an APPC/MVS Administration utility (ATBSDFMU) entry.

TPADD TPSCHED_EXIT(DFSTPPEO)
TPNAME (INQUIRY_PART)
SYSTEM
ACTIVE(YES)
TPSCHED_DELIMITER (i)

TRANCODE=PART
CLASS=1
MAXRGN=1
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CPUTIME=0
HF

In this example, the IMS section starts with TRANCODE=PART. The other control statements are shown for
completeness.

The IMS TP_Profile parsing module, DFSTPPEO, performs validity checking and parses the input data in
IMS. This module should be loaded into the STEPLIB data set of the step that adds the TP_Profile. The
APPC/MVS Administration utility (ATBSDFMU) requires that STEPLIB be APF authorized.

The following five keywords are used to add an IMS section to the TP_Profile entry. The keyword-
parameter sets must be separated by one or more blanks. The keyword-parameter sets must be specified
between columns 1-72. An asterisk (*) in column 1 indicates a comment.

TRANCODE= 1 - 8 characters
Name of the IMS transaction code associated with this TP name consisting of alphanumeric or
'#''$",'@". IMS translates the TP name to the TRANCODE. IMS scans for valid characters (00640
character set). If invalid characters exist, IMS uses the default transaction code, IMSTRAN, instead of
a transaction code with the non-00640 characters.

CLASS=1-999
Specifies the class used for scheduling. The default value is 1.

Recommendation: Define CPI transactions with a different message class from that used for non-CPI
transactions. IMS handles all CPI transactions as priority zero within the transaction class.

MAXRGN=0 - 999
Restricts the number of dependent regions that this CPI Communications driven transaction program
can use. The default value is 1.

RACF°=NONE, CHECK, or FULL
RACF=NONE causes IMS to call the Transaction Authorization exit routine (DFSCTRNO).

RACF=CHECK causes IMS to call RACF for security checking when IMS receives a transaction (using
RCLASS of TIMS or CIMS), but does not clone the security environment into the dependent region
when the transaction executes.

RACF=FULL clones the security environment to the dependent region at execution time. Specifying
this parameter and issuing the IMS command /SECURE APPC PROFILE enables APSB SAF Security
for this CPI-C application program.

CPUTIME=0 - 1440
Specifies the number of CPU seconds that the CPI-C program is allowed to use. If it exceeds the
limit, it is terminated with ABENDUO0240. This time limit protects against program loops, which locks
resources from other applications. The default is 0, which is no limit.

You can use the TP_Profile entry in two ways:

« To specify an IMS transaction code that is defined in the IMS. The CLASS and MAXRGN parameters in
the TP_Profile are ignored and the transaction values in IMS remain unchanged. The TP_Profile entry
provides mapping for a 64-character TPN into an 8-character transaction code.

« To specify an IMS transaction code that is not defined in the IMS. The IMS transaction code is a CPI
Communications driven transaction, and is used as the load module name of the scheduled application
program and the dynamically built transaction name.

When a TP_Profile is not defined, IMS uses the first 8 bytes of the TPN translated to the IMS character set
as the transaction code.

The allocate request is rejected if the transaction code is not valid.

Related reading: For more information about using the APPC/MVS Administration utility (ATBSDFMU),
see z/OS MVS Planning: APPC/MVS Management.
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Outbound LU specification
You can specify a defined APPC LU as the outbound LU.

About this task

The default setting for defined APPC LUs is BASE LU. Changing an outbound LU is useful because, when
the outbound LU has status of disabled, IMS does not allocate the APPC conversation.

The outbound LU must be defined in the APPCPMxx member of the SYS1.PARMLIB library. To specify an
LU as the outbound LU, use the OUTBND= parameter in the DFSDCxxx PROCLIB member. You can set the
outbound LU by using the /CHANGE APPC OUTBND command. However, a restart sets the outbound LU to
the value in the DFSDCxxx member, if specified. If it is not specified, the outbound LU is set to BASE LU.

Outbound side information

APPC/MVS side information supplies destination information, such as the name of the partner program,
the name of the LU at the partner node, and the logon mode name.

CPI Communications provides a way to use system-defined values for these required fields; these
system-defined values are the side information. This information can be used by an IMS application
program allocating (establishing) an APPC conversation using CPI Communications, an IMS LU 6.2
descriptor, a DL/I change call (CHNG), or a DFSAPPC message switch.

System programmers supply and maintain the side information for CPI Communications programs.

Side information is accessed by a symbolic destination name. The symbolic destination name, called
sym_dest_name within the context of administering IMS TM, corresponds to an entry in the side
information file containing the following information:

partner LU name
Shows the name of the LU where the partner program is located. This LU name is any name for the
remote LU that is recognized by the local LU for allocating a conversation. An example is a USERVAR
name.

This LU name can be a 17-byte network-qualified LU name.

logon mode name
Used by LU 6.2 to designate the properties for the session that will be allocated for the conversation.
The properties include the class of service to be used on the conversation. The network administrator
defines a set of mode names used by the local LU to establish sessions with its partners. The
system programmer uses one of these values in a side table entry. An invalid mode name prevents a
conversation from being allocated.

TP name
Transaction program (TP) name specifies the name of the remote application program.

IMS and z/0OS do not accept blank sym_dest_name values on the Initialize_Conversation call.

The default name for the side information file is SYS1.APPCSI. Define this file in the
SYS1.PARMLIB(APPCPMxx) as shown in the following example.

SIDEINFO
DATASET (SYS1.APPCSI)

The destination name, partner LU name, mode name, and TP name can be defined using the APPC/MVS
Administration utility (ATBSDFMU) as shown in the following example.

SIADD
DESTNAME (DESTX)
TPNAME (LU62USER_TPX)
MODENAME (APPCMODE)
PARTNER_LU (APPCLUX)

Related reading: For more information on APPC calls, see CPI Communications Specification.
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PARMLIB member

The APPC address space uses the APPCPMxx member of SYS1.PARMLIB. Define IMS as a local APPC
component LU that is controlled by the APPC address space.

The scheduler name is the same IMSID used in the IMSCTRL macro. When IMS identifies to APPC, it
passes its IMSID as the scheduler name SCHED(IMS1) in APPC member APPCPMxxx. The following is an
example of the APPCPMxx member:

LUADD
ACBNAME (IMSLU62)
SCHED (IMS1)
BASE
TPDATA(SYS1.APPCTP)
TPLEVEL (SYSTEM)

For XRF add:

USERVAR=uservar_name ALTLU=luname

The LUADD option keywords are defined below:
ACBNAME=local LUNAME of IMS

SCHED=IMS id

BASEmandatory parameter
TPDATA(TP_Profile dataset name)
TPLEVEL(system) suggested value
USERVAR=(uservar_name)

ALTLU=(LUNAME)

Related reading: For more information on these keywords, see z/OS MVS Planning: APPC/MVS
Management.

Communication between VTAM and its application programs requires an ACB (application control block)
whose name must be identically defined in the SYS1.VTAMLST APPL statement and in the APPCPMxx
LUADD statement ACBNAME parameter.

APPC manages the IMS ACB. When IMS identifies to APPC, APPC gives IMS the name of the APPC-
managed ACB name (LUNAME). The APPC LUNAME is not defined in IMS, because IMS does not manage
the ACB. The entries in the SYS1.PARMLIB member APPCPMxx include both the IMS scheduler name
(IMSID) and the LUNAME ACBNAME (xxxxxxx) that ties an IMS to an LUNAME.

This ACBNAME must be different from the ACBNAME used by IMS for non-LU 6.2 terminals. APPC/MVS
expects its LUs to be defined as VTAM resources so that these LUs can access the SNA network. A VTAM
application program (APPL) definition macro must be coded for each APPC/MVS LU. LU 6.2 application
programs are only defined to VTAM, not to IMS. The SYS1.VTAMLST member example follows:

IMSLU62 APPL ACBNAME=IMSLU62
APPC=Y
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APPC/MVS Timeout Service

Using APPC/MVS Timeout Service, you can indicate the maximum time interval an application waits
before terminating a conversation and regaining control from APPC/MVS callable services.

When APPC/MVS does not respond to an APPC call, due to a network delay for instance, the dependent
region hangs and the caller cannot regain control.

The timeout feature is activated at startup by specifying the APPCIOT=(mmmm:ss,mmmm) parameter in
the DFSDCxxx member of the IMS.PROCLIB data set. The APPC time-out values are specified in minutes
(mmmm) and seconds (ss). Valid values for mmmm are 00 to 1440. Valid values for ss are 00 to 59. If
APPCIOT=00, there is no time-out detection. When a transaction is terminated due to timeout, messages
DFS1965E and DFS1959E are sent to the MTO terminal and the z/OS console. The timeout value can be
changed using the /CHANGE command.

For synchronous APPC conversations, if APPC timeout is active, then IMS uses ATBSTO6 service
(SET_TIMEOUT_VALUE) to set the timeout value for each conversation.

For asynchronous APPC conversations, if APPC timeout is active, then IMS sets the timeout value when
the conversation gets allocated. In either case, the timeout value is active until the conversation is
deallocated, which occurs, in the case of IMS conversational transactions, when the IMS conversation
ends.

Common Programming Interface Communications (CPI-C) transactions are not automatically supported
by APPC/MVS Timeout service, but can exploit APPC/MVS Timeout service using ATBSTOS5 service
provided the proper coding is supplied.

Related Reading:

« For more information on programming MVS services, see z/0OS MVS Programming: Writing Transaction
Programs for APPC/MVS.

Related reference
DFSDCxxx member of the IMS PROCLIB data set (System Definition)

APPC/MVS Error Extract Service

Whenever an APPC/MVS service call returns an unexpected return code, IMS issues APPC/MVS Error
Extract Service call ATBEES3 with a DFS1995E prefix.

Related reading: For more information on ATB return codes, see:

« z/0S MVS System Messages, Vol 3 (ASB-BPX)
« z/0S MVS Dump Output Messages

Initializing and changing LU 6.2 descriptors

LU 6.2 descriptors allow the system programmer to specify an LTERM that associates an output
destination with an LU 6.2 application program. This allows the system programmer to change the
application program's destination using alternate PCBs to LU 6.2 application programs, without requiring
any application program coding changes.

About this task

LU 6.2 descriptors are optional, but they are required if you want to dynamically create queue control
blocks and define processing options.

The application program uses an LTERM name as a symbolic destination; only the system programmer
needs to be aware of the actual term associated with this name.

The LU 6.2 descriptor entry contains:

« APPC/MVS side information entry name; this parameter can be omitted
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« APPC conversation type (BASIC or MAPPED)
« APPC Sync_Level options (NONE, CONFIRM)
« LTERM name

« LU name of the destination of the LU 6.2 application program (overrides side information); this can be a
network-qualified LU name up to 17 bytes in length

« The name of the local LU that IMS uses to allocate the outbound conversation, specified in the OUTBND
parameter

« TP name to be scheduled (overrides side information)
« VTAM mode table entry to be used (overrides side information)

Here's an example of an LU 6.2 descriptor:

U L62TERM1 LUNAME=L62IMS1 TPNAME=CPICTRN1 MODE=L62MDEO2
U L62TERM1 SYNCLEVEL=N OUTBND=MYLUO2

Do not code a parameter and leave it blank (such as SIDE=b), or an error message is issued. Instead, omit
the parameter completely.

These LU 6.2 descriptor LTERMs are only for output and are never used by IMS as an LTERM name
associated with an input message. DFSAPPC is an IMS-reserved name for the message switch facility.

The LU 6.2 descriptors are built as specified in IMS PROCLIB member DFS62DTx during IMS initialization.
They can be added, deleted, or changed without restarting IMS. You can specify any number of
descriptors. If an error occurs, the z/OS system console and the IMS JOBLIB record the error messages.
IMS initialization continues regardless of any errors during descriptor initialization.

To add descriptors while IMS is running, you must first define the LU 6.2 descriptors in PROCLIB member
DFS62DTx. Load the LU 6.2 descriptor from the IMS PROCLIB using the /START DESC command. To
delete descriptors, use the /DELETE DESC command. To change descriptors, use the /CHANGE DESC
command.

Related reading: For more information on coding these parameters, see IMS Version 15.4 System
Definition.

Using MSC in an APPC/IMS environment

APPC/IMS uses the services of APPC/MVS and MSC to provide the communication interface for an MSC
configuration.

Together, MSC and APPC/IMS allow:

« LU 6.2 programs to use the TP name of an IMS remote standard application program or an IMS
remote modified application program. (The transaction is sent to the remote IMS and executes. The
transaction's reply is sent across the MSC links to the local IMS and then on to the LU 6.2 application
program.)

« A message switch to a remote logical terminal (LTERM) through the DFSAPPC System Service.
Use of DFSAPPC for sending IMS remote transactions and data.

« Immediate or deferred program-to-program switching to an MSC-routed remote application program.

CPI Communications driven application programs cannot include transactions that execute on remote
IMS systems.

ALl IMS transaction types except Fast Path are supported: conversational, nonconversational, response
mode, and nonresponse mode.

IMS adds a prefix to the LU 6.2 message when the message is sent over an MSC link. The minimum size of
this prefix is 480 bytes. The buffer sizes defined for MSC links should be large enough to hold at least one
complete message. Valid MSC buffer sizes are 1024 bytes to 65536 bytes.
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To change the input message destination to any IMS local or remote destination after a message
is received but before it is processed, use the TM and MSC Message Routing and Control user exit
(DFSMSCEDO).

Definitions: Using MSC with APPC/IMS requires you to understand the terminology used for the different
MSC systems:

« The originating system (local) is the system from which the LU 6.2 program enters the IMS transaction.
- The remote system is the system in which the remote transaction executes.
« The intermediate system is the IMS that routes messages between the local and remote systems.

At any time, any of these three systems can receive LU 6.2 transactions.

Related concepts

“Overview of Multiple Systems Coupling” on page 671

Multiple Systems Coupling (MSC) makes it possible for transactions to be entered in one IMS and
processed in another IMS.

Recovering APPC transactions in an MSC environment

The recoverability of an IMS LU 6.2 transaction depends on whether the message is recoverable,
irrecoverable, discardable, or nondiscardable, and when an error occurs.

About this task

You can determine the recoverability of APPC messages in an MSC environment. Resource failures affect
recovery.

To recover APPC transactions in an MSC environment, analyze the types of failures that can occur. How
you handle the error depends on the following:

« The resource that fails: Was it an LU 6.2 session failure, an IMS failure, an application program failure, or
an MSC link failure?

- Transaction mode: Was it recoverable or irrecoverable?
« Transaction type: Was it local or remote?
« LU 6.2 conversation mode: Was it asynchronous or synchronous?

You are in control of recovery by the way you define the transaction. The information in the following
topics highlights pertinent facts, and then points you to other areas in the IMS library where the subjects
are explained in greater depth.

Recoverable versus nonrecoverable transactions

By coding the INQUIRY= keyword on the TRANSACT macro, you tell IMS the recovery status of
a transaction. Non-inquiry mode transactions are recoverable; inquiry-mode transactions are not
recoverable unless the RECOVER parameter is specified on the TRANSACT macro.

Recoverable transactions are recovered across any IMS failure, shutdown, or restart unless a COLDSTART,
COLDSYS, or COLDCOMM restart is performed.

You must define remote transactions with identical recoverability attributes on the local system where the
LU 6.2 session originates and on the remote system where the transaction is processed by the application
program. You do not need to define the transaction on any intermediate IMS.

Message switches (messages from one LTERM to another) are always recoverable.

Related concepts
Recovery considerations for multiple systems (Operations and Automation)
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Local APPC transaction discardability versus nondiscardability

The LU 6.2 protocol that you choose for sending a transaction to IMS and the transaction mode
(recoverable or irrecoverable) you choose determine if a local APPC transaction is discardable or
nondiscardable.

IMS discards a local APPC transaction when it is any of the following:

« A CPI Communications driven application program (without SYNCLVL=SYNCPT specified)
- Itis defined as inquiry-only and nonrecoverable

e Itis the result of synchronous input from the LU 6.2 application program

It uses the APPC Sync_Level option NONE

Otherwise, the transaction is nondiscardable. IMS recovers nondiscardable transactions whenever
possible; it never recovers discardable transactions.

Transaction processing point of failure
The point of failure in the processing of a transaction also affects its recoverability.

For example, when a local or remote transaction processes and reaches a commit point (sync point), IMS
recovers the output response (from the log) even if you have defined the transaction as irrecoverable.
Local APPC discardable transactions reach a commit point after IMS sends the output response message
to the inputting APPC application program. In this situation, IMS has no output response message to
recover or discard if a failure occurs after the commit point. If IMS has queued the transaction on an MSC
link, IMS recovers the transaction across link failures.

A message can be either recoverable or irrecoverable, and either discardable or nondiscardable,
according to the type of failure that might occur. The descriptions in this topic show you what happens
to your transaction when the LU 6.2 session, MSC link, local IMS, intermediate IMS, remote IMS, or
application program fail. This information assumes that you can recognize where a failure has occurred
and what you need to do to recover.

Recovering transactions after an LU 6.2 session failure
If an LU 6.2 session fails while IMS is receiving an input message, IMS discards the message.
If IMS receives the complete message, processing depends on whether the conversation is:

CPI-C or not CPI-C
Synchronous or asynchronous
Local or remote

CPI-C transaction

If an LU 6.2 session fails while processing a CPI-C transaction, the application program can choose to
end the conversation or to continue processing. IMS TM is not involved, and places no restrictions on the
choice of committing or backing out updates. The application program makes the decision. Because IMS
TM does not know about the session failure, it takes no action. The normal processing rules for commit
and backout apply. IMS does not recover the LU 6.2 conversation.

Related reading: For information on designing your CPI-C LU 6.2 application program, see IMS Version
15.4 Application Programming.

Not a CPI-C transaction

If an LU 6.2 session fails while a local IMS is sending transaction output that is not CPI-C to the LU

6.2 program, and the conversation is synchronous, IMS calls the Message Control/Error exit routine to
determine whether to abort and back out, or to continue processing. The default action is to stop the
transaction and discard the output message (this is the mode of operation for all protected conversations;
that is, conversations allocated using SYNCLVL=SYNCPT). If the conversation is asynchronous, IMS does

50 IMS: Communications and Connections



not call the Message Control/Error exit routine, but queues the output on the message queue to the TP
name of DFSASYNC.

Related reading: For information on coding the Message Control/Error exit routine, see IMS Version 15.4
Exit Routines.

Remote APPC transaction

If an LU 6.2 session fails while processing a remote APPC transaction, IMS recovers the output message
if it has been enqueued on the local system's MSC link. If the transaction has not at least reached the
point of being enqueued on the MSC link, IMS discards it. IMS discards the transaction regardless of the
recoverability mode and regardless of whether the LU 6.2 conversation is synchronous or asynchronous.
IMS does not call the Message Control/Error exit routine:

- If the transaction is asynchronous, when the output from a remote transaction for a failed LU
6.2 session returns from the remote system to the originating system, IMS sends the response
asynchronously to the LU 6.2 application program by using the DFSASYNC TP name.

« If the transaction is synchronous, when the output from a remote transaction for a failed LU 6.2 session
returns from the remote system to the originating system, IMS calls the Message Control/Error exit
routine to either discard or re-route the transaction output. The default action is to discard the output.

Related reading: For information on using DFSASYNC in your application program, see IMS Version 15.4
Application Programming.

Related concepts

“CPI Communications” on page 27

This topic introduces CPI Communications driven application programs and distributed Syncpoint
protected conversations.

Recovering transactions after an MSC link failure

When an MSC link failure occurs, IMS always recovers all messages, including IMS transactions and
responses that are enqueued, about to be enqueued, or being sent across an MSC link. This recoverability
is guaranteed, regardless of whether the message is en route to a local, intermediate, or remote MSC
system.

The recoverability is not affected by the transaction mode (recoverable or irrecoverable) or the
discardable or nondiscardable characteristics of the LU 6.2 protocol used to send the transaction to
the local IMS.

Link failures can delay messages from other IMS systems and cause the synchronous LU 6.2 conversation
to wait longer than expected for the response.

Related tasks
Restarting a logical link (Operations and Automation)

Recovering transactions after a local IMS failure

IMS discards local APPC transactions across a local IMS failure if they meet the discardability criteria.
Otherwise, IMS does not discard local APPC transactions, because they are nondiscardable.

If you define your remote APPC transactions as inquiry-type transactions and do not specify RECOVER
on the TRANSACT macro definition in the local IMS, IMS does not recover them after a local IMS failure.
Otherwise, IMS recovers all recoverable, nonconversational transactions.

After the local IMS sends the transaction message to an intermediate or remote IMS, a local IMS failure
has no affect on your transaction's recoverability. The transaction continues to its destination and is
processed. When the remote IMS sends the transaction response to the originating IMS after the failure,
IMS sends the response to its destination asynchronously through the default transaction program name
(TPN) DFSASYNC. The LU 6.2 application programmer needs to plan for this situation.
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Related concepts

“Local APPC transaction discardability versus nondiscardability” on page 50

The LU 6.2 protocol that you choose for sending a transaction to IMS and the transaction mode
(recoverable or irrecoverable) you choose determine if a local APPC transaction is discardable or
nondiscardable.

Designing an application for APPC (Application Programming)

Recovering transactions after a remote IMS failure

When a remote IMS failure occurs, based on the recoverability attributes of an APPC transaction in a
remote IMS, IMS recovers the transaction if it is queued for processing or is being processed in the
remote IMS.

Recoverable transactions are recovered; irrecoverable transactions are not. After the transaction reaches
a commit point, IMS recovers the output response message regardless of the recovery attributes of

the transaction. The discardable and nondiscardable characteristics of the APPC conversation in the
originating IMS have no bearing on the transaction's recoverability in the remote IMS across a remote IMS
failure.

IMS recovers transactions that are en route to the remote IMS (meaning the transaction message is still
en route in the local or intermediate IMS) when the remote IMS fails, regardless of the transaction's
recoverability characteristics. After the failure, the remote IMS receives and processes the transactions
that were en route at the time of the failure.

Recovering transactions after an intermediate IMS failure

IMS always recovers all messages en route to or from an intermediate IMS that are queued in the
intermediate IMS regardless of the recoverability characteristics of the transaction or message.

If the intermediate IMS restarts with either a COLDSTART, COLDCOMM, or COLDSYS, the messages are lost.

Recovering transactions after an application program failure

Transactions sent to IMS from LU 6.2 application programs are processed in the same way as non-LU 6.2
initiated transactions during application program failures.

If an application program fails before reaching a commit point while processing a local or remote
transaction from an LU 6.2 device, IMS backs out all messages except those that were inserted to

an alternate express PCB and committed with a PURG call. If the failure occurs after the transaction
reaches a commit point, IMS recovers everything. If the failing application program's input message was
received from another application program (program-to-program switch), this prior application program's
processing is still committed (as is true for non-LU 6.2 application programs).

Recoverability flows of LU 6.2 transactions

This topic contains four lists that show synchronous and asynchronous transaction flows, and shows
when the transactions are recoverable, irrecoverable, discardable, or nondiscardable.

The following list shows the flow of a transaction sent from an LU 6.2 synchronous conversation to a local
IMS.

. LU 6.2 program: ALLOC LU=IMS LU name

. LU 6.2 program: SEND to local IMS

. LU 6.2 program: RECEIVE_AND_WAIT

. Local IMS receives the transaction

. Transaction is enqueued

. Transaction executes (if application fails before reaching commit point, message is discarded)
. Message inserted to I/O PCB

N o AW R
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8. Local IMS sends output (Message Control/Error exit routine receives control if LU 6.2 session fails
here)

9. Commit point
10. LU 6.2 program: DEALLOCATE

The following list shows the flow of a transaction sent from an LU 6.2 asynchronous conversation to a
local IMS:

. LU 6.2 program: ALLOC LU=IMS LU name
. LU 6.2 program: SEND to local IMS

. LU 6.2 program: DEALLOCATE

. Local IMS receives the transaction

=

. Transaction is enqueued

. Transaction executes (if application fails before reaching commit point, message is discarded)
. Message inserted to I/O PCB

. Commit point

. Local IMS: ALLOCATE with TPN=DFSASYNC

. Local IMS sends output

11. Local IMS: DEALLOCATE
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The following list shows the flow of a transaction sent from an LU 6.2 synchronous conversation to a
remote IMS:

1. LU 6.2 program: ALLOC LU=IMS LU name
. LU 6.2 program: SEND to local IMS

. LU 6.2 program: RECEIVE_AND_WAIT

. Local IMS receives the transaction

o b~ 0N

. Transaction is enqueued on remote queue and MSC link (message is recoverable across MSC link
failure after enqueue on MSC link)

. Local IMS sends message across MSC link to remote IMS
. Remote IMS receives the transaction
. Transaction executes

O 00 9 O

. Output message inserted to I/O PCB

10. Remote IMS enqueues output message to MSC link (message is recoverable across MSC link failure
after enqueue on MSC link)

11. Commit point

12. Remote IMS sends output message across MSC link to local IMS
13. Local IMS receives output message

14. Local IMS enqueues output message for LU 6.2 program

15. Local IMS sends output message to LU 6.2 program (Message Control/Error exit routine receives
control if LU 6.2 session fails here)

16. LU 6.2 program: DEALLOCATE

The following list shows the flow of a transaction sent from an LU 6.2 asynchronous transaction to a
remote IMS:

1. LU 6.2 program: ALLOC LU=IMS LU name
2. LU 6.2 program: SEND to local IMS

3. LU 6.2 program: DEALLOCATE

4. Local IMS receives the transaction

Chapter 3. Administering APPC/IMS and LU 6.2 devices 53



5. Transaction is enqueued on remote queue and MSC link (message is recoverable across MSC link
failure after enqueue on MSC link)

. Local IMS sends message across MSC link to remote IMS
. Remote IMS receives the transaction
. Remote IMS enqueues the transaction

O 00 N O

. Transaction executes
10. Output message inserted to I/O PCB

11. Remote IMS enqueues output message to MSC link (message is recoverable across MSC link failure
after enqueue on MSC link)

12. Commit point

13. Remote IMS sends output message across MSC link to local IMS
14. Local IMS receives output message

15. Local IMS enqueues output message for LU 6.2 program

16. Local IMS: ALLOCATE with TPN=DFSASYNC

17. Local IMS sends output message to LU 6.2 program (Message Control/Error exit routine receives
control if LU 6.2 session fails here)

18. Local IMS: DEALLOCATE

Transaction retry characteristics

IMS retries certain abend conditions.
Some examples of these conditions that are retried are:

Deadlock
Lock reject
Fast Path retry conditions

These retry conditions still apply to standard DL/I application programs even if they receive their
messages from an LU 6.2 application program. If an abend that can be retried occurs, IMS issues an
APPC ATBEXAI call to APPC/MVS to determine if any established conversations exist. If a conversation
has been allocated, the abend is not retried and the application program is terminated.

If any CPI Communications resource is being used by the application program, the abend condition
cannot be retried. Thus, CPI Communications driven application programs and modified IMS application
programs that have allocated an LU 6.2 conversation before the abend occurred can never be retried. This
prohibition on retry is necessary, because IMS cannot control the state of CPI Communications resources.
IMS supports the DL/I INIT STATUS GROUPB call for CPI Communications driven application programs,
but not for modified IMS application programs that have allocated an LU 6.2 conversation before the
deadlock is detected.

Qualifying network LU names

You can use the same name for LUs on different systems by adding the network identifier. This eliminates
the need to have unique names for every LU on every system in your complex. You can use the network-
qualified LU name as the name of the partner LU to allocate remote LU 6.2 conversations and sessions.

About this task

A network-qualified LU name consists of a one- to eight-character network identifier of the originating
system, followed by a period and the LU name. A network-qualified LU name must be enclosed in single
guotes for commands.

Example: /DISPLAY LUNAME'NETID1.LUAPPC2'
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Use a network-qualified LU name when transmitting data to a remote destination. If no network identifier
is present, IMS allows z/0S to determine the destination.

The parameter ALL for either the network identifier or the LU name cannot be substituted in a network-
qualified LU name in commands.

Example: /DISPLAY LUNAME'NETID1.ALL'

The LU name in the LU 6.2 descriptor can be network qualified. The network-qualified LU name is optional
on commands that support the LUNAME keyword.

APPC/MVS uses the name of LU 6.2 network-qualified LUs to allocate conversations. APPC/MVS strips
off the network ID and passes the 8-byte LU name to VTAM. Without APPC/MVS support for network-
qualified names, the LU name must be unique for the different networks.

The ALL parameter for either the network identifier or the LU name cannot be substituted in a network-
qualified LU name in a command.

The LU name in the LU 6.2 descriptor can be network qualified.

Related reading: For information on using network-qualified names in commands, see IMS Version 15.4
Commands, Volume 1: IMS Commands A-M.

Managing multiple LUs for a single IMS system

An IMS system can be represented on a network by more than one LU name. If more than one LU
name exists for a single IMS system, you might need to specify which LU should process asynchronous
outbound messages.

About this task

When more than one LU is defined for an IMS system, one of the LUs serves as the default, or base,

LU. Normally, the base LU handles all allocation requests for outbound conversations. However, in some
cases the remote partner LU might expect the outbound conversation to come from an LU other than the
base LU, you can control which LU handles outbound conversation allocation requests. There are three
methods for controlling which LU handles outbound conversation allocation requests:

« By specifying an LU name in the OUTBND parameter of the LU 6.2 descriptor in the DFS62DTx member
of the IMS.PROCLIB data set. IMS routes outbound messages sent to the LU 6.2 descriptor by using the
local LU name specified in the OUTBND parameter.

Use the /CHANGE DESC command to change the local LU for a LU 6.2 descriptor.

Use the /DISPLAY DESC command to display the local LU and other descriptor specifications.

By specifying an LU name in the OUTBND parameter of the DFSDCxx startup procedure. When an
LU name is specified in the OUTBND parameter of the DFSDCxx startup procedure, the specified LU
serves as the default LU for all asynchronous outbound conversation messages, regardless of which LU
received the original inbound conversation.

« By specifying the local LU option APPCLLU=Y in the DFSDCxx startup procedure. When the local LU
option is specified, IMS routes asynchronous outbound conversations through the LU that received the
original inbound conversation.

« By overriding any LU name specifications in the LU 6.2 Edit exit routine (DFSLUEEO).

Reassigning an LU to another IMS system

You can reassign an LU from one IMS system to another by using MVS commands.

About this task

To reassign an LU to another IMS system:
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Procedure

1. Delete the LU from its current IMS system by issuing the MVS command SETAPPC LUDEL.

2. Redefine the LU on the new IMS system by issuing the MVS command SETAPPC
LUADD, ACBNAME=1uname , SCHED=new_IMS,6 NQN.

DFSAPPC system service

DFSAPPC is an IMS system service for exchanging messages between LU 6.2 application programs (LU
6.2 to LU 6.2), and between LU 6.2 application programs and IMS-managed LTERMs. Message delivery is
asynchronous; messages are held on the IMS message queue until they are delivered.

LU 6.2 application program can use DFSAPPC to send messages to IMS-managed LTERMs. Use the LTERM
option of the DFSAPPC service to select this capability.

Message switching

Message switching is part of the implicit APPC interface and allows IMS terminals and LU 6.2 application
programs to exchange messages. Messages routed to an LU 6.2 application program initiate LU 6.2
application programs.

When using DFSAPPC, the remote device can choose to route a message using either the LTERM or LU 6.2
TPN option. Messages sent with the LTERM option are directed to IMS-managed local or remote LTERMs.3
Messages sent without the LTERM option are sent to the specified LU 6.2 application program.

The message format for DFSAPPC is shown in the following figure.

1 2
»- DFSAPPC~ — (=

g )—
L 3 J L 4 {
LTERM= value TPN= value

M LU=value ———

M——— MODE=value ——

LT
M

M——— SIDE= value ———

C

»— User-data »«
Notes:

1 A mandatory blank is required between DFSAPPC and the options.

2 Use blanks anywhere within the DFSAPPC options except within keywords or values. Use commas as
delimiters between keyword-parameter sets along with or in place of blanks. However, because the TP
name character set allows commas, at least one blank must be used to terminate the TPN value.

3 You can specify either the LTERM= or the TPN= option, but not both. Only use the other keyword
options when you specify the TPN= option.

4 Use the IMS default values for the DFSAPPC options to establish an LU 6.2 conversation with a
partner program when the values are not provided by another source. If the DFSAPPC service is coded
without specifying any options, use IMS default LU 6.2 conversation characteristics.

Figure 11. DFSAPPC message format

3 Ifthe LTERM is associated with an LU 6.2 destination, the message is sent as if an LU 6.2 application
program had been explicitly selected.
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The DFSAPPC option keywords are defined as follows in order of occurrence (except for the keywords
following TPN=, which are listed alphabetically):

LTERM=
The 1- to 8-character LTERM option is the name of an IMS LTERM. Messages sent with the LTERM
option are directed to an IMS-managed local or remote LTERM. If the LTERM is associated with the
LU 6.2 descriptor, it is treated as if an LU 6.2 application program has been explicitly selected. LTERM
names can contain uppercase alphabetic, numeric, and national characters (@', '$', '#'). When LTERM
is specified, other keywords cannot be specified.

TPN=
The 1- to 64-character TPN option is the partner's transaction program name used with the logical
unit name to establish an LU 6.2 conversation with a partner program. Because the TP name character
set allows commas, at least one blank must be used to terminate the TPN value.

TP names can contain any character from the 00640 character set except a blank. The 00640
character set, documented in the CPI Communications Specification includes uppercase and
lowercase letters A through Z, numerals 0-9, and 20 special characters.

When the TPN and SIDE options are specified, the TPN name overrides the TP name contained in the
side information entry.

Although DFSAPPC allows the use of the 00640 character set, IMS commands do not use this
character set. IMS commands can only operate on TPNs that use uppercase alphabetic, numeric, and
national characters ('@, '$', '#'). IMS commands cannot operate on extended TPNs.

LU=
The 1- to 17-character LU option is the partner's logical unit name used with the transaction program
name (TPN) to establish an LU 6.2 conversation with a partner program.

LU names can contain any character from the APPC/MVS Type A character set. LU hames can
contain uppercase alphabetic, numeric, and national characters ('@', '$', '#"), and must begin with
an alphabetic or national character. You can also use a 17-byte network-qualified LU name in the LU
field.

When the LU and SIDE options are specified, the LU name overrides the LU name contained in the side
information entry.

MODE=
The 1- to 8-character MODE option is the partner's mode name used with the logical unit name and
transaction program name to establish an LU 6.2 conversation with a partner program.

MODE names can contain any character from the APPC/MVS Type A character set. MODE names can
contain uppercase alphabetic, numeric, and national characters ('@', '$', '#"), and must begin with an
alphabetic or national character.

When the MODE= and SIDE options are specified, the MODE name overrides the mode name
contained in the side information entry.

SIDE=
The 1- to 8-character SIDE option is the side information entry name used to establish an LU 6.2
conversation with a partner program.

SIDE names can contain any character from the 01134 character set. The 01134 character set,
documented in the CPI Communications Specification includes uppercase alphabetic characters A
through Z and numeric characters 0-9.

When the SIDE option is specified, the LU, TPN, and MODE options can also be specified to override
the values in the side information entry.

SYNC=
The SYNC option allows the application to override the LU 6.2 conversation sync level default provided
by IMS.

SYNC=N
Sync_Level is NONE.
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SYNC=C
Sync_Level is CONFIRM.

TYPE=
The TYPE option allows the application to override the LU 6.2 conversation type default provided by
IMS.

TYPE=B
Conversation type is BASIC.

TYPE=M
Conversation type is MAPPED.

If an error is found while processing the options list, error message DFS1957 DFSAPPC ERROR is sent to
the terminal.

Related reading: For more information on Type A character sets, see z/0S MVS Programming: Writing
Transaction Programs for APPC/MVS.

Asynchronous output delivery

When creating a message destined for an LU 6.2 application program, IMS establishes conversation
characteristics.

These characteristics are extracted from the:

LU 6.2 descriptor
DL/I Change call option list
DFSAPPC message switch options

If IMS cannot extract a particular conversation characteristic from this list, IMS uses the defaults that
are shown in the following table. If a side table name is extracted, the default mode name is not used.
IMS assumes that side table entries contain a mode table entry name. If an /ALLOCATE command for a
particular LUNAME - TPNAME destination specifies a mode table entry name, that entry name overrides
the mode table name specified for the message.

IMS uses the information in the following table to initiate a conversation with the LU 6.2 application
program that is associated with the alternate PCB. Certain fields, such as LU name, are application
specific. Default values are provided but can be overridden by parameters associated with the message. A
default value is used by IMS only if no value is provided by any other source. The application program can
modify the default conversation characteristics using an expanded interface to the DL/I CHNG call.

Table 1. APPC/IMS default conversation characteristics

Characteristics Default value
Conversation_Type Mapped
Deallocate_Type Deallocate_Sync_Level
Error_Direction Receive_Error

Fill Fill_LL

Log_Data Null

Log_Data_Length 0

Mode_Name 'DFSMODE'

IMS uses the same mode name provided by the inputting LU 6.2
partner to allocate the outbound conversation. That is, whatever mode
name the inputting conversation uses, IMS also uses it for outbound
allocates.

Mode_Name_Length 7
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Table 1. APPC/IMS default conversation characteristics (continued)

Characteristics Default value
Partner_LU_Name 'DFSLU'
Partner_LU_Name_Length 5

Prepare_to_receive_type Prep_To_Receive_Sync_Level
Receive_type Receive_and_Wait
Return_Control When_Session_Allocated
Send_Type Buffer_Data

Sync_Level Confirm

TP_Name 'DFSASYNC'
TP_Name_Length 8

APPC transaction security

The security options for APPC/IMS and LU 6.2 application programs are quite extensive. The partner
systems can range from a single-user terminal or workstation to a multi-user system. All systems can
have their own complex security environment. Security for IMS can be simple or complex.

Every transaction program name (TPN) must pass a security check before it is executed. The user ID that
initiates the transaction is identified on the LU 6.2 format header (FMH5). If no user ID exists because
you specify SECURITY=NONE, you can only access resources that are not defined with UACC (NONE). Any
TPNs that are accessible in all circumstances should not be defined with UACC (NONE). The TPN security
definition is required.

z/0S security consists of two parts. First, z/OS authenticates the transaction user. The LU 6.2 transaction
contains security information. The FMH5 contains the user ID, a "profile" name, which is used as the
group name, and security options. You supply both the user ID and password. The user ID is defined to
RACF, and the password must be valid for the user ID.

If Already_Verified is specified in the FMH5, the sending system verifies the user ID. This user ID must be
defined to RACF on the receiving z/OS system. No password is needed in this case.

If SECURITY=NONE is specified, z/OS does no checking. Instead, z/OS builds a special security profile
that corresponds to SECURITY=NONE. This allows access to z/OS and APPC/IMS resources that have
UACC specified at any level other than NONE. Resources with UACC (NONE) or without a UACC specified
cannot be accessed.

After the user ID is established, z/OS verifies that the user ID can execute the specific transaction. z/0OS
verifies that the user ID's access profile has ACCESS (EXECUTE) for the entity dbtoken.x.tpname in the
CLASS (APPCTP). The value of dbtoken is the dbtoken value specified in the TP_Profile data set. Based on
the APPCTPxx parameter specified for this LU, the value of x is either the user ID, group or SYS1.

If either of these security checks fails, z/OS rejects the transaction, and IMS is not informed of it. z/OS can
also check:

« Session-level security (RACF resource class APPCLU)
« Port of entry (RACF resource class APPCPORT)
« Local application (RACF resource class APPL)

The IMS administrator should verify that these security checks are successful.

Related reading: For more information on coding the RACF resource classes, see z/OS MVS Planning:
APPC/MVS Management.
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The security check in IMS is based on the IMS transaction code or executed command name. If the

TPN is DFSAPPC, no additional security check occurs. If RACF is used on your system, z/0S rejects the
transaction if RACF is not active. The IMS command name or transaction code associated with the TPN
is used in the RACF resource class associated with this IMS ('C' or 'T'). RACF checks IMS commands and
transactions for all other IMS terminal types in the same way.

If the RACF check is successful, the Transaction Authorization exit routine (DFSCTRNO) is called for
transactions, and DFSCCMDO is called for command authorization. However, the following rules apply to
RACF:

« For commands, default security only applies if RACF is not used.

« For remote transactions, RACF is optional.
Otherwise, the exit routines make the security decision.

The intended environment executes APPC/IMS with RACF security active. It is possible to run with RACF
not active in the APPC/IMS system, but it is not possible to run with RACF not active in the z/OS system.
In this sense, RACF is mandatory for LU 6.2.

The complexity of the security environment is derived partly from the many resources involved (VTAM,
z/0S, and IMS) and the granularity of protection that is possible. The security definitions must be closely
coordinated for successful operation of the application system.

Related concepts

IMS security (System Administration)
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Part 3. Extended Terminal Option (ETO)

These topics introduce the extended terminal option (ETO) and include an overview of ETO and the
information you need to administer ETO terminals in an IMS TM Network.
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Chapter 4. Overview of the Extended Terminal Option

The Extended Terminal Option (ETO) of IMS allows you to add VTAM and ISC TCP/IP terminals and users
to your IMS without predefining them during system definition.

ETO is part of the IMS Transaction Manager (TM), and provides additional features for users, such as
output security, automatic logoff, and automatic signoff.

This topic provides system programmers with the conceptual information that is required to implement
and administer ETO. Read the information in this topic if you are unfamiliar with ETO.

Note: ETO is required to define dynamic TCPIP terminals for ISC. However, ETO is primarily used with
VTAM terminals. Although some information in the following topics applies to dynamically defined ISC
TCP/IP terminals, most of the topics about ETO describe ETO concepts and administration as they relate
to VTAM only.

Benefits of using ETO
ETO adds essentially two major enhancements to the Transaction Manager environment. With ETO:

« Users can obtain IMS sessions with VTAM or ISC TCP/IP terminals that have not been defined to IMS
during system definition.

« Output messages that are destined for particular users are secure, and they reach only those users.
In addition, by installing ETO, you can achieve each of the following:

« Improved system availability by reducing scheduled down time associated with adding or deleting VTAM
and ISC TCP/IP terminals.

« Faster system availability to users, because they can establish an IMS session from any VTAM and ISC
TCP/IP terminal in the network.

- Improved IMS security by relating output messages to users, rather than to terminals.

« Reduced number of macros required to define the terminal network. This reduces system definition
time and storage requirements.

« Reduced checkpoint and restart time. For ETO terminals and user structures, resources are not
allocated until they are actually required; similarly, when they are no longer required, they are deleted.

« Reduced number of skilled system programmer resources that are required for maintaining static
terminal definitions.

Related tasks

“Administering the Extended Terminal Option” on page 71
The IMS Extended Terminal Option (ETO) allows you to dynamically add VTAM terminals and users to your
IMS without having to first define them during system definition.

ETO terminology

Certain terms have meanings that are specific to ETO and that are therefore important for understanding
and administering ETO.

Terminals
The definitions for terminal, static terminal, and dynamic terminal are described in this topic.
Definitions:

« Aterminalis a physical VTAM logical unit (LU) that establishes a session with IMS. A physical terminal is
represented using a control block.
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« When terminals are not built by ETO but are defined at system definition, they are called static
terminals. When messages are sent to a static terminal they are queued to a logical terminal (LTERM)
message queue, where they await retrieval by the recipient.

« When a terminal is not defined at system definition and ETO builds a terminal, that terminal is called
a dynamic terminal, or an ETO terminal. For dynamic terminals, the logical terminal (LTERM) is known
as a dynamic user message queue, LTERM associates the messages with the user, rather than with the
physical terminal. Associating messages with the users provides more security for these users, because
they can access their messages only when they sign on using their unique user ID. In addition, all users
in the network can access their messages from any physical terminal, instead of being restricted to
using a particular physical terminal.

Dynamic users

Definition: An ETO dynamic user is a user who signs on to a dynamic terminal and who has a unique
identification (user ID) that IMS uses for delivering messages. The user is usually associated with a
person but can also be associated with another entity, such as a printer.

Terminal structures

A terminal structure is an IMS control block that represents a specific terminal that is known to IMS.

A terminal structure is created when the individual terminal logs on to IMS. It is deleted when the
terminal logs off with no remaining associated activity (such as status that must be retained for the next
connection to IMS).

User structures

A user structure is a set of IMS control blocks, including a user block and one or more LTERM blocks. The
message queues are associated with the dynamic user, as opposed to the physical terminal, and they are
queued to the user ID.

The dynamic user structure connects to the physical terminal only when the user signs on. This provides
a secure environment, because different users accessing the same terminal cannot receive each other's
messages.

IMS creates a user structure when either of the following events take place:

« A dynamic user signs on to IMS.

« Output messages that are destined for a dynamic user are sent to the user, but the user has not signed
on to IMS.

Usually, a user structure represents a person who uses IMS. The user structure name is usually the same
as the user ID. A user structure can also represent a logical destination, such as a printer. In this case,
the user structure name can be the same as or different from the LTERM name that your installation

uses in its application programs and its exit routines. For example, you can assign the same name to a
user structure for a printer that you assign to its LTERM destination node name. However, output is then
queued according to the terminal, and not to the user.

The following figures show the differences between static resources and ETO dynamic resources.
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Figure 13. ETO dynamic resources

ETO descriptors

A descriptor provides information to IMS when IMS builds a dynamic resource for a logon or a signhon. The
four types of ETO descriptors are: logon descriptors, user descriptors, MSC descriptors, and MFS device
descriptors.

IMS stores descriptors in the following IMS.PROCLIB members:

DFSDSCMx
Contains the descriptors that are automatically generated during IMS system definition. The suffix
of DFSDSCMx matches the suffix that your installation specifies on the SUFFIX= parameter of the
IMSGEN system definition macro.

DFSDSCTy
Contains customized device descriptors that your installation creates. Descriptors in DESDSCTy
override duplicate descriptors in DFSDSCMXx, and the last descriptor that is defined is used.
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Logon descriptors

A logon descriptor is a skeleton that IMS uses to build an ETO dynamic terminal. It provides information
about the physical characteristics of a terminal. IMS uses logon descriptors in conjunction with exit
routines to create terminal structures.

The three types of logon descriptors are: generic, group, and specific:

Generic logon descriptor
Provides characteristics for all terminals of a particular type. For example, all SCS printers might share
a single generic descriptor. Similarly, all 3270 terminals might share a generic descriptor.

Group logon descriptor
Provides characteristics for a collection of terminals, each of which has compatible hardware
characteristics and is defined to IMS in the same manner. The actual characteristics for these
terminals are usually identical, but they can differ. IMS uses the group descriptor to derive their
characteristics.

Example: You might create separate logon descriptors for different groups of terminals that differ
only in the setting for the autologoff (ALOT) time value.

Specific logon descriptor
Provides characteristics for a single terminal, and these characteristics apply only to that terminal. In
this case, the descriptor name matches the name of the terminal that it describes.

Note: Although you might need to use specific logon descriptors during the actual migration to ETO,
use generic or group logon descriptors after you have migrated to ETO; these kinds of descriptors ease
network administration.

User descriptors

A user descriptor is a skeleton from which a user structure is built. A user descriptor can provide user
options and queue names.

MSC descriptors

An MSC descriptor is used to create a remote LTERM, which is an LTERM that does not exist on the local
IMS. The physical terminal definition (either static or dynamic) for the remote LTERM is in the remote IMS.

Each MSC descriptor for a remote LTERM is loaded during IMS initialization and tells IMS which MSC link
to use for output that is destined for that remote LTERM.

MFS device descriptors

MFS device descriptors enable you to add new device characteristics for MFS formatting without requiring
an IMS system definition. The MFSDCT utility (DFSUTBO0O) uses MFS device descriptors to update default
formats in the MFS library.

IMS also uses MFS device descriptors to update the MFS device characteristics table. IMS loads this table
only during initialization; therefore, updates are not effective until the next IMS initialization.

Related concepts
“Overview of Multiple Systems Coupling” on page 671
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Multiple Systems Coupling (MSC) makes it possible for transactions to be entered in one IMS and
processed in another IMS.

ETO concepts

The main purpose of ETO is to dynamically define terminals to IMS. This topic describes such things as
ETO terminal and user structures, descriptors and exit routines for dynamic terminals.

When structures are created and deleted
Structures are created in the following situations:

« Logon

« Signon

« QOutput is queued to your LTERM

/ASSIGN command is used to assign an LTERM to a non-existent user
« /ASSIGN command is used to assign a non-existent LTERM to a user
« /CHANGE USER username AUTOLOGON command is directed to a non-existent user

In all cases, IMS searches for an existing structure (terminal or user) before creating a new one.

IMS creates and deletes user structures in the following sequence (This sequence applies only to terminal
logon and logoff and to user signon and signoff. When asynchronous output is queued to a user, IMS
creates the user structure, as needed.):

1. When you establish a session between IMS and an undefined terminal, IMS selects a logon descriptor.

2. Using the information in the logon descriptor, the customization defaults, and VTAM information, IMS
builds a VTAM terminal control block that describes the new terminal.

3. When you sign on, if a user structure does not exist, IMS builds one, using information from a user
descriptor that it selects, and then connects this user structure to the terminal structure.

4. IMS deletes terminal or user structures when they are no longer needed to maintain sessions. User
structures are typically deleted when you sign off, if no special status needs to be maintained and if
no messages remain queued. IMS deletes terminal structures when no terminal status exists (such as
trace mode), no user is signed on, and the terminal is idle.

If you are using Resource Manager and a resource structure, IMS normally maintains status in the
resource structure instead of the local control blocks. Therefore, IMS deletes the structures.

Exceptions: The following terminal structures and user structures are not deleted:

« SLU P and Finance terminal and user structures are normally only deleted during an IMS cold start
if SRM=LOCAL. They can also be deleted, however, if the /CHANGE NODE COLDSESS command is
used, in which case they are deleted at the first checkpoint following the command.

« ISC terminal and user structures are only deleted following a cold session termination if
SRM=LOCAL.

Descriptors and exit routines

Using descriptors and exit routines, you can assign characteristics to ETO dynamic terminals and assign
user structures to be associated with those terminals.

A descriptor provides the basic information for the dynamic terminal. An exit routine completes or
changes this information. Two methods of using descriptors and exit routines are:

« You can use many descriptors and code little or no processing logic in exit routines.
« You can use few descriptors and code exit routines to perform much of the processing.
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How descriptors are created and used

All descriptors are created during IMS initialization, prior to IMS startup. You must specify that you want
the ETO feature support and ensure that the ETO initialization exit routine (DFSINTXO0) does not disable
ETO.

During IMS initialization, IMS reads and validates all ETO descriptors. IMS initialization then continues,
and the descriptors remain in storage for the duration of IMS execution. Any changes you make to
descriptors become effective after the next initialization of IMS.

IMS uses descriptors to create both terminal and user structures. IMS rebuilds structures during an IMS
restart, if appropriate. For example, if messages are queued for a structure and IMS goes down, the
structures are rebuilt when IMS restarts. IMS rebuilds these structures to be the same as they were
before the IMS restart. IMS does not use the descriptors or exit routines to rebuild these structures.
Therefore, any changes you make to descriptors are only reflected in new structures that are built after
IMS restart, and the changes are not reflected in structures that are rebuilt during IMS restart.

Example: USERA signs on using descriptor DESCA which specifies ASOT=20. USERA starts an IMS
conversation, and then IMS abnormally terminates. The system programmer changes DESCA to ASOT=10.
After the IMS restart, USERB signs on using DESCA. USERA was rebuilt during the IMS restart. USERA still
has ASOT=20, and USERB has ASOT=10.

Summary of ETO implementation

The following figure illustrates the ETO concepts and shows an overall view of an ETO implementation.

MFS Device
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Table utility
(DFSUTBOO0)

G MNode
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n—' DFSDSCMx MSC |
—*  DFSDSCTy
Cutput
(queued to user)
MFS descriptors
User descriptors
RACF
MSC descriptors
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Logon descriptors
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descriptors
Undelivered
queued data
{DLQY)

Figure 14. Summary of ETO implementation
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- [ The system-defined descriptors that are built during system definition are stored in IMS.PROCLIB as
member DFSDSCMx.

« A Your user-defined descriptors that are written to override the system definition defaults are
stored in IMS.PROCLIB as member DFSDSCTy. MFS descriptors that are processed by the MFS Device
Characteristics Table utility (DFSUTBOQO) are stored in the device characteristics table.

« [ Logon, user, and MSC descriptors are loaded at IMS initialization using the input from IMS.PROCLIB.
» [ The Logon and Logoff exit routines are called during logon and logoff.
« H The Signon and Signoff exit routines are called during signon and signoff.

« A Output is delivered to the destination specified in the Destination Creation exit routine, unless the
user is created during signon.

- [ If IMS is unable to determine where output should be delivered, the messages are added to the
dead-letter queue. Messages might not be delivered because:

— The user name is not a valid user ID.

— The user signon is rejected.

— A physical-to-logical relationship does not exist between the device and the LTERM.
« Bl RACF (or an equivalent product) manages security in the ETO environment.
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Chapter 5. Administering the Extended Terminal
Option

The IMS Extended Terminal Option (ETO) allows you to dynamically add VTAM terminals and users to your
IMS without having to first define them during system definition.

About this task

ETO dynamically creates user structures for a terminal session when:

« The user signs on to IMS.
« Output messages are sent to the user and await retrieval by the user.

The /ASSIGN command is used to assign an LTERM to a non-existent user.

The /ASSIGN command is used to assign a non-existent LTERM to a user.
The /CHANGE USER username AUTOLOGON command is directed to a non-existent user.

Some of the administrative advantages of using ETO include:
« You do not need to code the following macros for the system definition stage-1 input stream:

MSC NAME macros
VTAM macros: TYPE, TERMINAL, NAME, VTAMPOOL, SUBPOOL

Removing these macros reduces the complexity of network management.
 You need to perform fewer system definitions.
 You schedule fewer planned outages for new system definitions.

Using ETO, you can ensure that all terminals and users are able to establish sessions with IMS, even if
these terminals and users are not defined to IMS during system definition.

You can use execution-time parameters and exit routines to authorize users to access some or all of the
functions that ETO provides.

Planning for ETO

Migrating a static-terminal environment to an ETO environment requires planning.

About this task

Although you can continue to define VTAM terminals and LTERMs to IMS during system definition, if you
do so:

« You cannot take advantage of the ETO features that exist for those terminals.

« You must fully define the terminal. You must supply all TERMINAL macros, NAME macros, and
parameters, or use type-2 CREATE commands to supply the information.

ETO terminals must be VTAM terminals.
Restrictions: The following VTAM terminals cannot be ETO terminals:

« IMS master terminal (MTO)
« IMS secondary master terminal
« MSC physical and logical links

ISC sessions that are used by XRF for surveillance
LU 6.2 terminals (dynamically created and managed by APPC/IMS)
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Identifying your requirements

The degree to which you implement ETO across your IMS installation depends on your installation
requirements.

About this task

ETO is considered fully implemented when no static VTAM terminals exist in the system and when the
majority of terminals and users are defined using the default logon descriptor and default user descriptor.
However, because installations vary in application program dependencies, the cost of fully implementing
ETO also varies.

Your installation should determine the extent to which full ETO feature support is required, based on the
following requirements:

Full user-message security
Full implementation of ETO is required for full user-message security. In this environment, no node-
name user descriptors exist. Any requirements for user structures that the default user structure does
not provide must be defined by user descriptors or by the Signon exit routine (DFSSGNXO0).

Dynamic terminal support only
Only partial implementation is required for dynamic terminal support. You can move network
definition statements from the system definition to ETO descriptor PROCLIB members. Benefits of
this implementation include:

« Fewer system definitions are required in order to maintain network definitions, because you can
change descriptors between IMS warm starts.

« Shorter run times are required for system definition, because you do not need to define VTAM
terminal networks.

« Improved performance exists for IMS checkpoint and restart, because dynamic terminals and user
resources are allocated only when they are used.

With partial implementations, however, you do not achieve improved user-message security, because
each LTERM has a fixed relationship with a physical terminal.

ETO restrictions
Before implementing ETO, ETO has a few restrictions that you should be aware of.
The restrictions for ETO include:

« Dynamic terminals are not supported for terminal-related MSDBs or for non-terminal-related MSDBs
that have LTERM keys.

« Application programs that use specific LTERM names sometimes require particular ETO customization.
The DFSUSER user descriptors can help you customize ETO for application programs that have
dependencies on LTERM names contained in the I/O PCBs.

Related concepts

“Using DFSUSER user descriptors” on page 89
If IMS does not find a user descriptor that has the same name as the user ID or the terminal that is signing
on, and no exit routine has provided one, IMS uses DFSUSER as the default descriptor.

Defining physical terminals

When implementing ETO, to achieve your desired VTAM terminal network you need to be aware of certain
requirements and aspects of how ETO and VTAM work together as you plan for and define the physical
terminals in the network.

About this task
Performing the following actions can ensure that you achieve your desired VTAM terminal network:
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 Assess how often IMS application programs depend on specific terminal characteristics.

« Check the accuracy of each VTAM terminal definition. For each dynamic terminal, ETO builds a terminal
structure that relies on the VTAM definition for the characteristics (such as the LU type, screen size, and
model) for that terminal.

Terminal characteristics that are specified in your IMS system definition might differ from (and override)
those in the VTAM definitions. If these terminal characteristics in the IMS system definition are
compatible with those of the actual terminal, the discrepancy is not apparent. 4

« Either provide specific node-name logon descriptors or use the Logon exit routine (DFSLGNXO) for
terminals that are not adequately defined using the default logon descriptor.

- Code one of the following two exit routines to determine the device type:

— The Logon exit routine (DFSLGNXO0) can determine the device type by examining the default logon
descriptor.

— The Signon exit routine (DFSSGNXO0) can determine the device type later in the process by examining
the terminal control blocks.

When receiving a request to establish a terminal session, IMS relies on the following information from
VTAM session parameters:

» UNITYPE

The unit type of the node that is attempting to log on. IMS determines the UNITYPE by using the
following fields:

— The LUTYPE field of the CINIT ° request provides part of the UNITYPE information. The LUTYPE value
is usually found in the first byte of the PSERVIC operand of the MODEENT macro, which is used to
generate the VTAM mode table entry that is used for a logon. The following figure shows the fields of
the PSERVIC operand in the VTAM MODEENT macro.

PSERVIC=X'02 0000000000 I‘IEIEqIDEIDDI?ﬁ 00 '
Y F 3 3 3

LU type (2)
Default screen size (24 X 80)

Alternate screen size (not defined)

Presentation space size control (fixed default)

Device type (applicable to LU type 0 only)

Figure 15. VTAM MODEENT macro PSERVIC operand fields that IMS uses

The following table shows the mapping of the LUTYPE value to the IMS UNITYPE.

Table 2. Mapping for VTAM LUTYPE value to IMS UNITYPE

VTAM LUTYPE IMS UNITYPE

LUTYPE X'06' LUTYPE6

LUTYPE X'02" SLUTYPE2

LUTYPE X'01" SLUTYPE1 (default) or NTO

4 If the actual terminal characteristics do not match those in the IMS definition or the VTAM definition, it is
possible that the terminal can function with IMS.

5 CINIT is a network services request sent from a system services control point (SSCP) to a logical unit (LU),
asking that LU to establish a session with another LU and to act as the primary end of the session.
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Table 2. Mapping for VTAM LUTYPE value to IMS UNITYPE (continued)
VTAM LUTYPE IMS UNITYPE
LUTYPE X'00" 3270, SLUTYPEP, or 3600/Finance

— If the LUTYPE field is X'00' (indicating that the terminal is 3270 non-SNA, Finance, or SLU P), IMS
must check the transmission services profile specification in the TS field of the CINIT request. The
TS value is usually found in the TSPROF operand of the MODEENT macro that is used to generate the
VTAM mode table. This LUTYPE value must match the value in the logon descriptor that IMS selects
for a logon.

The following table shows the mapping of the TSPROF specification to the IMS UNITYPE.

Table 3. Mapping for TSPROF specification to IMS UNITYPE

TSPROF specification IMS UNITYPE
X'02' or X'03' 3270
X'04' SLUTYPEP (default) or 3600/Finance

« Input RU size

The input RU (request unit) size in the BIND must be less than or equal to the RECANY buffer size for the
IMS (also required for static terminals).

« Output RU size

The output RU size in the BIND must be greater than or equal to the OUTBUF size that IMS determines
for the terminal from the selected logon descriptor. This parameter is also required for static terminals.

« Screen size and model number

For non-SNA 3270 and SLUTYPE2 devices, IMS retrieves both screen size (row and column) and model
number from the BIND:

— For static terminals, the screen size is the value that was specified in the system definition.

— For dynamic terminals, IMS determines the screen size from the VTAM definition or from the Logon
exit routine (DFSLGNXO0).

Recommendation: Until the ETO feature was available, IMS ignored the screen size and model
number values in the BIND, because the IMS system definition held this information. Therefore,
check to ensure this definition is accurate.

If you determine that a VTAM definition is inaccurate, you can use the Logon exit routine (DFSLGNXO0)
to override the VTAM-provided screen size and model number. For example, use a terminal naming
convention or MODETAB definition convention. The Logon exit routine can also assign USER=NODE as
a name, when appropriate.

IMS uses the values in the PSERVIC operand of the MODEENT macro, which is used to generate the
VTAM mode table entry that is used for a logon. MFS formats must be available for all screen sizes
that IMS dynamically builds.

Restriction: IMS does not use the 3270 Read Partition Query (RPQ) command to determine the screen
size from the device controller.

For more information on the Logon exit routine (DFSLGNXO0), see IMS Version 15.4 Exit Routines.

Related tasks
“Identifying VTAM device types, screen sizes, and models” on page 76
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VTAM logon CINIT user data provides IMS with information to build session control blocks. This
information includes logon descriptors, screen size, model numbers, and RU sizes.

Planning for both static and dynamic terminals

Static and dynamic terminals can coexist in the same IMS. However, if users move between static and
dynamic terminals, there are situations you need to plan for.

About this task
If users move between static and dynamic terminals, plan for the following situations:

- IMS maintains separate queues for static and dynamic terminals. A static terminal has one or more
LTERMs associated with it, as controlled by the IMS system definition (or the /ASSIGN command to
move an LTERM to a different terminal). Some users become accustomed to having their output queue
follow them from ETO terminal to ETO terminal. Static terminals do not provide this feature. Users need
to be able to differentiate between static and dynamic terminals, or confusion can result.

« Given one static terminal and one dynamic terminal, separate IMS conversations can exist at the same
time. The dynamic terminal conversation belongs with the user structure and follows the user from
terminal to terminal. ® The static conversation belongs to the static terminal and can only be released
to a static terminal. This situation is user friendly and predictable only when the user is certain of the
terminal type (static or dynamic).

Normally, the terminal operator is able to determine whether a terminal is static or dynamic by checking
the security information that is provided at the end of the DFS3650 (SESSION STATUS) message:

OUTPUT SECURITY AVAILABLE
Indicates that the terminal is dynamic, and output is associated with the signon ID.

NO OUTPUT SECURITY AVAILABLE
Indicates that the terminal is either statically defined or that ETO created it by using one of two
methods:

 Using a node user descriptor
 Using the Signon exit routine to assign the node name to the user structure

In either case, the output is associated with the terminal, rather than with the user.
Exception: Message DFS3650 might be suppressed if you use the NOTERM option.

Note: You can secure transaction outputs for statically defined VTAM terminals by specifying the
STATICOUTSEC parameter in the DFSDCxxx member of the IMS PROCLIB data set. In this case, outputs
are associated with sign-on IDs. If the current user ID does not match the sign-on user ID, the output is
discarded.

Recommendation: To ease migration and limit possible confusion, convert to dynamic ETO terminals by
using logical groupings within your organization, such as departments or floors.

Defining terminals for growth

When designing your ETO implementation, be sure to plan for growth in your network.

About this task
Recommendations:

- Toincrease future growth potential and system availability, minimize the use of descriptors. The
Logon, Signon, and Destination Creation exit routines should provide enough customization, thereby
eliminating the need for unique descriptors beyond those that are required for specific terminal types.

6 This assumes that the Signon exit routine (DFSSGNXO0) sets the same user name each time, as is usually the
case.
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- To ensure user data is correctly handled, design exit routines carefully. In particular, carefully plan for
user data that is specified during the logon process. Exit routines should work correctly, regardless of
whether user data is specified.

Some terminal types, such as Finance and SLU P terminals, require user data that specifies signon
information. If this data is missing, the equivalent information must be provided in the Logon exit
routine (DFSLGNXO0).

Related tasks

“Identifying VTAM device types, screen sizes, and models” on page 76
VTAM logon CINIT user data provides IMS with information to build session control blocks. This
information includes logon descriptors, screen size, model numbers, and RU sizes.

Related reference
Transaction Manager exit routines (Exit Routines)

Identifying VTAM device types, screen sizes, and models

VTAM logon CINIT user data provides IMS with information to build session control blocks. This
information includes logon descriptors, screen size, model numbers, and RU sizes.

About this task

The information must be accurate to ensure that the correct terminal-related control blocks is built
from information in the logon descriptors. Carefully define your VTAM PSERVIC parameters to ensure
that IMS selects the appropriate logon descriptors and establishes screen sizes using specific terminal
characteristics.

The BIND is rejected if the input and output RU sizes in the BIND are incompatible with the IMS RECANY
and descriptor OUTBUF sizes.

Defining device types

If the definitions are coded incorrectly, IMS chooses the wrong MFS format and device characteristics,
possibly causing screen format errors.

IMS dynamic terminal control blocks are built from definitions in a combination of the following:
« The logon descriptor

« Information that VTAM passes to IMS during logon

« The MFS device characteristics table

VTAM passes the physical terminal characteristics to IMS. The following fields have information that IMS
uses to determine device types:

« LUTYPE field from the VTAM PSERVIC parameter of the VTAM MODEENT macro
« TS profile from the TSPROF parameter of the VTAM MODEENT macro

Non-SNA 3270 printers and displays

The default descriptor names for non-SNA 3270 printers and displays are DFS327P and DFS3270.
Rules required for defining non-SNA 3270 devices are:

« The TSPROF parameter of the VTAM MODEENT macro must be 2 or 3.

« The PSERVIC parameter of the VTAM MODEENT macro must specify LU Type=0.

- Byte 12 in the VTAM PSERVIC parameter must be modified so that it distinguishes a printer from a
video. The following table shows the content that specifies each device type based on the bit location in
byte 12:
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Table 4. Bits in byte 12 of the VTAM PSERVIC parameter

Bits in byte 12 Content

0-1 Device type:

00
Unspecified device type

01
Printer device

10
Display device

11
Display/printer device (3275)

2-7 Reserved.

If you specify nothing (B'00"), the default is B'10', which is a display device. 7

Related reading: For more information on defining non-SNA 3270 devices, see z/0S Communications
Server: SNA Programming.

LU type-2 devices

The following is a list of rules required for defining SLU-2 devices:

e The TSPROF parameter of the VTAM MODEENT macro must be 3.

« The PSERVIC parameter of the VTAM MODEENT macro must specify LU Type=2.

Related reading: For more information on defining LU type—2 devices, see z/0S Communications Server:
SNA Programming.

3275 devices

VTAM definitions alone cannot identify a 3275 device as it is logging on. Additional information
(UNIT=3275) must be specified in a logon descriptor. Define this descriptor in the CINIT user data or
in the Logon exit routine. The descriptor itself must be identified as a 3275 device type.

Static 3275 devices are defined in the IMS system definition as follows:

TYPE UNITYPE=3270 TERMINAL UNIT=3275,TYPE=3270-An,SIZE=(24x80),COMPT=PRT1

The 3275 has only one buffer. This forces the display and printer components to be the same model. The
VTAM definitions for a dynamic 3275 as statically defined are:

PSERVIC=X'000000000000185000007ECO"

NTO devices

The terminal must identify itself as an NTO device in one of the following ways:

« LU presentation services profile in the BIND image must specify LU1.

« When the LUTYPE is NTO, IMS uses the data stream compatibility byte to precisely define the specific
NTO device type. If the LUTYPE specified is SLUTYPEL, the data stream compatibility byte is ignored.
The terminal is assumed to be an actual SLUTYPE1 as defined on the logon descriptor.

« Logon exit routine, if available, must accept the DFSNTO (default) logon descriptor or specify an
NTO logon descriptor that is defined by your installation using the node name or LOGOND user data
parameter.

7 B'00' means bits 0 and 1 equal 00. B'10' means bits 0 and 1 equal 10.
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« The data stream compatibility byte in the CINIT specifies the device type. WTTY indicatesa TTY NTO
device. If nothing is specified, the device type is LUNS NTO.

LU2 and non-SNA 3270 screen size and model information

After the Logon exit routine approves the logon, BIND image data (screen-size) and feature information
from the logon descriptor are used to search the MFS device characteristics table for the appropriate MFS
device information.

If the model is specified in the screen size control byte the MFS device characteristics table is not
searched. A DFS3646 error message is issued if no match exists on screen-size and feature. The
information from the proper MFS device characteristics table entry is then used for that device. This
information in the MFS device characteristics table comes from the IMS system definition or the MFSDCT
utility (DFSUTBO0O0).

If the screen-size control byte is X'7F' and both the default and alternate screen-sizes are specified, a
search of the MFS device characteristics table using alternate screen size commences. If no match is
found, another search begins using the default screen size. If no screen size is found, message DFS36461
is issued to the operator.

The screen size (the product of the lines and columns) must be in the range 80-16384. The lines and
columns must each be in the range 1-255.

If the screen size and features of the 3270 device that is logging on maps into two or more MFS device
characteristics table entries, the first entry in the table that matches the screen size and features is
selected.

If the screen-size control byte (the 11th byte of the PSERVIC on the VTAM MODEENT) is X'00' and both
default and alternate screen-sizes are specified, a search of the MFS device characteristics table using the
default screen-size occurs. If no match is found, another search begins using the alternate screen-size.

Use the Logon exit routine, DFSLGNXO, to override the screen-size or model for the device during logon.

LU2 screen-size and model information
Screen-size and model information applies to LU type—2 devices.

About this task

The following is an algorithm IMS uses to determine the model or screen size for ETO terminals:

Procedure

1. Screen-size is established based on the model specification in the VTAM PSERVIC. IMS determines
the model by checking the screen-size control byte in the VTAM PSERVIC field for an X'01', X'02', or
X'03". The model is established accordingly. Screen-size specifications are ignored when the model
is specified. X'01' represents a model 1 with a 12x40 screen-size, and X'02' and X'03' represent a
model 2 with a 24x80 screen-size. If the model is specified, the MFS device characteristics table is not
searched for MFS device information. The features are obtained from the logon descriptor.

2. Screen-size is established based on the screen-size specifications in the VTAM PSERVIC. A value of
X'7E' in the screen-size control byte causes the default screen size in the VTAM PSERVIC to be used. A
X'7F' causes the alternate screen-size to be used first to search the MFS device characteristics table.
If no match is found, the default screen-size is used to search; the first match is the screen-size. If no
match is found, message DFS36461 is sent to the operator.

3. If the screen-size control byte is X'00', the default and alternate screen-size specifications in the VTAM
PSERVIC are used to search the MFS device characteristics table for MFS device information. If a
match is made on the default size, the default is used. If a match is made on the alternate size, the
alternate is used. If no match is made, the logon is rejected.

4. If the screen-size control byte is X'00' and no screen-size is specified, the device is defaulted to a
model 2 device, and the screen-size is established (24x80).
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5. The screen-size is established in the BIND parameter in the default screen-size field. The erase write
(EW) command is always used.

Results

If you want to override the model value, use the Logon exit routine (DFSLGNXO). Valid values are
X'01'and X'02', corresponding to model 1 and model 2 in the logon descriptor. Screen-size and
model specifications in the VTAM PSERVIC are ignored. Model=X'01' represents a 12x40 screen-size.
Model=X'02' represents a 24x80 screen-size. The MFS device characteristics table is not searched for
MFS device information. The features are obtained from the logon descriptor.

If you want to override the screen-size value, use the Logon exit routine, DFSLGNXO. Be aware that if you
override the model, the screen-size override is ignored. The features from the logon descriptor and the
screen-size are used to search the MFS device characteristics table for the MFS device information.

Non-SNA 3270 screen-size and model information
Model information applies to VTAM 3270 Record-Mode devices (non-SNA 3270s).

About this task

To determine the model or screen-size for ETO terminals IMS uses the following algorithm:

Procedure

1. Screen-size is established based on the model specification in the VTAM PSERVIC field. IMS
determines the model by checking the screen-size control byte in the VTAM PSERVIC field for X'01',
X'02', or X'03". The model is established accordingly. Screen-size specifications are ignored when the
model is specified. X'01' represents a model 1 with a 12x40 screen-size, and X'02' and X'03' represent
a model 2 with a 24x80 screen-size. If the model is specified, the MFS device characteristics table is
not searched for MFS device information. The features are obtained from the logon descriptor. Device
type and screen-size are determined from the model value.

2. Screen-size is established based on the screen-size specifications in the VTAM PSERVIC field. A value
of X'7E' in the screen-size control byte causes the default screen size in the VTAM PSERVIC field
to be used. A X'7F' causes the alternate screen-size to be used first in searching the MFS device
characteristics table. If no match is found, the default screen-size is used to search; the first match
is the screen-size. If no match is found, message DFS36461 is sent to the operator. Device type and
screen-size are implied by the model value.

3. If the screen-size control byte is X'00', the default and alternate screen-size specifications in the VTAM
PSERVIC field are used to search the MFS device characteristics table for MFS device information. If
a match is made on the default size, the default is used. If a match is made on the alternate size, the
alternate is used. If no match is found, the logon is rejected. Device type and screen-size are implied
by the model value.

4. If no model information and screen-size are specified in the VTAM PSERVIC field, IMS uses the
CINIT's model byte. Model type is established by the VTAM definition statement FEATUR2. The model
information applies only if the screen-size control byte is X'00' and if the screen-size is also X'00'. This
applies to printers and displays. X'00' is the default and corresponds to a model 1. X'01' corresponds
to a model 2. Device type and screen-size are implied by the model value.

5. The screen-size is used to determine the type of write command used. If the screen-size is equal to
960 or greater than 1920, IMS uses erase write alternate (EWA). If the screen-size is less than or
equal to 1920 and not equal to 960, IMS uses erase write (EW). The device type and screen size are
determined from the model value.

Results

If you want to override the model value, use the Logon exit routine (DFSLGNXO). Valid values are
X'01"and X'02', corresponding to model 1 and model 2 in the logon descriptor. Screen-size and
model specifications in the VTAM PSERVIC are ignored. Model=X'01' represents a 12x40 screen-size.
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Model=X'02' represents a 24x80 screen-size. If the model is specified, the MFS device characteristics
table is not searched for MFS device information. The features are obtained from the logon descriptor.
Device type and screen-size are determined from the model value.

If you want to override the screen-size value, use the Logon exit routine (DFSLGNXO). Be aware that if
you override the model, the screen-size override is ignored. The features from the logon descriptor and
the screen-size are used to search the MFS device characteristics table for the MFS device information.
Device type and screen-size are implied by the model value.

Screen definition examples

The following examples show the PESRVIC parameter in the VTAM mode table, what the equivalent
TERMINAL macro parameters would be for a static terminal, and the corresponding MFS DEV statement
TYPE parameter, which is used for both static and ETO terminals.

« LUO (non-SNA 3270 video)
— VTAM mode table: PSERVIC=X'000000000000000000000200"
— TERMINAL macro: UNITYPE=3270 UNIT=3284/86 MODEL=2
— MFS DEV statement: TYPE=(3270P, 2)

« Model 2 non-SNA 3270 Printer
— VTAM mode table: PSERVIC=X'000000000000000000000240"
— TERMINAL macro: UNITYPE=3270 UNIT=3284/86 MODEL=2
— MFS DEV statement: TYPE=(3270P, 2)

« Non-SNA 3270 Display (model specified)
— VTAM mode table: PSERVIC=X'000000000000000000000080"
— TERMINAL macro: UNITYPE=3270 MODEL=1
— MFS DEV statement: TYPE=(3270,1)

Model information can come from the FEATUR2 parameter for non-SNA 3270; if this parameter is not
specified, this is a model 1 (screen-size 12x40). Assume that FEATUR2=1 (specified or default).

« Non-SNA 3270 Display (model specified)
— VTAM mode table: PSERVIC=X'000000000000000000000080"
— TERMINAL macro: UNITYPE=3270 MODEL=2
— MFS DEV statement: TYPE=(3270,2)

Model information can come from the FEATUR2 parameter for non-SNA 3270; if this parameter is not
specified, this is a model 2 (screen-size 24x80). Assume that FEATUR2=2.

« Non-SNA 3270 Display (screen-size specified)
— VTAM mode table: PSERVIC=X'000000000000185000007E80"
— TERMINAL macro: UNITYPE=3270 TYPE=3270-A2,SIZE=(24,80)
— MFS DEV statement: TYPE=3270-A2, where A2=24x80

For a SLU-2 device, UNITYPE=SLUTYPE2 would be specified (also note the change to the PSERVIC
field).

The screen-size comes from the default screen-size field (24x80). (For a SLU-2 device, the first byte of
the PSERVIC field would be X'02'. The last byte would be X'00").

« Non-SNA 3270 Display (screen-size specified)
— VTAM mode table: PSERVIC=X'000000000000205000000080"
— TERMINAL macro: NITYPE=3270 TYPE=3270-A3,SIZE=(32,80)
— MFS DEV statement: TYPE=3270-A3, where A2=32x80
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The screen-size comes from the default screen-size field (32x80). (For a SLU-2 device, the first byte of
the PSERVIC field would be X'02'". The last byte would be X'00").

« Non-SNA 3270 Display (model specified)

— VTAM mode table: PSERVIC=X'000000000000000000000280"
— TERMINAL macro: UNITYPE=3270 MODEL=2
— MFS DEV statement: TYPE=(3270,2)

This is a model 2 non-SNA 3270 display (24x80).
« SNA 3270 Display (model specified)

— VTAM mode table: PSERVIC=X'020000000000000000000280"
— TERMINAL macro: UNITYPE=3270 MODEL=2
— MFS DEV statement: TYPE=(3270,2)

This is a model 2 SNA 3270 display (24x80).

Planning a high-security environment with ETO

ETO enhances the security of your IMS system. You can customize the ETO security features for your
installation needs.

For example, you can customize exit routines that apply to both static terminals and ETO dynamic
terminals.

The ETO security features allow you to control each of the following;:

The physical connection of terminals to IMS.
« User signon to IMS.

Output to users or nodes.
« Message queuing to users. You can customize message queuing two ways:

— Automatically allocate an LTERM to a user that you identify at signon
— Use the Destination Creation exit routine (DFSINSXO0)
« Command and transaction security, by using RACF (or an equivalent SAF-compliant security product).

Static versus dynamic terminals

You define static terminals during system definition to associate an LTERM with a particular physical
terminal. Any user at a terminal can receive output messages that are queued for that terminal,
regardless of whether signon is required for that terminal.

The major benefit of ETO is that dynamic LTERMs (output message queues) are managed separately from
the terminals and are assigned to a user name. The user can obtain output only after signing on. This
dynamic LTERM-to-user association is maintained until the user signs off, and it remains after signoff if
IMS does not delete the user structure.

Planning for MFS

After you implement ETO dynamic terminal support, the number and diversity of terminal types is likely to
increase. When a terminal dynamically establishes an IMS session, MFS formats might not be available for
the device type that is requesting the session.

About this task
You can solve this problem by:
- Restricting device types to only those that are used in the MFS definitions for your application programs.

Recommendation: Use the Logon exit routine (DFSLGNXO) to select the desired logon descriptor.
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- Extending the MFS device output formats to include the new terminal types that connect to the IMS.
Recommendations:

— Use the MFS Generation utility (MFSGU) facilities, such as the STACK statement, to make creating
these additional formats easier.

— Use the MFSDCT utility (DFSUTBOO0) to avoid needing to perform an IMS generation.

Often, multiple device types have similar or identical capabilities, so the distinction of device type might
not be important to your environment. Although IMS application programs are usually not sensitive to
device type, such a dependency can exist. For example, MFS can create different input messages from the
same input data stream, due to differences in the format specification for device input.

Planning user IDs

When planning user IDs for use with ETO there are a number steps you should take.

About this task

The steps include:

Procedure

« Ensure that dynamic user structures have unique names in IMS. Support for unique user IDs depends
on whether user-based security is important. For user-based security, user IDs must be unique to the
user. Otherwise, user IDs can be the same as the terminal LU name.

« Code the Signon exit routine (DFSSGNXO) to provide user ID suffixing, if users need to sign on to more
than one terminal with the same user ID at the same time. Review and select the SGN and RCF EXEC
keyword parameters.

« Analyze how application programs use the user field in the I/O PCB.

Planning user queue names

When planning user queue names for use with ETO there are a number steps you should take.

About this task

When planning user queue names:

Procedure

« Ensure that dynamic user queue names are unique in the IMS. Support for unique queue names
depends on whether user-based security is important. For user-based security, user queue names
must be unique to the user. Otherwise, user queue names can be the same as the terminal LU name.

« Specify user descriptors or provide logic in the Signon exit routine (DFSSGNXO) if the user queue name
cannot be the same as the user name.

- Analyze how application programs use the LTERM field in the I/O PCB.

Planning operations

When planning for operations there are a number of steps you should perform.

About this task

The steps you should take when planning for operations include:

« Update your MTO procedures to reflect the concept of dynamic resources. The MTO needs to become
familiar with the command input fields and response formats.
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« Update the help-desk procedures to reflect the IMS terminal and user resource structures, as well as
the commands that are required to diagnose user's problems.

« Review and update automated-operator procedures, if necessary.
« Develop procedures for handling the dead-letter queue.
- Identify requirements for autosignoff and autologoff.

« Develop standards for the conditions under which system-wide values should be used and when they
should be overridden.

Planning for MSC support with ETO

You can define MSC physical and logical links by using static system definition macros or you can create
them dynamically by using type-2 CREATE commands.

About this task

You can identify a remote MSC NAME to IMS using an MSC descriptor. The descriptor relates each remote
resource to the link path name of a generated MSNAME macro.

Recommendation: Define remote LTERMs with MSC descriptors to maintain consistency between remote
and local systems.

If you choose not to use MSC descriptors in order, the MSC Verification utility (DFSUMSVO0) recognizes
the remote LTERMs but not the corresponding local LTERMs in the target system. In this case, IMS issues
warning message DFS2331W.

IMS processes MSC descriptors that are associated with MSC links defined within the IMS. IMS ignores
other MSC descriptors. You can maintain a single network definition for remote LTERMs in IMS.PROCLIB
for multiple interconnected IMS systems that use MSC. In this case, each logical link path name must be
unique throughout the entire network.

Coding ETO descriptors

IMS uses ETO descriptors to dynamically build terminal structures and user structures.

The four types of ETO descriptors are:

Logon
User

MFS device
MSC

The basic format for all ETO descriptors is:

Column
Description

1
One of the following descriptor types:

L
Logon descriptor
User descriptor
MEFS device descriptor

MSC descriptor

Comment line (ignored by IMS)
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’ 1?\lame of the descriptor, using the following conventions:
« Must be one to eight alphanumeric characters.
« For logon and user descriptors, characters are limited to A-Z, #, $, and @.
« For MSC descriptors, use the link name.

12-72

One or more keywords and their parameters, separated by blanks. Use commas to separate multiple
parameters for a single keyword.

73-80
Optional sequence numbers (ignored by IMS).

Related concepts
ETO descriptors (System Definition)

Creating descriptors using the system definition process

To ease migration, you can create a starter set of ETO descriptors (except MFS descriptors) using the
ETOFEAT keyword on the IMSCTRL macro at system definition. You can add to or modify the starter set by
creating an additional IMS.PROCLIB member.

About this task

For MFS descriptors, the system definition creates a device characteristics table based on the stage-1
input that can be used as one of the inputs to the MFSDCT utility (DFSUTBOO). The device characteristics
table contains what the system-defined device characteristics table contains, plus any additional entries
from device descriptors.

Creating descriptors during the system definition process saves you time and ensures that the descriptors
are correct. IMS generates an ETO descriptor report, which provides information on the relationship
between ETO descriptors and the IMS system definition resources that they represent.

Related concepts
Including IMS ETO in the IMS system (System Definition)

Related reference
IMSCTRL macro (System Definition)

Storing descriptors

Descriptors that are created during system definition are stored in the IMS.PROCLIB member, DFSDSCMx.
Subsequent system definitions of the same stage-1 input deck overwrite the DFSDSCMx member.

About this task

Recommendation: To avoid losing descriptors when member DFSDSCMx is replaced, store descriptors
that you create by using TSO or z/0S utilities in IMS.PROCLIB member, DFSDSCTy. If you need to
update descriptors that are created at system definition in DFSDSCMx, use TSO or a z/0S utility (such as
IEBUPDTE) to make the updates.

Creating logon descriptors

Logon descriptors provide IMS with information about the physical characteristics of the terminals
that establish logon sessions. These characteristics must be consistent with the VTAM logon BIND
characteristics.

About this task

This topic describes how to create and use logon descriptors.
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Creating logon descriptors during system definition

When you specify IMS system definition options to create ETO logon descriptors, IMS dynamically creates
a logon descriptor for every unique VTAM TERMINAL macro that you have specified (For each TERMINAL
macro definition, a node user descriptor is also created for use as a migration step to ETO).

About this task

IMS system definition can produce up to 37 common logon descriptors for each device type. The
descriptor that defines the largest number of terminals of that type becomes the default logon descriptor.
This logon descriptor assumes the IMS-defined default name for that type. The other terminals of that
type create their own unique logon descriptor by using a suffix on the default name.

For terminal definitions that do not match one of the 37 common descriptors, IMS creates an individual
logon descriptor.

These descriptors are generated as comments (with an asterisk in column 1). For example, xL3270A. To
choose a descriptor that you need, remove the asterisk.

The naming convention for the 37 common logon descriptors that are created during the system definition
process is:

« The last character of the name must be unique.
« Blank for the most common, then 0-9 and A-Z.

Restrictions:

« During system definition, IMS does not create ETO logon descriptors for the primary or secondary
master terminal, or for LU 6.1 terminals that are defined as XRF ISC links.

« The following keywords are not supported on logon descriptors: PU, SIZE, MODEL, TYPE, MSGDEL.

Criteria for selecting logon descriptors

The logon descriptor contains data that is related to the node and the VTAM CINIT. This data allows IMS
to create a control block structure that supports a session.

IMS uses the following criteria (in sequence) to select a logon descriptor:

1. IMS uses existing control blocks for terminals. IMS does not look for a descriptor if it finds existing
control blocks.

2. IMS determines whether the Logon exit routine is used to define logon descriptor names.

For VTAM terminals, the exit routine extracts the name from the VTAM CINIT user data, or another
appropriate algorithm. The LUTYPE and TS= (transmission service level) fields in the VTAM CINIT data
must agree with the selected descriptor; otherwise, the logon is rejected. IMS rejects invalid logon
descriptor names.

3. Inresponse to a request to establish a session (logon), IMS examines the LOGOND parameter. The
LOGOND parameter can indicate the logon descriptor for IMS to use.

LOGOND is a parameter in the VTAM CINIT user data. LOGOND is also a keyword on the IMS /OPNDST
command.

Restriction: LOGOND is not valid for ISC parallel sessions that use VTAM.

4. If IMS does not find a logon descriptor name, it looks for a logon descriptor with the same name as the
VTAM CINIT LUNAME.

Recommendation: Use the node name on the logon descriptor if you expect any of the following
situations:

« You do not expect to add more of the same terminal type.
» You do not have many of the terminal type.
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« You want to simplify the logic in the Logon exit routine.

« For ISC, you want to specify parameters (such as OUTBUF=) other than the default ISC logon
descriptor, and you have not coded an exit routine.

If these criteria do not yield a valid logon descriptor name, IMS selects a descriptor by using the default
criteria.

Criteria for selecting a default logon descriptor

IMS provides a default logon descriptor for each VTAM terminal type. The logon descriptor name is based
on the LU type and TS profile.

If necessary, you can add logon descriptors. If you do not provide a logon descriptor, and IMS does not
locate one in IMS.PROCLIB or in the Logon exit routine (DFSLGNXO), IMS uses the algorithm shown in
the following table to assign a default logon descriptor name. The VTAM LUTYPE, IMS UNITYPE, and IMS
default logon descriptor names are shown for each terminal type.

The default logon descriptor is determined in one of three ways:

« IMS looks for the most common logon descriptor created during IMS system definition and uses it as
the default.

- If no terminal definition exists for that terminal type, IMS creates a default logon descriptor.
« Your installation can create a default logon descriptor.

Table 5. Mapping for VTAM LUTYPE, IMS UNITYPE, and default logon descriptor names

VTAM LUTYPE IMS UNITYPE Default descriptor name
X'06' LUTYPE6 DFSLU61
X'02' SLUTYPE2 DFSSLU2
X'01' “1” on page 86

SLUTYPE1 (Default):1’onpage8é  pFSSLUL

NTO DFSNTO
X'00' SLUTYPEP (Default)“2"onpage86  DFSSLUP
(TS =X'04" Finance DFSFIN

3601 DFSFIN
X'00' 3270 DFS3270
(TS = X'02' or X'03") 3270, UNIT=3284 DFS327P

Notes to table:

1. IMS does not distinguish between SLUTYPEL and NTO terminals; SLUTYPE1L is the default. To support
both SLUTYPEZL and NTO terminals, do the following:

« Override the DFSSLU1 default logon descriptor by using the Logon exit routine (DFSLGNXO) or by
specifying the LOGOND parameter.

« If your installation has no SLUTYPEL terminals, rename the DFSNTO logon descriptor to DFSSLUL in
order to make it the default for LU type X'01' terminals.

2. IMS does not distinguish between SLU type-P, Finance, and 3601 terminals; SLUTYPEP is the default.
ETO considers Finance and 3600 series terminals to be the same. To support both SLUTYPEP and
3600/Finance terminals, do the following:

« Override the DFSSLUP default logon descriptor by using the Logon exit routine (DFSLGNXO) or by
specifying the LOGOND parameter.

« If yourinstallation has no SLUTYPEP terminals, rename the DFSFIN logon descriptor to DFSSLUP in
order to make it the default for LU type X'00' (TS = X'04") terminals.
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Using NTO, 3600/Finance terminals

Because of conflicting CINIT information, IMS cannot generate DFSNTO or DFSFIN as a default logon
descriptor name. CINIT parameters for SLU 1 are identical to NTO, and SLU P is identical to 3600/Finance.

About this task
Recommendations: For 3600/Finance and NTO terminal types, take each of the following actions:

« Always supply the appropriate logon descriptor name in the Logon exit routine (DFSLGNXO0). You can
generate this name as a constant, based on LU name, LU type, or CINIT user data.

 Ensure that the logon descriptor name is provided as the LOGOND parameter from the BIND user data.

« Ensure existence of a logon descriptor that matches the node name of the terminal that is logging on. If
IMS does not find a default logon descriptor, the logon attempt fails.

Recovering ETO terminals using XRF

To recover ETO terminals in an XRF environment, use the BACKUP= parameter when specifying the logon
descriptor.

About this task
The BACKUP= parameter sets the priority that controls the order in which sessions are switched.

When 3600/Finance and SLU-P terminals are defined as class—2 terminals in an XRF environment,
automatic re-logon and re-signon occur during a takeover.

Related reading: For general information on XRF, see IMS Version 15.4 System Administration.

Creating user descriptors

User descriptors provide information relating to user options and user structure names. IMS needs user
descriptors in order to create control blocks that enable users to use ETO terminals.

About this task
The three types of user descriptors are:

Installation-created
Node user
DFSUSER

IMS chooses the first valid descriptor, using the given sequence. IMS creates DFSUSER and node user
descriptors using system definition options.

This topic describes how to create user descriptors.

Creating user descriptors during system definition
User descriptors are generated from each VTAM TERMINAL or VTAMPOOL SUBPOOL macro.

User descriptors that are created during system definition by using the VTAM TERMINAL macro have the
same name as the terminal. User descriptors that are created by using the VTAMPOOL SUBPOOL macro
have the same name as the subpool.

For user descriptors that are created by using a SUBPOOL macro, you cannot set a response option
(TRANSRESP, NORESP, FORCRESP), because it is defined on the TERMINAL macro for static definitions.
You need to add the response option (appropriate for your installation) to any user descriptor that is
created with a SUBPOOL macro.
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Criteria for selecting user descriptors

When a user signs on, if the user structure does not exist, IMS selects a user descriptor to build the user
structure.

IMS selects the user descriptor according to the following criteria:

1. An installation-written exit routine can select the name of the user descriptor (user ID, node name, or
DFSUSER).

2. IMS looks for USERD, provided at logon. IMS also looks for a descriptor name (user ID, node name, or
DFSUSER) that is specified in the USER descriptor field of the /SIGN or /OPNDST command.

3. IMS looks for a descriptor that has the same name as the user ID (installation-created user descriptor
only). If IMS finds one, and an LTERM keyword is not specified in the descriptor, IMS creates a user
structure and a single LTERM, both of which have the same name as the user ID.

4. IMS looks for a descriptor that has the same name as the VTAM node (node user descriptor). If IMS
finds one, and an LTERM keyword is not specified in the descriptor, IMS creates a user structure and
a single LTERM, both of which have the same name as the VTAM node. However, no output security is
associated with this user structure. Any user that signs on at a terminal can receive messages that are
queued for that terminal.

5. IMS selects the default user descriptor, DFSUSER. IMS creates a user structure and a single LTERM,
both of which have the same name as the user ID.

Using installation-created user descriptors
You can create your own installation-specific user descriptors that meet important criteria for your site.

The name of the installation-created user descriptor is the same as the user ID. You can add values to
these user descriptors that are not provided with node user descriptors or DFSUSER descriptors.

Using node user descriptors

Node user descriptors help in migrating from static terminal definitions to ETO dynamic terminal
definitions.

During IMS system definition, node user descriptors are created as an option. Node user descriptors can
be useful when exit routines that perform descriptor selection are not yet complete.

Node user descriptors must have the same name as their associated terminals. Therefore, IMS creates
unique node user descriptors that retain user options and user structure names that exist in the system
definition. When IMS system definition creates ETO descriptors, a node user descriptor is created for each
terminal that has a VTAM TERMINAL macro or VTAMPOOL SUBPOOL macro. Node user descriptors are
created even when they match the DFSUSER options (No descriptor is created for an ISC terminal that is
defined for parallel session support).

If the LTERM parameter of the node user descriptor contains the same name as a statically defined
LTERM, the node user descriptor is ignored. IMS issues message DFS3673W. Consequently, all node user
descriptors that are created during system definition are generated as comment statements. To use the
node user descriptors, remove the asterisks.

In most cases, node user descriptors are not needed. You only require node user descriptors when the
default user descriptor (DFSUSER) or the Signon exit routine (DFSSGNXO0) cannot supply the user options
you desire. Using a TSO or a z/0S utility, you can discard most of the node user descriptors that are
created during system definition.

Be aware that when you use node user descriptors, you cannot use ETQ's ability to eliminate the need for
predefining terminals that connect to IMS. Using node user descriptors lose output security for each user
as well.

Recommendations:
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« If continuous availability of IMS is critical, eliminate node user descriptors as soon as possible. Because
adding new terminals by using node user descriptors requires an IMS restart, use exit routines instead
of node user descriptors.

« To avoid using node user descriptors, use the Signon exit routine (DFSSGNXO0) to have IMS build a user
structure using the node name as the user name. Although this is similar to using node user descriptors,
it avoids predefining large numbers of these descriptors at IMS initialization.

« You can use node user descriptors to start a session when output is available, using /OPNDST, LOGON,
or autologon. To use autologon, specify the SHARE option on the TERMINAL macro.

« If you select a default user descriptor using the Signon exit routine (DFSSGNXO0), you can set a bit to
indicate that IMS should create the user structure using the node name for the user structure name.
This is the same as selecting a node user descriptor. By creating node-name structures by using the
Signon exit routine, rather than by defining a node user descriptor for each terminal, large network
installations benefit from decreased complexity.

Using DFSUSER user descriptors

If IMS does not find a user descriptor that has the same name as the user ID or the terminal that is signing
on, and no exit routine has provided one, IMS uses DFSUSER as the default descriptor.

IMS uses DFSUSER for both signon and application program output processing. Using DFSUSER also
enables IMS to dynamically create a user structure for a sighon request when no other user descriptor is
available.

IMS creates DFSUSER when you specify the system definition options to create ETO descriptors.
DFSUSER contains the options specified most frequently in your IMS system definition, and it should
satisfy most users. However, using the DFSUSER descriptor does not require you to use all of these
options. You can code the Signon exit routine (DFSSGNXO0) to make changes to the structures that are
built by using DFSUSER.

DFSUSER builds a user structure that has the same name as the user ID that is specified on the /SIGN
command. IMS allocates to this user structure a single LTERM, which also has the same name as the user
ID. You can use the Signon exit routine (DFSSGNXO) in order to supply multiple queues, if necessary.

Recommendation: Fully implementing ETO involves creating most user resources using DFSUSER. After
migrating to ETO, use the DFSUSER descriptor for as many users as possible. Minimizing the number of
descriptors reduces the administrative workload of an IMS network.

The user structure name becomes the user ID. When you use the DFSUSER descriptor, you can modify
user structure names and other options by using the Signon exit routine (DFSSGNXO0).

If an application program has a dependency on an LTERM name that exists in an I/O PCB, you can
customize ETO in one of two ways:

» Provide a user descriptor for each user that is to use a particular application program.

« Use the Signon exit routine (DFSSGNXO) to tailor the default action for a subset of the user population.
The Signon exit routine (DFSSGNXO0) and the Destination Creation exit routine (DFSINSXO0) enable you
to dynamically create user structures, even when the specified user descriptors do not contain data to
create LTERMs.

Related reference

Signon exit routine (DFSSGNXO0) (Exit Routines)

Destination Creation exit routine (DFSINSXO0) (Exit Routines)
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Creating MFS device descriptors

With MFS device descriptors, you can define screen size and feature combinations that are not generated
during IMS system definition.

About this task

The MFSDCT utility (DFSUTBO0O) uses the MFS device descriptors in order to update device type, screen
size, and features in the MFS device characteristics table. MFSDCT also uses MFS device descriptors to
generate new MFS default formats, without requiring changes to the system definition. The MFS device
descriptors are not created as part of a system definition, but are instead an optional step after IMS
system definition.

MES device descriptors define terminal characteristics of dynamic terminals that differ from static
terminals. Unless you use exit routines to override screen sizes, you need to ensure that all ETO terminal
screen sizes that are different from those that are defined for static terminals are defined using MFS
device descriptors.

Recommendation: If you have users who log on to terminals that have different device characteristics,
you need to create an expanded set of MFS formats. Input and output messages that are delivered to
non-originating terminals are formatted to the terminal according to the MFS formatting specifications
that are defined for that device.

Building the device characteristics table

When someone logs onto an ETO 3270 or SLU-2 terminal that is connected to IMS, usually the screen size
is provided to IMS in the VTAM CINIT PSERVIC data. Sometimes the model number is also provided.

About this task

IMS uses this screen size and the features that are specified on the logon descriptor in order to search the
MFS device characteristics table, which contains one or more entries. Each entry identifies the following:

The MFS device type
The screen size
The features

Searching the table, you can find the MFS device type. If the search is unsuccessful, the logon attempt is
rejected, and messages DFS36461 and DFS36721 are issued.

The MFS device characteristics table is built in one of two ways:

« The IMS system definition process builds an MFS device characteristics table based on the TYPE=,
SIZE=, and FEATURE= specifications of the TERMINAL macro. Each unique combination has an entry in
the MFS device characteristics table.

« The MFSDCT utility (DFSUTBO0O) builds or modifies an MFS device characteristics table based on
the input of the MFS device descriptor. These descriptors have the TYPE=, SIZE=, and FEATURE=
specifications that the TERMINAL macro has. When the VTAM CINIT PSERVIC indicates a model
number instead of a screen size, the MFS device characteristics table is not searched. A model number
indicates a certain screen size and MFS device type.

The MFS device characteristics table is not searched if the VTAM CINIT PSERVIC field contains a model
number instead of a screen size.

Related reading: For more information on using the MFSDCT utility (DFSUTBO0O0), see IMS Version 15.4
System Utilities.
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Using the MFSDCT utility (DFSUTB0O)

IMS searches the device characteristics table in order to locate MFS device information during session
initiation only in certain situations.

About this task

IMS searches the device characteristics table during session initiation in the following circumstances:

« The screen size is overridden.
« The model value in PSERVIC is X'00', X'7E', or X'7F".

The MFSDCT utility (DFSUTBO0O) enables you to define screen sizes that are not defined during IMS
system definition. The MFSDCT utility uses MFS device descriptors in PROCLIB member DFSDSCMx and
DFSDSCTy, without performing an IMS system definition. The new screen size definitions are added to
those that are already defined.

The MFS utility does the following;:

» Reads device descriptors from IMS.PROCLIB members DFSDSCMx and DFSDSCTy.
« Builds one device descriptor table entry statement for each new device descriptor.
« Terminates if no descriptors are specified.

- Optionally loads the existing device characteristics table from IMS.SDFSRESL, and builds one entry
statement for each existing table entry.

« Passes the table entry statements and the DCTBLD and MFSINIT macros as input to assembler.

« Prepares assembler output as a new or updated device characteristics table, as well as a new set of
default MFS format definitions. Output is in separate files for subsequent processing.

The MFSDCT utility procedure is found in IMS.PROCLIB. You must evaluate the screen size requirements
and code MFS device descriptors to meet those requirements. The MFSDCT utility must generate all
possible combinations of screen sizes and features that your installation might require.

To use the MFSDCT utility, follow these steps:

Procedure
1. Execute DFSUTBOO (the MFSDCT utility).
. Assemble the new device characteristics table.

2
3. Link edit the new device characteristics table into IMS.SDFSRESL.
4

. Execute phase 1 of the MFS Language utility in order to generate new default MFS format control
blocks.

5. Execute phase 2 of the MFS Language utility; the new default MFS formats are loaded into
IMS.FORMAT.

Results

Problems with the device characteristics table are often indicated by error messages DFS36461 and
DFS36721I during logon processing.

Related reference
MFS Device Characteristics Table utility (DFSUTB0O) (System Utilities)
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Creating MSC descriptors
MSC descriptors relate remote LTERMs to statically defined MSC links.

About this task

IMS creates MSC descriptors when you specify IMS system definition options to create ETO terminal
descriptors. MSC descriptors relate remote NAME macros to defined MSC links.

Recommendation: Define all LTERMs in remote IMS systems by using MSC descriptors. The MSC
Verification utility in the target IMS system can then associate the remote LTERMs with the corresponding
local LTERMs. IMS issues message DFS2331W if the corresponding local LTERMs are not found.

IMS processes only those MSC descriptors that are associated with the MSC links that are defined within
the system being initialized. IMS ignores all other MSC descriptors. If each logical link path name is
unique in the network, you can maintain your network's MSC definition source in a single PROCLIB
member, IMS.PROCLIB.

Exit routines

You can customize ETO with a variety of exit routines delivered with IMS.
You can use the following exit routines to customize ETO:

« Initialization exit routine (DFSINTXO)

 Logon exit routine (DFSLGNXO0)

- Logoff exit routine (DFSLGFXO0)

« Signon exit routine (DFSSGNXO0)

« Signoff exit routine (DFSSGFXO0)

« Destination Creation exit routine (DFSINSXO0)

« Greetings Message exit routine (DFSGMSGO0)

If ETO is enabled, these exit routines are loaded during IMS initialization. All non-MSC and non-LU 6.2
VTAM terminals (static or dynamic) can use these exit routines.

You can code these ETO exit routines with a wide range of processing logic for any of the following
purposes:

Enforcing naming conventions

Selecting user queues
« Overriding terminal characteristics, such as screen size
- Enhancing security by limiting access to IMS terminals

Overriding security by allowing signon without using a security product, such as RACF
« Selecting operational parameters, such as timeout values

Related reference
Transaction Manager exit routines (Exit Routines)

Starting ETO

To include ETO in your IMS system, specify ETO=Y in the IMS or DCC startup procedure.

About this task

The default for the ETO= keyword in the startup procedures is ETO=N. If ETO=N remains specified, IMS
rejects requests to establish sessions for undefined terminals. Messages that are destined for nonexistent
qgueues are refused, and IMS issues message DFS064 or an Al status code.
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When IMS initializes, it calls the Initialization exit routine (DFSINTXO0). You can code this exit routine to
disable ETO, or to create and load data that you want ETO to use. IMS maintains a pointer to this data and
passes this pointer to the ETO exit routines as an input parameter. IMS passes this pointer to non-ETO
exit routines through the SCDINTXP field in the system contents directory (SCD).

When you enable ETO, IMS validates each ETO descriptor:

- If a descriptor is coded incorrectly, IMS ignores it and issues message DFS3640W to the MTO.

« If IMS detects an invalid parameter within a valid descriptor, IMS substitutes the default parameter, and
processing continues with message DFS3641W.

« If IMSis unable to read all the descriptors (for example, because of read errors), IMS abends with
abend U0015. IMS does not abend if it finds one valid logon descriptor and one valid user descriptor.

« IMS does not start a system whose descriptor information is incomplete.

Descriptors, exit routines, and the MFS device characteristics table can be added, deleted, or updated
before IMS initialization time. However, if a control block for a session exists across restart, a change in
the descriptor that built the control block does not take effect until after the control block is deleted.

For example, 3600/Finance, SLU-P, and ISC sessions can warm start with control blocks created from an
original descriptor, even when that descriptor is changed or deleted after the control blocks were created.

Logging onto ETO terminals

You can log on to your terminal in three ways.

About this task

You can use:

« The IMS /OPNDST command, and optionally include signon data.

« The SNA commands INITSELF, INITOTHER, or USS LOGON, and optionally include user data for
signon.

« ETO autologon, which includes user data based on user descriptors or exit routines. The user data is
then passed to signon.

If you specify ETO=Y, you can establish sessions with ETO terminals, but only if each of the following is
true:

« An available logon descriptor provides sufficient information to create the control blocks necessary to
accept the session request.

« In addition to the required logon descriptor, a 3270 or SLU-2 terminal requires an entry in the MFS
device characteristics table that matches its screen-size and features. However, IMS does not search
the MFS device characteristics table if the 3270 or SLU-2 terminal is identified as model 1 or 2.

« If the screen-size control byte is X'7F' in the PSERVIC field of the VTAM MODEENT macro, IMS searches
the MFS device characteristics table using the alternate screen-size. If no match is found, IMS searches
the MFS device characteristics table using the default screen-size. If you specify both sizes, and you
want to use the default screen-size, the Logon exit routine (DFSLGNXO0) must specify the default screen-
size as an override.

« If the user cannot specify the logon descriptor in the user data, you must use the Logon exit routine
(DFSLGNXO) or let IMS choose the default logon descriptor based on the terminal type.
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Limiting dynamic logon to specific terminal types

If you want to limit dynamic logon to specific terminal types, delete the default logon descriptor for those
terminal types you do not want to logon dynamically.

About this task

You can also reject the default logon for specific terminal types by using the Logon exit routine
(DFSLGNXO0). Dynamic logon for these terminal types fails.

Related concepts

“Criteria for selecting a default logon descriptor” on page 86
IMS provides a default logon descriptor for each VTAM terminal type. The logon descriptor name is based
on the LU type and TS profile.

Creating and reusing LTERM control blocks

A user structure containing an LTERM can be created in a number of different ways.
A user structure containing an LTERM is created:

« When the user signs on, and the user structure does not currently exist

« When an asynchronous message is created for an LTERM, and the LTERM does not currently exist
« When you use the /ASSIGN command to assign an LTERM to a non-existent user.

« The /ASSIGN command is used to assign a non-existent LTERM to a user.

« The /CHANGE USER user AUTOLOGON command is directed to a non-existent user.

The user structure is allocated to a terminal after successful signon.

Using default CINIT or BIND user data formats

Each request for session initiation can include VTAM CINIT or BIND user data to provide logon descriptor
or signon data. Your installation can provide a logon exit routine to process this data.

About this task

IMS can receive optional user data when you establish a session using one of the following methods: 8
« Using an IMS /OPNDST command

 Using autologon

« The RTO provides a user logon

You can expand the user data formats to meet your own requirements. You can either supply the logon
descriptor name in your logon exit routine by using user data, or you can create the logon descriptor name
by using an IMS algorithm.

The user data appears in the CINIT user data field, and it is available to IMS when the VTAM Logon

exit routine is scheduled. One optional parameter, the logon descriptor name, applies to the IMS logon
process. The remaining parameters apply to the IMS signon process and, optionally, to RACF. During
either process, IMS does minimum processing on the CINIT user data parameters before first calling the
optional installation Logon exit routine (DFSLGNXO0), and later calling the Signon exit routine (DFSSGNXO0).

Although the Logon and Signon exit routines can translate any installation-defined user data format, IMS
has defined a default user data format that:

« The installation can expand.

« IMS can process in the absence of exit routines. This format is the logon descriptor name followed by
signon data in the same format as the IMS /SIGN command.

8 ETO ISC terminals do not have optional data available.
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Restriction: For warm session initiation of an STSN device, the user data must be the same as in the
original logon.

Related reference

IMS control region exit routines (Exit Routines)

/SIGN command (Commands)

Format for CINIT user data parameters (System Programming APIs)

Signing on and queue LTERM allocation

Signing on to an ETO terminal identifies a user to IMS, creates a user structure, and connects this user
structure to the terminal structure.

About this task

Users at VTAM terminals can sign on by:

« Issuing the /SIGN command.
« Signing on at the DFS3649 message screen.
« Providing user data with the session initiation request.

Users that establish a dynamic VTAM session with IMS must enter valid signon data before LTERMs are
allocated to the session. You can require that the signon data be validated by a security product, such as
RACF.

Providing signon data

Users can enter signon data by using one of several methods.

About this task
The methods that users can use to enter signon data include:

« Using the /SIGN command
« Including the signon data with the logon user data
« Coding the Logon exit routine (DFSLGNXO)

Providing sighon data for ISC, SLU-P, Finance, and output-only devices
For dynamic ISC, SLU-P, Finance, and output-only devices, you must provide user signon data at session
initiation.
About this task

IMS validates the signon data and allocates LTERMs to the terminals, based on:

User descriptors in IMS.PROCLIB
Applicable LTERM and user option defaults
Signon exit routine (DFSSGNXO0) output

Restriction: A user cannot enter signon data from an output-only device during logon or when using the /
SIGN command. For a dynamic output-only terminal, users must enter signon data at session initiation.

If a user forgets to include signon data during session initiation for an output-only device, IMS issues
message DFS2085I (with return code 264) to the MTO. If sighon data is omitted for dynamic ISC, SLU-P,
or Finance terminals, IMS issues messages DFS36451 and DFS36721.
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Signing on multiple times

Users can concurrently sign on to one or more terminals. These terminals can be a combination of both
static and dynamic terminals.

About this task

For both static and dynamic VTAM terminals, you must specify the EXEC parameter, SGN=M (multiple
signons enabled).

For dynamic terminals, the name of the user structure that represents the user to IMS must be unique.
You can use one of four methods to make the user structure unique:

« Use the Signon exit routine (DFSSGNXO0) to return a 1- to 3-byte suffix to the user ID. The total length of
the user ID plus the suffix cannot exceed eight characters.

Recommendation: Use a naming convention that ensures unique user IDs. For example, you can create
suffixed user IDs using the Signon exit routine (DFSSGNXO0), and check the uniqueness of these user IDs
by using IMS Callable Services.

Recommendation: If you are operating in a sysplex environment, create a naming convention that
ensures unique user IDs across the IMSplex by creating a suffix from the following;:

— As the first part of the suffix, the Signon exit routine can attach the unique part of the IMS system
identifier, which is specified on the IMSID parameter, to the user ID.

— As the second part of the suffix, use IMS Callable Services to choose an available value for the user
on that IMS system.

Example: A user with a user ID of USER signs on to IMSA. A unique suffix of Al is created through this
two-step process:

1. The Signon exit routine appends the A from IMSA to the user ID.

2. The Signon exit routine invokes IMS Callable Services. The exit routine then appends a 1,
representing the first user named USER to sign on to IMSA.

In this example, user IDs must be less than six characters in length.
« Use the Signon exit routine to specify that the user structure name is the same as the node name.
 Use the Signon exit routine to specify a name that is unrelated to the user ID or the node name.

« Specify a user descriptor name that is the same as the node name, causing the name of the user
structure to be the same as the node name. You can do this by using one of the following methods:

— Enter signon data that contains the user descriptor name.
— Use the Signon exit routine to specify the node user descriptor.
— Specify no user descriptor and let IMS use the node user descriptor by default.

Unless you specify SGN=M to enable multiple signons, the user ID for a dynamic user must be unique.
If the user ID is used as the user-structure name, it must be unique, regardless of whether you specify
SGN=M. If the user ID is not used as the user-structure name (for example, by using the Signon exit
routine), you must specify SGN=M for multiple signons.

Recommendation: Assigning a single name to an IMS user is useful in determining output status. If you
use multiple names for individual users (for example, when the Signon exit routine assigns them), you
must provide a means to determine the user names that are created by signons.

Restriction: You cannot use the same name for a dynamic LTERM and a static LTERM that is defined
during system definition.

Related reference

Signon exit routine (DFSSGNXO0) (Exit Routines)

IMS callable services (Exit Routines)
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Receiving DFS3649A, the signon required message
The ETO user must sign on before a session can enter transactions or commands.

The user can enter the /RCLSDST command only before signing on. IMS issues message DFS3649A
(indicating that a /SIGN command is required) in each of the following situations:

 After a signon failure

« After a signoff

- After alogon in which no user data is entered

Any terminal user can then issue a /SIGN ON command to begin the next session.
You do not receive the DFS3649A message in any of the following situations:

« Signon data is included in the VTAM CINIT or BIND.

« The session is an ISC, SLU-P, Finance, or 3270 printer session.

« The terminal is a SLU-1 terminal running in unattended mode.

The terminal is the subject of an autologon attempt.

Related reference

/SIGN command (Commands)
Related information

DFS3649A (Messages and Codes)

Receiving DFS3650I, the session status message

After a user successfully signs on (or if signon is not required), IMS issues message DFS36501, indicating
the status of the session with IMS.

Exceptions: In the following situations, IMS does not send message DFS36501:

« When SLU-1 terminals run in unattended mode.
« When you specify the NOTERM option on the user descriptor.

Message DFS36501 provides information on session status, such as:

« Whether the user is in conversation mode
« Whether user output security exists for the terminal

Related information
DFS3650I (Messages and Codes)

ETO terminal-LTERM relationship

The system programmer is responsible for the relationship between a terminal that is in session with IMS
and a particular user's LTERMs.

For a single-component terminal (such as a SLU 2), IMS creates a single default LTERM name that is the
same as the user ID that was supplied during signon. Using an exit routine or a user descriptor, you can
give the LTERM a different name.

For a multi-component terminal (such as a SLU P), you need to ensure that sufficient LTERMs are created
in order to use that terminal. You can use exit routines, installation-created descriptors, or node user
descriptors to ensure that a sufficient number of LTERMs is created. Otherwise, IMS creates a single
LTERM that is allocated to the first component of the terminal. Regarding node user descriptors, the user
needs to use the node user descriptor to establish the correct relationship between the LTERM and the
node, either explicitly or in the Signon exit routine (DFSSGNXO).

It is possible for an application program to associate a specific LTERM name with a specific terminal. The
system programmer must ensure that names of alternate PCBs are consistent with LTERM names defined
in:
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User descriptors

Signon exit routine

Insert exit routine

Recovery requirements for ISC, SLU-P, and Finance sessions

How IMS determines which queues to allocate
IMS uses the following method to determine which LTERMs to allocate.

1. If the user control blocks already exist within IMS, these control blocks are reallocated, and the Signon
exit routine is called, if appropriate.

2. If the control blocks do not exist and a user descriptor is specified at signon, IMS looks for the
specified descriptor.

« If the descriptor specified is not the user ID, node name, or DFSUSER descriptor, IMS sends error
message DFS3649A (with return code 148).

« If the descriptor specified is a valid user descriptor for the user that is signing on, IMS builds a table
of available descriptors and calls the Signon exit routine, if appropriate.

« If the Signon exit routine exists and RC=0, IMS continues normal signon processing. If the return
code does not equal O, the signon is rejected.

3. If no user descriptor is specified at signon and no user descriptor is specified in the Signon exit routine,
IMS chooses a valid descriptor from the following (in order):

a. UserID
b. Node name
c. DFSUSER

Related reference
Signon exit routine (DFSSGNXO0) (Exit Routines)

Setting special processing modes

After user signon, you can set the following processing modes by using IMS commands.

About this task
Exclusive mode
JEXCLUSIVE command

Preset destination mode
/SET command
MFS test mode
J/TEST MFS command
Test mode
J/TEST command

These special processing modes, except for the test mode and the preset destination mode, are retained
for the user after signing off and are reestablished with the next terminal on which the user signs on.

When you issue the following commands, IMS creates the required control blocks for a terminal or user, or
it maintains a user's status:

J/EXC USER
Places a user structure in exclusive mode.

/STOP NODE or /STOP USER
Stops a node or user structure.
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/TEST MFS USER
Places a user structure in MFSTEST mode. When a user signs on, IMS places the terminal in MFSTEST
mode, if the terminal supports MFS.

/TRACE NODE
Traces a logged-on node.

Control blocks are not immediately deleted when special status is removed. They are deleted at the next
checkpoint if they meet all deletion requirements. If an outstanding status exists, they are not eligible for
deletion.

To reset terminal status and make the control blocks eligible for deletion at the next simple checkpoint,
use the following commands:

/END
Clears exclusive and test modes.

/RESET
Removes the preset destination.

/RSTART
Starts stopped resources.

/START
Starts stopped resources. For other status reset by the/START command, see IMS Version 15.4
Commands, Volume 2: IMS Commands N-V.

/TRACE
Sets trace off.

Use the preceding set of commands if the control blocks exist solely for status retention.
You can use the Signoff exit routine, DFSSGFXO0, to reset these states.

Related concepts

“Improving performance by deleting ETO control blocks” on page 108
With ETO, IMS can dynamically delete control blocks. Dynamically deleting control blocks reduces storage
usage and can improve performance.

Printers with ETO

Two methods of implementing printer support exist in an ETO environment: direct printing and associated
printing.

How you implement these two methods depends on how your application programs identify printer
LTERM names.

Direct printing

Direct printing is a printing technique by which application programs insert messages to the VTAM LU
name.

The dynamic LTERM and the user and terminal resources are all named after the VTAM LU name. Many
application programs can queue data to the same printer LTERM, but this can create data interleaving
problems.

Associated printing

Associated printing is a technique for directing application program printer output to a specific printer
node name.

For associated printing, application programs insert messages to the queue that is associated with the
screen-user queue name. User printing requests cause application programs to queue data to different
printer LTERMs. This avoids data interleaving problems.
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Printer signoff and signon are required to change the user queue. Overhead can be high if the printer has
many users.

Associated printers are logged on automatically when their LTERMs have queued messages, usually
during an IMS restart or during the creation of an LTERM.

Recommendation: Carefully plan how your printers are to be shared among application programs.

By implementing exit routines and application programs, the terminal operator can provide the
destination during logon or signon.

Identifying printer node names

You can identify printer node names in one of two ways.

About this task

The ways that you can identify printer node names include:

Procedure

« As logon user data, you can include one or more printer node names when a user establishes a
session.

= Your installation can modify the MFS format for the DFS3649A greeting message in order to allow the
user to supply the printer node names at signon time. During the signon, however, the Signon exit
routine must be able to detect the printer node names as user data.

Coding the Signon exit routine for associated printing
To use associated printing, code the Signon exit routine (DFSSGNXO0).

About this task
Code the Signon exit routine to do each of the following steps:

« Identify the printer LU name and user name for each screen user.
- Determine printer node names from the input user data.
« Name user-related LTERM structures to service the selected printers.

« Enable application programs to determine (using the user ID) the queues associated with a particular
user so that the programs can insert to the correct message queue (alternate PCB).

« Pass the printer node names to IMS as associated print parameters.

« Determine the user name that is allocated to each printer when users supply printer node names. You
can use either an algorithm or a table to make this determination. The exit routine should pass these
user names to IMS, which then creates the necessary user control blocks.

A unique name should exist for the user ID that is signed on and for each printer-related user that is
required.

Example: To indicate the name of a user's printer identification, add a "P" to the end of the user ID. If
the user ID is AAA, the name of this user's printer identification is AAAP.

« Specify one value for each of up to four printers (the number of simple checkpoints before the user
structure is deleted).

The application program can use the same method as the Signon exit routine in order to determine
the printer LTERM name from the input terminal user ID and queue output data as required through an
alternate PCB. When output data is queued, IMS allocates the user structure to the correct printer and
delivers the output.

After associated printer LTERMs are allocated and then emptied, the queues are deallocated from the
terminal.

100 IMS: Communications and Connections



Related reference
Signon exit routine (DFSSGNXO0) (Exit Routines)

Defining your printers
Printers are usually output-only devices; however, they can be implemented so that they send input.

You need to decide whether to have single-user or multiple-user structures share the same printer. If your
application programs are sensitive to queue names, you might be limited to one or the other approach.

Single-user structure

Using a single-user structure that represents a printer is the simplest method for defining a printer. In
this case, messages sent to the printer are printed in the sequence in which they originate. Interleaving
of output can occur. Multi-segment messages always have all segments printed in contiguous sequence.
Multiple messages might behave differently, depending on their method of origination.

Multiple-user structures

Multiple users are supported for printers. All messages for a single user are printed, and the next

user is selected for printing only when the current user has no more output. Although interleaving of
messages for the same user occurs as it does for single-user structures, the switching of users can
also be equivalent to message interleaving from an application standpoint. Application and operational
awareness of the way printers are shared is important.

The challenges of sharing printers are not unique to dynamic terminals, and in fact are the same as for
static terminals.

IMS prints a separator page whenever the next message to be printed is from a different user. You can
control the contents of this separator page by using an exit routine to change its content; however, this
page is always printed, even if blank. Messages from the same user are not separated by a separator
page. Using the NOTERM option can prevent the DFS3650 separator message from being used.

Sharing printers using ETO
Several users can share printers by using the same output terminal.
Two methods exist for using the same output terminal.

« Users can define a single-user descriptor that contains all the LTERM names that are used to deliver
data to an output device (node).

« Users can define autologon parameters for a node.

Before deciding which of these methods to use, ask these questions:

« Are the LU-to-LTERM relationships generally unchanging?

- Isinterleaving at the message level acceptable?

- Is delaying one user's output acceptable while another user's output is being printed?

« Is continuous autosignoff and autologon processing overhead too excessive for a particular terminal
because of the minimal message delivery rate of each LU user?

The answers to these questions can help to determine your method of implementation:

- If the answer to all of the questions is "yes", consider creating a single multi-LTERM user for the printer.
- If any of the answers is "no", consider dynamic allocation of multiple-user LTERMs, using autologon.
« You can implement a combination of these two options.
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Operator commands

This topic describes using the /OPNDST and /ASSIGN commands as they are used with ETO.

/OPNDST

The VTAM mode table that is used when the terminal first logs on determines the device characteristics.
However, if the first reference to a terminal is through an /OPNDST command, the MODETABLE operand of
that command determines the device type.

Omitting the MODETABLE operand on the command causes it to default, which might not be desirable.
After the terminal is in session with IMS, the rules for block deletion apply. The device type remains
set until the block is deleted; if the terminal is closed and then reopened, IMS uses the existing block,
if available. If a block is deleted, that block is rebuilt during the next terminal logon. As a result, the /
OPNDST command can have different results, depending on two things:

« Whether the block is still available (and has not been deleted).
« Whether the exit routine or descriptor has been changed since the previous initialization.

/ASSIGN
You can use the /ASSIGN command to move queues from one terminal to another. You cannot use it to
reassign a static terminal to a dynamic (ETO) terminal, or to assign a dynamic terminal to a static terminal.

Related reference
J/ASSIGN command (Commands)
JOPNDST command (Commands)

System definition parameters for ETO

This topic describes the system definition parameters you can use with ETO.

Setting DEADQ status time with the DLQT parameter

User control block structures are normally created in several situations.

About this task

The situations in which user control block structures are created include:
« When a terminal is logged on and a user signs on.
« When the AO exit routine (DFSAEQUO) inserts a message to an LTERM or transaction.

« When an asynchronous transaction output message is sent, or a terminal message switch or /
BROADCAST LTERM command is issued.

Messages might be sent to destinations that are unknown, no longer valid, or nonexistent. IMS sets a
status of dead-letter queue (DEADQ) when an ETO user control block structure or its associated message
gueues have not been accessed within the time limit that is set by the DLQT execution parameter. (For
DLQT, although valid values are 1-365 days, a value of 1 is not usually recommended. It can result in
many premature and misleading DEADQ status settings during the first checkpoint.) The DEADQ status
can be set regardless of whether messages have been queued for the user or whether the user is still
allocated to a terminal. The DEADQ status is set during IMS checkpoints, and the MTO is notified with
message DFS3643.

If the user has messages queued, remove the DEADQ status by signing on the user or by issuing the /
DEQUEUE or /ASSIGN command.

User control block structures without queued messages can result in a DEADQ status. User control blocks
are not deleted if a special status is pending. The status might have been set during the prior signon (such
as response or conversation mode) or as a result of a command (such as /STOP or /EXCLUSIVE). If the
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control block remains unused for longer than the time specified for the DLQT execution parameter, IMS
assigns the control block a DEADQ status, and the MTO is notified with message DFS3643.

If the user control block has DEADQ status, the status is removed when the user signs on or during the
next checkpoint after all messages are dequeued and recoverable status conditions are removed using
appropriate commands. In the latter case, the control blocks for the user and associated message queues
are also deleted.

User control block structures that have DEADQ status might or might not be allocated to a terminal. In
the case of LU type—6, SLU-P, and Finance terminals, the user structure can be allocated to the terminal
with no active session. Logoff or other session termination can leave these terminals pending message
recovery (SNA STSN). The user remains allocated to the terminal, and messages might or might not be
qgueued. (This combination is not possible for other VTAM terminal types, because a deallocation of the
terminal and user ID is forced at logoff and signoff.)

If the user control block structure is allocated to an LU type—6, SLU-P, or Finance terminal, remove
the DEADQ status by logging on and signing on the user, or by using the /DEQUEUE command. For LU
type—6 (ISC) terminals use the /DEQUEUE command, or force the LU type—6 session to cold start. A
forced-session cold start isa /STO NODE, /ASSIGN (USER TO VTAMPOOL), /STA NODE sequence
that is valid only for LU 6. Forced cold start is not possible for SLU-P or Finance terminals. Clearing the
allocation of an ETO user to a SLU-P or Finance terminal requires an IMS cold start.

In a shared-queues environment, you can use the /DISPLAY QCNT MSGAGE command to find the age of
a queue.

Autosignoff (ASOT)

Autosignoff deallocates users from an idle session. If no activity occurs on a session within an allotted
time, users are automatically signed off and must sign on again in order to use the session.

About this task

The system programmer sets the autosignoff time using the ASOT parameter in the DFSPByyy member.
The time value on the ASOT EXEC parameter does not apply to 3600, SLU P, or ISC devices.

If more than one allotted time value exists, IMS uses the following criteria to determine which allotted
time value to use:

« If the valid ASOT value is specified in the user descriptor, this allotted time value is used.

- If the user descriptor does not specify an allotted time value, the allotted time value from the logon
descriptor is used.

- If the logon descriptor does not specify an allotted time value, the time value from the DFSPByyy
member is used.

- If the DFSPByyy member does not specify an allotted time value, the default value of 1440 is used.
« If the value on the DFSPByyy member is not valid, the default value of 10 is used.

The Logon exit routine (DFSLGNXO) can override the ASOT and ALOT values during logon. The Signon exit
routine (DFSSGNXO0) can override the ASOT value during signon, even when the control block structure
exists.

The values for the allotted time specified on the ASOT parameter in the DFSPByyy member are:
« ASOT = 0

— The user is signed-off immediately when no output is available to be sent. This specification is
normally used with Autologon terminals for signoff immediately when:

- No IMS input or output message is available
- After the last available output message completes
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— This specification is not recommended for interactive terminals such as 3270 or SLU2 terminals.
These terminals sessions normally return a PA key to continue following signon. Idle time results in
immediate signoff, not waiting for terminal input.

The value on the DFSPByyy member is not used for these device types.
« ASOT = (10 - 1439)
The user is signed off after the allotted number of minutes has elapsed without terminal activity.
-« ASOT = 1440

The user is never automatically signed off. This is equivalent to not having autosignoff. The system
default value for SLU-P, 3600/Finance, and ISC terminals is 1440.

After autosignoff completes, IMS attempts to locate a user that has the same node name that is waiting
for autologon. If IMS finds another user with output waiting, the user is allocated to the terminal, and the
queues are drained.

Autologoff (ALOT)

Autologoff can terminate a session with IMS for a terminal that has been signed off for an allotted period.
After an allotted time, the terminal is automatically logged off.

About this task

The system programmer sets this time on any of the following:

« On the ALOT (auto logoff time) parameter in the DFSPByyy member
- On the logon descriptor that is used to create the session control blocks
« On the EXEC parameter at initialization

If more than one allotted time value exists, the following criteria are used to determine which allotted
time value to use:

- If the ALOT value is specified on the logon descriptor, this allotted time value is used.

- If the logon descriptor does not specify a valid allotted time value, the time value specified in the
DFSPByyy member is used.

- If the DFSPByyy member does not specify an allotted time value, the default value of 1440 is used.

« If the value on the DFSPByyy member is not valid, the default value of 10 is used.

You can specify ALOT=1440 on the logon descriptor for a 3600/Finance, SLU-P, or ISC terminal in order
to specify that no autologoff is desired. The system default value for these devices is 1440. Logon
descriptors created for ISC terminals should have ALOT=1440 specified to show that autologoff should
not occur. The Logon exit routine (DFSLGNXO0) can override the ALOT value during logon, even when the
control block structure exists.

The values for the allotted time specified on the ALOT parameter in the DFSPByyy member are:

ALOT=0
The terminal is logged-off immediately when no signon is in effect. This specification is normally
used in terminal sessions when the user is signed-on automatically during the logon process. During
autologon, signon data can be provided in one of the following ways:

« Signon data supplied by the IMS /OPNDST command
« Signon data supplied by logon user data (BIND)
« Signon data supplied by logon exit (DFSLGNXO0)

There are two modes of operation for using ALOT=0, either of which can be set using the DFSINTXO
User Initialization Exit parameter list.

In default mode, when signon errors are encountered, the session is automatically sighed off and then
logged off; no message is sent. If you do not supply the DFSINTXO exit, or you supply the exit and
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indicate default mode for ALOT=0, then signon data must be supplied during the logon process. All of
the following error conditions result in automatic logoff:

1. A non-signon, or errors detected during signon or input processing, result in immediate logoff.

2. /SIGNOFF results in immediate logoff.

3. /SIGNON signs off the current user and signs on a new user. However, errors encountered during
the signon process, such as detection of an incorrect or expired password, result in immediate
logoff.

Restriction: Default mode should not be used for interactive terminal sessions that require a
response to the DFS3649 message; these sessions will not wait for input signon and will logoff
immediately.

In alternate mode, when signon errors are encountered, the session is automatically signed off, a
message is sent and the session is logged off. Signon data can be supplied but is not required. All of
the following error conditions result in automatic logoff:

1. A non-signon error detected during input processing results in immediate logoff.

2. No signon data has been provided by the logon serrated (BIND) or the Logon Exit (DFSLGNXO).

3. A /SIGNOFF, or errors resulting from a /SIGNON, cause message DFS3649(A) (Signon Required)
to be sent, and a fixed ten-minute timer set to wait for a new signon. If no signon occurs during
that interval, then the session is logged off.

ALOT = (10 - 1439)
The session is terminated after the allotted number of minutes has elapsed without a signed-on user.

ALOT = 1440
The session is never automatically terminated. This is equivalent to not having autologoff.

Autosignoff and autologoff timer

The VTAM I/0 Timeout Facility (if active) detects users or sessions that should be automatically
terminated.

A timer pops at intervals of one minute if the VTAM I/0 Timeout Facility is active, or five minutes if the
Timeout Facility is not active. The timer starts a routine that determines which resources are due for
autosignoff or autologoff. The specified timeout value is the minimum value for which a user or session
is automatically terminated. Termination actually occurs the next time the timer pops after the specified
timeout value.

Autologon

Instead of using the SHARE option on the TERMINAL macro to request that IMS automatically initiate a
terminal session when output is available, ETO offers autologon support for ETO terminals and users. You
specify autologon parameters when defining the user to IMS.

About this task

Definition: Autologon allows IMS to log on and sign on your terminal automatically. If you specify the
autologon option for a user, the queuing of data to any of the user queues causes IMS to establish a
session. You can specify autologon using:

« AUTLGN= parameter on the user descriptor

« Destination Creation exit routine (DFSINSX0)

« Signon exit routine (DFSSGNXO) for associated printers
« /CHANGE command with the AUTOLOGON keyword

Autologon includes both automatic logon and automatic signon. At restart, IMS attempts to start sessions
with those terminals that are defined with autologon and that have queued data waiting. After the
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session is established, IMS automatically signs on the terminal. If a queue of waiting users exists and the
allocated queues are drained, the autologon user is signed off, regardless of an existing ASOT value.

IMS manages a serial queue of waiting users if more than one user is contending for the same autologon
terminal. After the autologon user is signed off, the next autologon user for the same terminal is
automatically signed on. When all autologon users have signed off, the terminal is free to begin its ALOT
cycle in order to terminate the session.

Autologon replaces the TERMINAL macro OPTIONS=SHARE for static terminals. OPTIONS=NOASR (no
automatic session restart) on the logon descriptor is ignored for autologon printers. IMS always assumes
OPTIONS=ASR for autologon printers.

Autologon is normally specified for output-only terminals. Autologon and occasional users generally do
not share the same terminal session, but sharing terminal sessions is possible for interactive terminals.
Interactive users on terminals that are subject to autologon must supply user signon data with the
session initiation request (logon) in order to avoid contention with autologon output. Occasional terminal
users can use autologon in order to have output delivered to default terminals when the output becomes
available after signoff. If a terminal is stopped, the /START NODE command does not start a session.
The /OPNDST NODE USER command can be used to restart the session.

Assigning output

The following topics discuss managing asynchronous output and output destinations.

Asynchronous output
Asynchronous output can easily be sent to an invalid destination by a simple typographical error.

This is because ETO provides IMS the flexibility to create user structures for any authorized user that is
signed on. IMS automatically creates user structures for message switches and for the application insert
call (ISRT) process when the LTERM cannot be found.

With ETO, all destinations are valid unless they are rejected by exit routines. Therefore, you can
mistakenly create queues for users if you make typographical errors when entering any of the following:

Alternate PCBs

Message switches
/BROADCAST commands
MSC output

The LTERMs used in the previous situations are known as dead-letter queues. IMS provides commands for
the MTO to monitor these queues and dispose of them.

The two types of asynchronous output destinations are valid and invalid.

A valid destination is one intended to receive output. An invalid destination is one that is not intended to
receive output (for example, a misspelled destination).

Asynchronous output to a valid destination

You can send asynchronous output (such as inserts, broadcasts, and message switches) only after
enabling ETO and defining a valid ETO descriptor and a valid destination LTERM name.

About this task
ETO is enabled by specifying ETO=Y in the IMS or DCC startup procedure.
The ETO descriptor is used for creating a user structure.

If control blocks exist for a previously created user structure and LTERM, the control blocks are reused.
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Asynchronous output to an invalid destination

IMS refers to data that cannot be delivered as "dead letter".

About this task
Data cannot be delivered in each of the following situations:

« No autologon destination is available for queued output.
« The user ID to which the data is associated is not a valid user ID.
- The user signon is always rejected by an installation Signon exit routine.

« Aninvalid destination is specified on the input or output message (for example, resulting from a typing
error).

You can specify a DLQT value on the EXEC parameter at initialization in order to automatically notify the
MTO when LTERM queues exceed this value and have not dequeued data or removed the status. You can
use each of the following commands against dead-letter queues:

« Use the /DISPLAY USER DEADQ or /DISPLAY STATUS USER command to identify users whose
LTERM queues are older than the dead-letter-queue time (DLQT), and who have not dequeued data or
removed the status.

« Use the /ASSIGN command to reassign dead-letter queues to other dynamic users so they can review
queued data.

« Use the /DEQUEUE command to purge data on the dead-letter queues.

In a shared-queues environment, you can use the /DISPLAY QCNT MSGAGE command to determine the
messages that are considered to be dead-letter queues.

Related reference
IMS commands (Commands)

Delivering output messages to non-originating terminals
IMS sends your output to the terminal at which you are signed on.

Using ETO, you can receive your output messages at a different terminal than the one from which
you entered the input. However, the input and output messages are formatted subject to the MFS
specifications defined for both the terminal and messages, as follows:

« MFS formatting is mandatory for 3270R (non-SNA) and SLU-2 terminals, except when you use MFS
bypass. MFS formatting is optional for all other VTAM terminals. Use MFS on a message-by-message
basis, based on MID and MOD control block availability. MFS paging support is not available for SLU-1
or NTO terminals.

 You must define MID and MOD control blocks by using device statements that generate appropriate DIF
and DOF control blocks. This allows you to map the message to and from a specific terminal type at
the time that the message is sent to or received from the terminal. Default mapping occurs when the
appropriate MFS blocks are not available. IMS issues error message DFS057 when the format blocks
cannot be found.

If you plan to deliver output messages to non-originating terminals, you must develop or expand MFS
formats, procedures, and restrictions. This allows users to move freely between terminals.

Inadvertent output data streams

Using ETO, dynamic terminal users can move freely between terminals; limited only by installation
constraints. It is possible to erroneously send terminal-specific data to the wrong terminal type by
mistyping the IMS /ASSIGN command.

When data is sent to the wrong terminal, the data, when delivered, has errors or is not recognizable. Be
sure to create MFS definitions for all terminal types for which users can log on.
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Signhing off

Signing off of an ETO terminal ends the identification of a user to IMS, and in most cases disconnects the
user structure from the terminal structure and deletes the user structure.

When a user signs off from an ETO VTAM terminal, IMS calls the Signoff exit routine (DFSSGFXO0).

Recommendation: If you have provided a Signon exit routine (DFSSGNXO0) that maintains system
information, provide a Signoff exit routine (DFSSGFXO0) also, to complement that processing.

Logging off

When a user logs off from a VTAM terminal when ETO is used, IMS calls the Logoff exit routine
(DFSLGFXO0).

Recommendation: If you have provided a Logon exit routine (DFSLGNXO0) that maintains system
information, provide a Logoff exit routine (DFSLGFXO0) also, to complement that processing. Ensure that
the Logoff exit routine handles all non-MSC and non-LU 6.2 terminals with which IMS communicates.

Using the Logoff exit routine, you might want to maintain a count of the terminals that are logged on.

Improving performance by deleting ETO control blocks

With ETO, IMS can dynamically delete control blocks. Dynamically deleting control blocks reduces storage
usage and can improve performance.

If special terminal processing options (TRACE and STOPPED) are reset, IMS deletes session control
blocks if one of the following occurs:

« No user is signed on, and a checkpoint occurs.

« The session is terminated normally or abnormally by either an MTO command or by an autologoff
timeout.

If the node is a 3600/Finance or SLU P terminal, message resynchronization is necessary. The control
blocks are not deleted following warm-session termination, but will be deleted following a /CHANGE
NODE COLDSESS command. For ISC terminals, the control blocks are deleted after a cold-session
termination. The control blocks remain, however, after an ISC warm-session termination.

If the user resets special processing options, such as those that exist after issuing a /SET, /TEST MFS,
or /EXCLUSIVE command, and issues the /SIGN OFF command (or is automatically signed off), IMS
deletes the user control blocks if:

« No messages are queued to any LTERMs related to this user.

« The user is not in conversation, Fast Path mode, or full-function response mode.

If the preceding conditions exist, dynamically created user control blocks are deleted. If the preceding
conditions do not exist, the user control blocks can continue to exist until the conditions exist or until an

IMS cold start occurs. After special processing options are reset and if all other criteria for deletion exist,
the control blocks are deleted at the next checkpoint.

Important: User control blocks can be saved across session and IMS restarts by using the /CHANGE or
the /ASSIGN commands with the SAVE keyword. These user control blocks are then retained until the
commands are reentered with the NOSAVE keyword.

For terminals or users in full-function response mode, IMS does not delete user control blocks after a
terminal logoff or a user signoff if both SRMDEF=LOCAL and RCVYRESP=YES, because in this case the
full-function response mode is recoverable.

Note: In an IMSplex, if the status recovery mode is GLOBAL or NONE, the local control blocks are deleted
immediately after logoff or signoff.
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IDCO Trace facility

You can use the IDCO Trace facility to diagnose logon and logoff errors.

About this task

This facility provides information that the IMS message DFS36721 cannot provide. To use the facility,
enter: /TRACE SET ON TABLE IDCO. The facility traces the following events:

« Errors that occur in the IMS VTAM exit routines (within module DFSCNXAO). These errors are also
identified in a DFS36721 message, regardless of whether the IDCO Trace is in effect.

« Errors that occur when attempting to log onto a nonexistent VTAM node (such as entering a /OPNDST
command for a nonexistent terminal). IMS issues associated messages DFS20611 or DFS20621.

« Synchronization anomalies that occur between the time that an IMS VTAM exit routine completes
processing and the time that the request is accepted by normal IMS processing. The result is a X'6701'
log record identified with a VTPO string.

Related reference

/TRACE TABLE command (Commands)

Format of the 6701 log record with VTPO identifier (Diagnosis)

IDCO trace table entries (Diagnosis)

ETO and LU 6.1 (ISC) terminals

For LU 6.1 (ISC) terminals, IMS supports parallel sessions to the same node name. In this case, a
separate structure is built for each session. However, each session and its associated structure operate
independently, as a separate terminal.

ISC supports an SNA-defined user-data area within the BIND. When establishing a session for ISC, each
half-session partner is identified through an appropriate session qualifier that is included as user data
with the logon. These two qualifiers cannot be specified using the DFSLGNXO exit routine. One belongs
to each half session. IMS uses the session qualifier of the current half session as a user structure. This
user structure is used to allocate an associated set of LTERM queues and to automatically provide a RACF
signon, if required. The other half-session qualifier is saved with the IMS user structure. Both qualifiers
are used for session-restart requests and SNA STSN message resynchronization after session failures.

Restriction: The SNA-predefined format for user data does not support some of the parameters and
options of the non-ISC end-user format:

« The RACF password and group name are not supported. IMS supports RACF signon for ISC with
PASSCHK=NO during user structure allocation as part of session initiation.

« The LOGOND and USERD are not supported. IMS uses defaults, unless specified on the Logon and
Signon exit routines.

- When autologon is generated for ISC terminals, the AUTLDESC keyword in the user descriptor is
ignored, and the LOGOND keyword in the user data is omitted.

Related tasks

“Using default CINIT or BIND user data formats” on page 94
Each request for session initiation can include VTAM CINIT or BIND user data to provide logon descriptor
or signon data. Your installation can provide a logon exit routine to process this data.

Related reference
Logon exit routine (DFSLGNXO) (Exit Routines)

ETO and STSN terminals

This topic provides information on administering ETO for STSN terminals.
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SNA STSN terminal considerations

ETO terminals that use the SNA STSN function (Finance, SLU-P, and ISC) must provide a user queue name
during logon, because this queue is used to resolve the sequence number exchange that is part of the IMS
connection process for this type of terminal.

About this task

The ways to provide the user name include:

CINIT data sent by the terminal

« CINIT data provided using a separate terminal host product, such as VTAM unsolicited system services
A user Logon exit routine (DFSLGNXO0), except for ISC

« An IMS command (/OPNDST can specify user name)

 Autologon parameters supplied by user descriptors or by the Destination Creation exit routine

The Logon exit routine is the last opportunity to provide the user name. If no user name is provided for
ETO STSN terminals, the logon is rejected with an error message. This differs slightly from other terminal
types, which allow user signon after the logon has occurred. A signon is required before being able to use
the terminal for IMS activity (transactions or commands), so the difference is only in requiring the signon
data earlier for STSN terminals. The /SIGN command is supported for STSN terminals.

ETO and 3600/Finance and SLUP

You can sign on to static system-defined 3600/Finance and SLU P terminals in one of two ways: using
the /SIGN command or using logon user data.

About this task

You can change the signon identification by using another IMS /SIGN command at any time. LTERMs are
assigned to the terminal during system definition and are not affected by the signon process or by the
SNA STSN message recovery process. The signon simply provides user access and input authorization.

IMS supports 3600/Finance and SLU-P terminals as dynamic terminals. They can use autologon or signon
data with the logon request in order to dynamically allocate user structures. Signon data must be provided
at session initiation for ETO 3600/Finance and SLU-P terminals. Signon data can be supplied in the

Logon exit routine (DFSLGNXO) at the cold start of a session. The LTERMs and user IDs allocated at the
cold start session are retained across sessions and IMS outages because of the VTAM STSN message
resynchronization requirements. This requires that the same user signon data be used for subsequent
warm-start sessions to both reverify the user and to allow message resynchronization.

When dynamic XRF Finance and SLU-P terminals are defined as XRF class—2, automatic re-signon and
logon occur at takeover time.

/SIGN support for ETO STSN devices: ISC, Finance, and SLU P

For ETO STSN devices, user data is required at the time that the session is allocated to create the user
structure.

About this task

After the user structures are created and allocated to the terminal, /SIGN commands are accepted from
ETO STSN terminals.

When you issue the /SIGN command from an ETO STSN terminal, IMS initiates a complete signon process
to create the security profile associated with the session for the new user.

When the user signs off, the user's security profile is deleted, leaving the session without any security.
RACF rejects all access to RACF-protected resources. The DFS3662 message is displayed if the failing
resource is a command. The DFS2469 message is displayed if the failing resource is a transaction. When
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a user signs on to an STSN device, the same user structure allocated during session allocation is used for
the new user. IMS updates the security profile of the session and stores the signon information.

The user ID of a user that is signing on to an ETO Finance, SLU-P, or ISC device with a /SIGN command

is a different name from that of the user structure name. Such users do not require suffixing by the

Signon exit routine (DFSSGNXO) in order to support multiple signons, because the user structure for these
devices was already created during the session initiation.

Restriction: Because the user structure allocated to a Finance, SLU-P, or ISC device cannot be changed,
most of the options available to the Signon exit routine are not supported, and the work areas are not
passed to the Signon exit routine.

The DFS3650 message is displayed after a signon, and the DFS058 message is displayed after signoff.
The user field in the DFS3650 message reflects the user structure's name rather than the RACF user ID.
This is the same as for any other ETO terminal.

Restriction: Issuing the /SIGN command from STSN output-only devices is not allowed.

Related concepts
Specifying IMS execution parameters (System Definition)
Exit routines (Exit Routines)

Conversation mode and response mode with ETO

ETO user structures are distinct from static terminal structures, because terminal status is maintained for
each user rather than for each terminal.

An IMS conversation at a static terminal is distinct from an IMS conversation at a dynamic terminal,
even for the same user name. The conversation at a static terminal can be held, and must be released
(resumed) at the static terminal. It cannot be moved to a dynamic terminal.

With ETO, an IMS conversation can be resumed at the same terminal or another dynamic terminal.
Because the conversation is an attribute of the user structure, it normally follows the user to a different
terminal when the user signs on to IMS. The following of the conversation attribute can be a cause of
confusion, especially if the user is not aware of which terminals are static and which are dynamic. Also, if
an exit routine selects different user structures for signons to different physical terminals, confusion can
occur.

Resume full-function and Fast Path response mode at the same static terminal. For ETO, resume full-
function and Fast Path response mode from the same or another dynamic terminal. This ability to resume
the Fast Path response mode from any dynamic terminal is similar to the situation with conversations
described in the previous paragraph, and the same considerations apply.

Conversation mode

For ETO, conversations are associated with the user—not the terminal that initiates the conversation.
Conversations are also associated with the terminal, but only while the user is signed on. By signing off,
the user can continue a conversation on a different terminal. This flexibility requires the installation to
address output formatting problems.

Users in conversations that are not in response mode can sign off. Regardless of response mode, users in
conversation can be automatically signed off through autosignoff or by using an MTO command. Any form
of signoff leaves the terminal available for the next user. The conversation mode status follows the user
to the next terminal or, with the Resource Manager and global status recovery mode (SRM=GLOBAL), on a
different IMS in the IMSplex.

Response mode

Response mode is defined on the TERMINAL macro for static terminals, on the ETO user descriptor for
dynamic (ETO) users, and on the TRANSACT macro for transactions. Also, response mode is either full
function or Fast Path. You can also use response mode with conversation mode, if you are not running
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Fast Path. Response mode is primarily associated with the user and the transaction, rather than with the
dynamic terminal.

When a user is in response mode, the keyboard or input response is locked until the output reply is
available. During this time, it is not possible to enter input at the terminal. Normal signoff and logoff
commands are not allowed. However, these functions can occur automatically during abnormal session
termination. This can happen in one of three ways:

« VTAM can detect an error and end abnormally (abend).
« The MTO can issue the IMS /CLSDST or /STOP command.
« IMS can autosignoff after the specified autosignoff interval.

Regardless of how signoff occurs, if RCVYRESP=YES or RCVYFP=YES, the response mode is retained for
the user that has been automatically signed off. The user's response mode operation is re-established
with the next terminal on which the user signs onto and remains until the response-mode output reply is
available.

The master terminal operator can reset the Fast Path response mode of an ETO dynamic user before a
response is returned by issuing the /STOP USER and /START USER commands in sequence from the
master terminal. The master terminal operator can also reset the Fast Path input response mode of a
static node by issuing the /STOP NODE, /START NODE commands in sequence from the master terminal.

Related concepts

“Delivering output messages to non-originating terminals” on page 107
IMS sends your output to the terminal at which you are signed on.
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Part 4. External subsystem attach facilities

IMS provides several options for accessing external subsystems from an IMS system.

About this task
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Chapter 6. DB2 Attach Facility

Java message processing programs (JMPs) and Java batch programs (JBPs) in IMS can access Db2 for
z/0S data using the DB2° Resource Recovery Services Attach Facility, referred to here as the DB2 Attach
Facility.

About this task

Each dependent region that is set up for this support builds its own RRSAF thread to access Db2 for

z/OS data. This thread enables the coordination of updates that the application program makes with the
resources of both IMS and Db2 for z/OS resource managers. When IMS JMPs and JBPs use the DB2
Attach Facility to access Db2 for z/OS data, IMS is not the sync point coordinator of updates and commits,
as it is with ESAF. With the DB2 Attach Facility, IMS is a participant, and z/OS Resource Recovery Services
is the sync point coordinator.

Preparing your system to use the DB2 Attach Facility

To prepare your system to use the DB2 Attach Facility, you must perform two tasks.

About this task
To use the DB2 Attach Facility:

Procedure

1. Add the attachment facility definition to the IMS PROCLIB data set.
Use of the DB2 Attach Facility requires that a subsystem member (SSM) be defined in IMS.PROCLIB.
If an SSM member does not already exist in IMS.PROCLIB, you must create one. The SSM contains an
entry for the Db2 for z/OS system with which IMS and the application program communicate. All Java
dependent regions in IMS access a single Db2 for z/OS system.

2. Make the Db2 for z/OS RESLIB available to the IMS JMP and IMS JBP regions.
After defining the attachment facility, you must provide the Java regions in IMS with access to the Db2
for z/OS RESLIB. In the JCL for the JBP and JMP regions types, add the Db2 for z/0S library definition

using the DFSDB2AF DD statement, which points to the Db2 for z/OS libraries that contain modules
used by RRSAF. The Db2 for z/OS libraries must be APF-authorized.

Related concepts
Accessing external subsystem data (System Definition)

Managing how your Java dependent regions access Db2 for z/0S

Java application programs running in IMS dependent regions can access Db2 for z/OS under syncpoint
control of z/OS Resource Recovery Services if a DB2 Attach Facility definition is included when the IMS
control region is started.

The initialization processing of the IMS control region prepares for access to Db2 for z/OS. When Java
dependent regions are subsequently started, application programs in those regions can make direct calls
to both Db2 for z/OS and IMS.

Initialization of the DB2 Attach Facility does not affect the execution of other types of dependent regions.
The DB2 Attach Facility definition can be retained in the IMS.PROCLIB member, even if Java dependent
regions are not used. If a DB2 Attach Facility definition exists in the IMS.PROCLIB member, and the

Db2 for z/OS library is defined in the Java dependent region JCL, all Java dependent regions that start
will build an access thread to Db2 for z/0S. If the DB2 Attach Facility definition exists, but the Java
dependent regions do not require access to Db2 for z/OS, you can prevent access threads from being built
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by stopping access to the Db2 for z/OS system. Use the /STO SUBSYS command, which stays in effect
untila /STA SUBSYS command is subsequently issued.

Related reference
/START SUBSYS command (Commands)
/STOP SUBSYS command (Commands)

116 IMS: Communications and Connections


http://www.ibm.com/support/knowledgecenter/SSEPH2_15.4.0/com.ibm.ims154.doc.cr/imscmds/ims_startsubsys.htm#ims_cr2ssubsys
http://www.ibm.com/support/knowledgecenter/SSEPH2_15.4.0/com.ibm.ims154.doc.cr/imscmds/ims_stopsubsys.htm#ims_cr2stsubsys

Chapter 7. External Subsystem Attach Facility (ESAF)

The External Subsystem Attach Facility enables BMP, IFP, JBP, JMP, and MPP application programs to
access databases managed by other subsystems in addition to DL/I databases.

To enable access to the data resources of an external subsystem (ESS) product from IMS applications,
the ESS must provide functions necessary for it to attach to the IMS subsystem and to, jointly with
IMS, coordinate data access. The IMS Attach Facility presents a programming interface to the external
subsystem product. Certain steps are required to install ESAF, which are described in the following
information. Other IMS publications also contain ESAF information and references are included, where
applicable.

Multiple external subsystems can only be attached by an online IMS system. These subsystems can be
of the same, or of different, product types. The installation defines the external subsystems to IMS. A
given IMS dependent region can have access to all external subsystems defined to the IMS system, to
just a subset, or to none according to installation specifications. An application program executing in

a dependent region can access more than one different subsystem. The installation defines a unique
token for each subsystem, which IMS uses in routing application calls for external resources. Application
program access to more than one subsystem of the same type is supported by IMS, but might not be
supported by the external subsystem.

The facility provides for synchronization of external subsystem data resources with IMS data resources.
For synchronization processing, IMS is the recovery coordinator and is responsible for directing commit or
abort actions on behalf of its application programs. External subsystems are participants in the process
and commit or abort data updates by IMS applications according to direction given by IMS. When
resources are to be committed, IMS polls the participants as to whether or not they are ready to commit
before giving final commit (or abort) direction.

You can also configure a Fast Database Recovery (FDBR) region to recover work on the external
subsystem. When a FDBR region is monitoring an IMS system that fails, it receives information about
indoubt work on the external subsystem from the ESAF indoubt notification exit routine (DFSFIDNO).

For IMS batch, IMS is allowed to attach only to one external subsystem. IMS expects this external
subsystem to be the Recovery Coordinator. This external subsystem has no way of coordinating with
any other external subsystem that IMS attaches to, so IMS is restricted to only one external subsystem
attachment in batch.

The External Subsystem Attach Facility is different from the coordinator controller (CCTL) associated with
DBCTL.

JMP and JBP regions can access control-region-defined Db2 for z/OS subsystems that use the
COORD=RRS parameter in the IMS.PROCLIB member. If this connection method is chosen for the JMP or
JBP region, you must add a DD statement (DFSDB2AF) in the DFSIMP or DFSJBP procedure that points to
the Db2 for z/OS libraries.

This topic contains General-use Programming Interface information.

Related tasks

“DB2 Attach Facility ” on page 115

Java message processing programs (JMPs) and Java batch programs (JBPs) in IMS can access Db2 for
z/0S data using the DB2° Resource Recovery Services Attach Facility, referred to here as the DB2 Attach
Facility.

Accessing Db2 for z/OS databases from JMP or JBP applications (Application Programming)

© Copyright IBM Corp. 1974, 2022 117


http://www.ibm.com/support/knowledgecenter/SSEPH2_15.4.0/com.ibm.ims154.doc.apg/ims_accessingdbfromjmporjbp.htm#ims_accessingdbfromjmporjbp

What the external subsystem must provide

The External Subsystem must provide three things: the External Subsystem Attachment Package (ESAP),
the External Subsystem Module Table (ESMT), and the Resource Translation Table (RTT).

External Subsystem Attachment Package (ESAP)

The IMS Attach Facility uses an exit routine interface. That is, to accomplish external subsystem access
from dependent regions, IMS activates exit routines at certain processing points. These exit routines must
be supplied by the external subsystem. The exit routine functions are prescribed by IMS; the external
subsystem supplies its unique implementation. The exit routines must, in fact, provide the actual linkage
to the external subsystem. IMS is not sensitive to the linkage mechanism used.

IMS loads external subsystem-supplied exit routine modules in the control region and in each dependent
region that can access the external subsystem. The external subsystem can supply additional modules
needed for attach exit routine processing; IMS loads these modules as well. The external subsystem
modules provided for attach processing in the IMS regions make up what IMS calls the External
Subsystem Attachment Package (ESAP).

External subsystem module table (ESMT)

The external subsystem must specify the modules that IMS is to load in an external subsystem module
table (ESMT). The external subsystem creates the module table using macros provided by IMS and makes
it available to the installation. The installation specifies the name of the ESMT to IMS by including it on the
definition of the external subsystem to IMS.

Resource translation table (RTT)

IMS uses a PSB (program specification block) to define the DL/I resources required by an application
program. For an MPP, the PSB name is the same as the application program name; for a BMP or IFP, the
PSB name can be different. The external subsystem can use a name other than the PSB name or the IMS
application program name for the entity it uses to define the external subsystem resources required by
the application program. If the external subsystem uses a different name, the external subsystem can
provide a resource translation table (RTT) to map either PSB names or application program names to its
entity names.

The external subsystem creates the RTT and makes it available to the installation. The installation
specifies the name of the RTT on the definition of the external subsystem to IMS. IMS loads the RTT when
it loads the ESAP.

The external subsystem is responsible for doing the actual mapping. IMS does not access the RTT; it
merely loads the table and makes its address available to the ESAP. IMS does not prescribe the format of
the RTT.

Related concepts

“Creating the external subsystem module table” on page 125

The external subsystem creates the external subsystem module table (ESMT) to supply definitions of the
external subsystem modules that IMS is to load.

How external subsystems are specified to IMS

In an IMS.PROCLIB member, define all external subsystems that are to be accessed by IMS applications.
The EXEC statement of the control region points to this member with the SSM parameter.

About this task
For each external subsystem defined to IMS, specify in the IMS.PROCLIB member:

« The external subsystem type
« The z/OS name of the external subsystem
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« The name of the external subsystem module table (ESMT) that specifies the modules in the external
subsystem attachment package (ESAP)

« The language interface token (LIT) that IMS uses to route application calls to the external subsystem

« The name of a resource translation table (RTT) supplied by the external subsystem, if needed, to
identify the external resources required by IMS application programs

« The command recognition character (CRC) that IMS uses to route operator commands to the external
subsystem

« The region error option (REO) code indicating the action to be taken when application calls to the
external subsystem cannot be processed. When a Resource Translation Table (RTT) is used, the OPTION
value specified in the RTT overrides the REO option in the SSM member.

You must also supply the external subsystem-supplied tables (ESMT and RTT) in the appropriate load
modaule library.

You have the option to supply external subsystem definitions for dependent regions. If the SSM EXEC
parameter is not specified for these types of dependent regions, the region can access all subsystems
defined to the control region. If the SSM EXEC parameter is specified, the dependent region can access
only those subsystems defined in the identified PROCLIB member. (The subsystems also must have
been defined to the control region.) Use a dummy PROCLIB member (one having no definitions) if the
dependent region is not to have access to any external subsystem.

Note: JMP and JBP regions can also access control-region-defined Db2 for z/OS subsystems that use the
COORD=RRS parameter in the IMS.PROCLIB member. In the DFSIJMP and DFSJBP procedures, add a DD
statement (DFSDB2AF) that points to the Db2 for z/OS libraries.

The following tasks must be performed to attach an external subsystem to IMS.

To attach an external subsystem to IMS:

Procedure

1. Define external subsystems to IMS:

a) In the IMS procedure library (IMS.PROCLIB), add a member that contains the information about
each external subsystem with which IMS communicates.

b) On the EXEC statement of the IMS control region or the dependent region, specify in the SSM
parameter the PROCLIB member that you created in the previous step.

If you are using a Db2 for z/OS group name to access Db2 for z/OS databases, you must specify the
group name in the EXEC statement of the dependent region. A Db2 for z/OS group name cannot be
specified in the EXEC statement for the IMS control region.

2. Define a language interface module if you want to use one other than the IMS-supplied one.

3. In the IMS OPTIONS statement, specify whether you want tracing of the external subsystem link.

4. For the external subsystem, provide the ESMT and optionally the RRT.

5. Ensure that the external subsystem modules and databases used by IMS are in appropriate APF-
authorized libraries.

Related concepts

Accessing external subsystem data (System Definition)

The basics of attach processing

An external subsystem is attached to an IMS subsystem by means of a connection established from the
IMS control region to the external subsystem.

A connection is also established from each dependent region that accesses the external subsystem. IMS
is responsible for initiating these connections.
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Subsystem connections

The connection between an IMS application program and the external subsystem is called a thread.
Application threads are two-way communication paths between IMS application programs and external
subsystem resources.

An application program can have more than one thread since it can access more than one external
subsystem in one execution. However, access to multiple subsystems of the same type (multiple
instances of the same subsystem type) while supported by IMS, might not be supported by the external
subsystem product.

Establishing connections
IMS uses an 'identify' process to establish a connection to the external subsystem.

IMS activates an Identify exit routine contained in the ESAP to identify the control region or dependent
region TCB to the external subsystem. The external subsystem can then monitor IMS TCBs in order

to respond to IMS abnormal terminations. A connection is established upon successful completion of
the identify process, in other words, once the region has been successfully identified to the external
subsystem.

IMS provides a notify message mechanism so that if the external subsystem has not been started when
IMS attempts to connect the control region, the external subsystem, once started, can notify IMS to
establish the connection. If the external subsystem makes use of the notify capability, the order in which
IMS and the external subsystem are started is not important.

The connection from the control region is established first before any dependent region connections
are established. If the control region connection has not been established when a dependent region is
started, the dependent region does not identify itself to the external subsystem. IMS uses a hierarchical
relationship between control region and dependent region connections to allow the control region to
act as recovery coordinator for dependent regions. If a dependent region fails, the control region takes
recovery actions on its behalf.

The external subsystem can optionally provide an Initialization exit routine. IMS activates the Initialization
exit routine, if provided, during control region and dependent region initialization before the region
identifies itself to the external subsystem. This exit routine allows the external subsystem the chance

to do any initialization processing it requires before each connection being established.

IMS can establish the control region connection automatically during control region initialization, provided
the external subsystem has been started. However, the connection can be delayed to a later time. If an
Initialization exit routine is not provided, or if the exit routine returns the appropriate return code, the
control region identify is not done automatically. In this case, the external subsystem can activate the
Subsystem Startup Service provided by IMS when it wants the connection established. Or, IMS attempts
to establish the connection when a dependent region is ready to identify itself.

IMS also establishes the control region connection in response to a /START SUBSYS operator command.

User authorization processing

After a dependent region connection has been established, a signon process is performed to inform the
external subsystem of the user ID associated with the IMS transaction being processed by the region. IMS
activates a Signon exit routine provided by the external subsystem for this purpose. This initial signon for
the region must be successful in order for a thread to be created for the application.

Signon processing can occur again during application program execution (that is, after the thread has
been created). The Signon exit routine is activated for each message processed by the application
program. The initial signon performed after the dependent region identify is related to the first message
processed by the application (first get unique call to the message queue). Each subsequent message
processed causes the Signon exit routine to be activated again to pass the new user ID. In the case

of multiple mode transactions, this means that multiple sighons can occur without intervening commit
processing.
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The external subsystem supplies a Signoff exit routine which IMS activates before terminating the
dependent region connection. In the case of multiple signons for an application, signoff processing does
not precede a new signon for a new message. A new signon rather replaces the previous.

Application threads

When the application program issues its first call for data resources owned by an external subsystem, a
thread is created to connect the application to the external subsystem.

IMS activates a Create Thread exit routine supplied in the ESAP to identify the application program to

the external subsystem. The external subsystem is expected to prepare to receive data requests from the
specific application program as necessary (that is, reserve resources, create a processing structure, and
so on). When the application terminates, IMS activates a Terminate Thread exit routine to terminate the
thread.

Terminating connections

A Terminate Identify exit routine must be provided in the ESAP. IMS activates this exit routine when a
connection is to be terminated.

Termination of the control region connection can be initiated by IMS, by the external subsystem, or by
operator command (/STOP SUBSYS). IMS terminates the connection when it is shutting down. The /
STOP SUBSYS command causes the connection to be terminated and also puts it in stopped status.
IMS does not allow the connection to be reestablished untila /START SUBSYS command has been
processed.

The external subsystem can request that the control region connection be terminated in one of two
ways. One way is by posting a termination ECB. IMS provides, on the Identify exit routine invocation, the
address of an ECB that is expected to be used by the external subsystem when it is terminating. When
the external subsystem posts the termination ECB, IMS, after allowing dependent region connections

to quiesce, terminates the connection and also puts the connection in stopped status (as it does for

the /STOP SUBSYS command). The second way that the control region connection can be terminated is
by activating the IMS-supplied Subsystem Termination Service from an external subsystem exit routine.

After activating the Terminate Identify exit routine in the control region, IMS activates the Subsystem
Termination exit routine supplied in the ESAP. This exit routine, which can be thought of as the reverse of
the Initialization exit routine, might be used by the external subsystem to reset work areas or free storage,
for example.

A dependent region connection is maintained for as long as the region is active unless IMS has been
requested, either by the external subsystem or by an IMS /STOP SUBSYS command, to terminate

the (control region) connection. In general, it is only when IMS has been requested to terminate the
connection that the external subsystem Terminate Identify exit routine is driven for dependent regions.
Thus, the exit routine is not necessarily activated when a dependent region terminates. This is true also
for the Signoff exit routine. Terminate Identify exit routine invocation always follows Signoff exit routine
invocation.

The external subsystem is expected to monitor, through the z/OS end-of-task exit routines, the IMS TCBs
identified to it and to perform the necessary signoff and terminate identify processing when an identified
TCB ends.

Terminate Thread exit routine invocation always precedes normal termination of the dependent region
connection if the region had a thread to the external subsystem. Thus the Terminate Thread exit routine
is activated before the Signoff and Terminate Identify exit routines are activated (if they are) or before the
dependent region is terminated.

Since IMS does not allow dependent region connections to exist unless the control region has a
connection, the Terminate Identify exit routine is not activated for the control region until after each
dependent region has either terminated or had its Terminate Identify exit routine activated.

The Subsystem Termination exit routine is not activated for dependent regions.
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Inquiry parameter processing
The INQ parameter is only checked when the IMS transaction issues a Create Thread exit routine.

The INQ parameter on subsequent transactions is not checked. Therefore, if any updates are to be done
in a Fast Path region between the Create Thread exit routine and the Terminate Thread exit routine, the
inquiry flag in the first transaction must be INQ=NO.

For example, if the first transaction that calls Db2 for z/OS from a given Fast Path region is only going

to read the Db2 for z/OS data and not update it, the transaction will set the INQ=YES flag in the Create
Thread Parameter list indicating that this first transaction and all subsequent transactions in that Fast
Path region are treated as inquiry only transactions. If a subsequent transaction running under the same
Fast Path region calls Db2 for z/OS for update, the thread to that Fast Path region will still be set to
INQ=YES, even though the transaction is correctly defined as INQ=NO. This will result in an SQLCODE817
error.

Application call processing

After a thread from the application program to the external subsystem has been created, application calls
for external data resources are passed to the Normal Call exit routine supplied in the ESAP.

The language interface bound with the application provides the language interface token (LIT) for the
external subsystem when it activates IMS to process calls to the external subsystem. The installation
specifies a unique LIT for each external subsystem it defines to IMS. IMS matches the LIT provided by the
language interface stub with the LIT specified in the definition to route the call to the external subsystem.

Resource coordination

IMS, as recovery coordinator, directs commit processing for updates to external subsystem resources
initiated by IMS application programs. IMS uses a two-phase commit process to synchronize resources
across external subsystems. External subsystems are participants in the process.

In the first phase of the commit process for an application, IMS polls the participants for a vote as

to whether or not they are prepared to commit the updates. In the second phase, IMS directs the
participants to commit or to abort. If all participants voted 'yes' on the first phase, IMS directs them to
commit on the second phase; otherwise, IMS directs them to abort.

When an external subsystem determines that its resources are associated with non-update transactions
(for which commit processing is not necessary), the external subsystem can perform all commit
processing during the first phase, eliminating the need for the second phase. In this case, the external
subsystem returns to IMS from the Commit Prepare exit routine with return code X'C' indicating that the
first phase successfully completed and the second phase is not required. IMS will not initiate the second
phase of commit processing for this external subsystem.

IMS uses a 16-byte recovery token to identify a unit of work across one or more subsystems. The recovery
token for a unit of work is initially passed on the Signon exit routine invocation.

When application updates are to be committed, IMS activates the Commit Prepare exit routine supplied
by the external subsystem. The associated recovery token is passed on the invocation. The external
subsystem indicates, by the return code from the exit routine, whether or not it is prepared to perform
commit processing for the recovery token. When an application is executing in a Distributed Syncopate
environment (also known as a Protected Conversation environment) and requires a subsystem SIGNON,
IMS obtains the XID token and places its address in the exit parameter list before calling the subsystem's
SIGNON exit.

For the second phase of the commit process, if it is required, IMS can activate either of three external
subsystem exit routines: the Commit Continue exit routine, the Abort Continue exit routine, or the
Terminate Thread exit routine. When the application is not terminating and all participants are prepared
to commit, IMS drives the Commit Continue exit routine. At completion of the commit process, the
application will continue processing the current PSB on the existing thread. When the updates are to be
aborted but the application is not terminating, or being terminated, the Abort Continue exit routine is
activated. In this case, the application will continue processing under the same recovery token.
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The external subsystem Terminate Thread exit routine must be able to process the second phase of
commit. At application termination, IMS passes the recovery token and a commit option on the Terminate
Thread exit routine invocation. The commit option indicates whether to commit or abort outstanding
updates.

When IMS, the external subsystem, or an application program terminates abnormally, units of work that
have not been committed or aborted are left outstanding. To resolve outstanding units of work, IMS
activates the external subsystem Resolve Indoubt exit routine. IMS always activates the Resolve Indoubt
exit routine at least once after establishing the control region connection. IMS activates the exit routine
once for each outstanding recovery token indicating whether to commit or abort the unit of work. When
there are no units of work to be resolved or when IMS has exhausted the list of outstanding recovery
tokens, IMS activates the exit routine to inform the external subsystem of that fact. When IMS encounters
an outstanding recovery token associated with z/OS Resource Recovery Services, IMS will delay the
subsystem Resolve Indoubt exit call until RRS or the IMS user has indicated (ABORT or COMMIT) which
action to take. When called for RRS Resolve Indoubt, it is the subsystem's responsibility to ensure that
recovery tokens are resolved in their proper order.

IMS maintains outstanding recovery tokens across normal (warm) and emergency restarts of IMS, and
reconnections of the subsystems. IMS permits a connection without all recovery tokens being resolved
(that is, the Resolve Indoubt exit routine return code can indicate that the recovery action was not taken).
IMS destroys outstanding recovery tokens when it is cold started.

The Resolve Indoubt exit routine is also used to coordinate resources in the event of abnormal
termination of an application program. Following an application program abend, the exit routine is
activated from the control region if the application had a thread connection to the external subsystem.

You can also configure a Fast Database Recovery (FDBR) region to recover work on the external
subsystem. When a FDBR region is monitoring an IMS system that fails, it receives information about
indoubt work on the external subsystem from the ESAF Indoubt Notification exit routine (DFSFIDNO).
Units of work associated with z/OS Resource Recovery Services are not recovered by FDBR.

Related concepts
Fast Database Recovery (FDBR) regions (Operations and Automation)

External subsystem command support

IMS provides a command, /SSR, which allows the IMS operator to send commands to the external
subsystem.

To receive commands from IMS the external subsystem must supply a Command exit routine. IMS
passes the command contained in the /SSR input to this exit routine. AOI (automated operator interface)
programs can also send commands to external subsystems using /SSR. The /SSR command input
contains identification, a command recognition character (CRC), of the external subsystem to which the
command is directed. The CRC for a subsystem is specified as part of the definition of the subsystem to
IMS.

Related tasks

“How external subsystems are specified to IMS” on page 118
In an IMS.PROCLIB member, define all external subsystems that are to be accessed by IMS applications.
The EXEC statement of the control region points to this member with the SSM parameter.

Related reference
/SSR command (Commands)

IMS services available to the ESAP
IMS provides exit routines that an external subsystem can activate to access certain IMS system services.
The external subsystem can:

« Request that a connection be initiated (Subsystem Startup Service).
« Request that connections be quiesced (Subsystem Termination Service).
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« Have a log record written to the IMS log (Log Service).
« Have a message sent to an IMS destination (Message Service).

Related concepts
Exit routines (Exit Routines)
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Chapter 8. Creating the external subsystem module
table

The external subsystem creates the external subsystem module table (ESMT) to supply definitions of the
external subsystem modules that IMS is to load.

External subsystem exit routine modules, as well as any other modules needed in the ESAP, are defined in
the ESMT. The installation provides the name of the ESMT to IMS as part of the definition of the external
subsystem. During initialization for attach processing in the control and dependent regions, IMS loads the
ESMT and then loads the modules defined therein.

The external subsystem optionally provides in the ESMT definitions of work areas needed for its ESAP.
If work area definitions are provided, IMS obtains the specified work area storage in each region after
loading the defined modules.

IMS provides two macros to be used by the external subsystem to create the ESMT. The DFSEMODL
macro is used to define the ESAP modules that IMS is to load. The DFSEWAL macro is used to define the
work areas that IMS is to create. A series of DFSEMODL statements defining modules, optionally followed
by DFSEWAL statements defining work areas, and ending with a DFSEMODL statement specifying
END=LAST, generates the table.

DFSEMODL macro

The external subsystem module table (ESMT) is generated from a series of DFSEMODL statements, one
for each module definition.

In addition to module definition information, information about the control block that is to contain the
addresses of the modules when they are loaded is also supplied on DFSEMODL statements. IMS creates
this control block before it loads the modules.

IMS provides the capability for up to three sets of modules to be loaded and anchored on separate control
blocks. Accordingly, the ESMT consists of one to three subtables, each containing the specifications for

a set of modules and their module address control block. The module address control block for external
subsystem exit routines is the EEVT (external entry vector table).

When the module address control block is created, IMS stores its address into a source control block,
which is the EEVTP (EEVT prefix).

The format of the DFSEMODL macro is:

(label) DFSEMODL DSNAME=, SOURCE=,MODNAME=,DSLABEL=,
SUBPOOL=,0PTION=, END=

where:

(label)
Is optional. If coded, the macro generates ESMT subtable labels. The last label on a macro statement
in the series from which a subtable is generated is used as the subtable label.

The following parameters provide control block information and need only be specified once per subtable
(for example, on the first DFSEMODL statement in the series). If specified on more than one statement,
the first specifications encountered are used in generating the table.

DSNAME=
(p1,p2,p3)

pl
Name of the module address control block. The name must be specified (at least on one
DFSEMODL statement) for each ESMT subtable.
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p2
Module address control block size. The size must be specified. IMS obtains storage of the
specified size to create the module address control block.

p3
Subpool number for the module address control block storage request. This parameter is optional.
If 251 is not specified, IMS obtains the storage from subpool 230.

SOURCE=

(p1,p2)

pl
Name of the source control block. This parameter is required. DFSEEVTP must be specified. (See
the following discussion.)

p2
Label in the source control block of the location to store module address control block address.
This parameter is required.

The following parameters provide module definition information.

MODNAME=
Name of the module IMS is to load. MODNAME must be specified on all DFSEMODL statements that
do not specify the END parameter. (END can be specified with or without MODNAME.)

DSLABEL=

Label in the module address control block of the location to store the module address after it is
loaded. DSLABEL must be specified (when MODNAME is specified).

SUBPOOL=

For resources that reside on a PDS data set:
The subpool into which IMS is to load the module. SUBPOOL must be specified when MODNAME is
specified. For the control region, IMS loads the module into the subpool specified. For dependent
regions, IMS loads the module into subpool 251 if SUBPOOL=251 is specified. Otherwise, the
module is loaded into subpool 230. Valid specifications are 0, 229, 230, 231, 241, 251, 252.

For modules that reside on a PDSE data set:

The SUBPOOL parameter is not used. Modules residing on a PDSE are loaded in one of the
following methods:

» Modules that are linked as reentrant (RENT) are loaded into subpool 252, key 0. These modules
are not fetch-protected.

» Modules that are linked as not reentrant (NORENT) are loaded into subpool 251, TCBKEY, and
are fetch-protected. You must ensure that the correct protect key is in use before accessing
these modules.

OPTION=
(P,p)
This parameter is optional. Two options, NOCTL and NODEP, are supported. (Position of an option in
the subparameter list is not important.)

NOCTL
The module is not to be loaded in the control region.

NODEP
The module is not to be loaded in dependent regions.

The END parameter controls ESMT generation.
END=

YES
Must be specified to indicate the end of a subtable in the ESMT being generated. END=YES is used
only when the ESMT is to contain more than one subtable. It is specified to end each subtable
except the last (or only). DFSEMODL statements for the next subtable in the ESMT are to follow
the END=YES specification.
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LAST
Must be specified on the last DFSEMODL definition statement for the ESMT being generated. The
next DFSEMODL or DFSEWAL statement (if any) causes a new ESMT generation to be started.

You must bind the ESMT module into a program library (SDFSRESL) using a binder ENTRY statement
that specifies MAINEP as the entry point. A table definition header is generated at the end of the ESMT
module. The ENTRY statement allows IMS to correctly reference the header for subsequent processing.

DFSEMODL supports an execute form (MF=E) for internal use only. It cannot be used for ESMT generation.
The list form (MF=L) described is the default.

Mapping DSECTSs for the module address and source control blocks must be included in the ESMT
generation source, otherwise the assembly will fail.

The following restrictions apply to external subsystems:
- Specifying the source control block.

DFSEEVTP must be specified as the source control block name (SOURCE(p1)) for all IMS-defined
subtables. Otherwise, although DFSEMODL accepts other specifications, the module load process will
fail, prohibiting a connection for the region experiencing the failure. The user must use the EEVTP
mapping layout, as this is the layout that IMS expects.

« Defining subsystem exit routine modules.

DFSEEVT must be specified as the module address control block name (DSNAME(p1)) for the subtable
that contains the subsystem exit routine module definitions.

The module address control block size (DSNAME(p2)) must be specified according to the size indicated
by the EEVT mapping (EEVTLGTH) as shown in "Control block mapping" in IMS Version 15.4 Exit
Routines.

EEVPEEA must be specified as the label in the source control block (SOURCE(p2)) to anchor the module
address control block (EEVT). IMS does not check for this (nor does the macro) but uses the offset
generated from the label specified to store the address. If the offset is incorrect, IMS will not be able to
activate the exit routines.

The label (DSLABEL) specified for a particular subsystem exit routine module is used to generate the
offset that IMS uses to store the exit routine address in the module address control block (for example,
in the EEVT). Thus these labels must be specified according to the EEVT mapping.

- Generating additional subtables.

The ESMT must always have one subtable containing definitions for exit routine modules. The external
subsystem could choose to have other modules needed in its ESAP anchored on a separate control
block, which means that another subtable would be generated.

Although the DFSEMODL macro does not restrict the number of subtables that can be generated,
problems can occur during processing if more than three (3) are generated. For each subtable, IMS
creates a module address control block and stores its address in the EEVTP. There are only three fields
in the EEVTP that could be used as anchors for these control blocks, one of them being the anchor for
the EEVT.

The EEVTLDIR and EEVPEWA fields are not used by IMS and thus are available for this purpose. The
discussion on defining external subsystem work areas in “DFSEWAL macro” on page 128 suggests how
EEVPEWA might be used to anchor a work area address control block.

- Defining external subsystem-unique modules.

If the ESAP needs non-IMS exit routine modules (for example, modules that the external subsystem
activates without any knowledge of or support from IMS), the external subsystem can define these
modules in an additional subtable as previously discussed. The external subsystem must supply the
mapping DSECT for the module address control block for these modules.

Recommendation: Do not define other modules in the subtable containing exit routine modules or
extend the size of the EEVT to include their addresses. The EEVT is an IMS control block which IMS
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reserves the right to extend at any time, which could require the external subsystem to regenerate the
ESMT and re-compile modules.

DFSEWAL macro

The work areas that IMS is to create for the external subsystem must be defined by including DFSEWAL
macro statements along with the DFSEMODL statements provided for ESMT generation.

The DFSEWAL statements, one for each work area defined, follow the DFSEMODL statements, except that
the last statement in the series must be a DFSEMODL statement specifying END=LAST. The DFSEWAL
statements cause a table of work area definitions to be built in the generated ESMT.

Work areas can be defined in each subtable generated in the ESMT. At least one module must be defined
in each subtable. If a subtable is generated containing only work area definitions, an error occurs during
IMS processing of the ESMT.

IMS creates the work areas defined in a subtable after loading the modules defined in the subtable. IMS
stores the addresses of the created work areas in a work area list control block. This control block is

also defined by the DFSEWAL macro and can either be contained in the module address control block for
the subtable or be created as a separate control block. For this discussion, EWAL is used to refer to the
external subsystem work area list control block.

Recommendation: Contain the EWAL in the module address control block rather than creating it as a
separate control block. When IMS creates the EWAL, its address is not (explicitly) provided to the external
subsystem. If, instead, the EWAL is contained in the module address control block, which IMS anchors in
the EEVTP, the external subsystem specifies its location (with DFSEWAL) and thus knows how to access it.
(When IMS creates the EWAL, it stores its address in the in-storage ESMT for internal use. The format of
the ESMT is not included in the documented attach interface.) The following figure shows a representation
of the relationship between the EWAL, EEVTP, and EEVT.

EEVTP
EEVPEEVT
= EEVT
EEVPEWA
- = EWAL
WKATADDR
— WEKA1 (workarea)
WKAZADDR
—* WKAZ (workarea)
WKA3ADDR
—* WKA3 (workarea)
MODXADDR

— MODX (module)

Figure 16. EWAL, EEVTP, and EEVT relationship

If the external subsystem wants IMS to create work areas for its ESAP, it should define two (possibly
three) subtables in the ESMT. Modules definitions would be contained in one subtable. The module
address control block for this subtable is the EEVT. The second subtable would contain work area
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definitions. The module address control block for this subtable would either contain the EWAL or be

used as the EWAL, and would be anchored in the EEVTP along with the EEVT. Modules could be defined in
two subtables: one for exit routines and one for other external subsystem modules that are activated by
exit routines.

The second larger block of example code below illustrates how the external subsystem might specify
work area definitions.

The format of the DFSEWAL macro is as follows:

DFSEWAL DSNAME, SOURCE=,WALSP=,NAME=,DSLABEL=,
SUBPOOL=,LV=,0PTION=

where:

The following parameters provide control block information and need only be specified once per subtable
(for example, on the first DFSEWAL statement in the series). If specified on more than one statement, the
first specifications encountered are used in generating the table.

DSNAME=

(p1,p2)

pl
Name of the work area list control block mapping DSECT. The DSECT name must be specified. If
IMS creates the work area list, this name is given to the job pack entry for the storage acquired.

p2
Work area list size. If the size is specified, IMS obtains storage of the specified size to create the
work area list. If the size is not specified IMS does not create the work areas unless the source
control block for the work area list (DFSEWAL SOURCE(p1) specification) is the module address
control block specified for the modules defined in the subtable (DFSEMODL DSNAME(p1)). (See
the following discussion.)

SOURCE=

(p1,p2)

pl
DSECT name for the control block in which the work area list is to be anchored. This parameter
must be specified. (See the following discussion).

p2
Label in the source control block DSECT of the location that is to contain the work area list. This
parameter is required. IMS does not store the work list area address into this control block. (See
the following discussion.)

WALSP=
Subpool number for the work area list storage request. This parameter is optional. If WALSP=251 is
not specified, IMS obtains the storage from subpool 230.

The following parameters provide work area definition information and must be specified on each
DFSEWAL statement.

NAME=
The name given to the job pack directory entry created for the work area storage acquired. This
parameter is required.

DSLABEL=
Label in the work area list control block DSECT of the location into which IMS is to store the work area
address. DSLABEL must be specified.

SUBPOOL=
Subpool from which IMS is to obtain storage for the work area. The subpool must be specified. IMS
acquires subpool 251 storage if SUBPOOL=251 is specified; otherwise, the work area is created in
subpool 230. The macro allows 0, 229, 230, 231, 241, 251, or 252 to be specified.

LV=
Work area size. The size must be specified.
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OPTION=
(p,p)

This parameter is optional. Two options, NOCTL and NODEP, are supported. (Position of an option in
the subparameter list is not important.)

NOCTL
Work area is not to be created in the control region.

NODEP
Work area is not to be created in dependent regions.

Mapping DSECTs for all referenced control blocks must be included in the ESMT generation source,
otherwise the assembly will fail.

The source control block DSECT name and label must be specified. However, IMS does not store the
EWAL address into this control block.

To indicate that the EWAL is to be contained in the module address control block:

« The size for the EWAL (DFSEWAL DSNAME(p2)) must not be specified.

« The module address control block DSECT name (DFSEMODL DSNAME(p1)) must be specified as the
EWAL source control block DSECT name (DFSEWAL SOURCE(p1)).

« The source control block label (SOURCE(p2)) must specify the location of the work area list in the
module address control block.

If the size for the EWAL is specified, IMS obtains storage for the EWAL without checking if the module
address control block was specified as the EWAL source. If the EWAL size is not specified and the module
address and EWAL source control block DSECT names do not match, IMS does not create the work areas.
(IMS does not know the address of the source control block. IMS does not indicate that the work areas
were not created.)

IMS reserves the EEVPEWA field in the EEVTP control block for the address of an EWAL. The following
code illustrates how definitions can be specified by an external subsystem to anchor a work area list in
this field. What really happens is that a module address control block is created, anchored at EEVPEWA,
and used as the EWAL.

DFSEMODL DSNAME=(DFSEEVT,68,230),SOURCE=(DFSEEVTP,EEVPEEA),
MODNAME=INITEXIT,DSLABEL=EEVTINIT, SUBPOOL=230
DFSEMODL MODNAME=IDEXIT,DSLABEL=EEVTID,SUBPOOL=230
DFSEMODL MODNAME=RIDEXIT,DSLABEL=EEVTRID,SUBPOOL=230,
OPTION=NODEP

DFSEMODL MODNAME=CMDEXIT, DSLABEL=EEVTCMD,SUBPOOL=230,
OPTION=NODEP

DFSEMODL END=YES

DFSEMODL DSNAME=(ESSEWAL,40,230) ,SOURCE=(DFSEEVTP,EEVPEWA) ,
MODNAME=MODX, LABEL=MODXADDR, SUBPOOL=230

DFSEWAL DSNAME=(ESSEWAL) , SOURCE=(ESSEWAL ,ESSEWAL) ,WALSP=230,
NAME=WKAZ1, DSLABEL=WKA1ADDR, SUBPOOL=230, LV=200

DFSEWAL NAME=WKA2,DSLABEL=WKA2ADDR, SUBPOOL=230,LV=100

DFSEWAL NAME=WKA3,DSLABEL=WKA3ADDR, SUBPOOL=230,LV=100

DFSEMODL END=LAST

Notes to example:

« The existence of a DSECT named ESSEWAL created by the external subsystem to map the EWAL is
assumed.

« Two subtables are defined for completeness:
— The first subtable contains exit routine module definitions.
— The second subtable contains work area definitions:

- A module is defined in this subtable with EEVPEWA specified as the anchor field for the module
address control block. (If the external subsystem does not really want a module loaded for this
subtable, both the NOCTL and NODEP options can be specified.)
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- The module address control block DSECT, ESSEWAL, is specified as the EWAL source control block

DSECT and the EWAL size is not specified, indicating that the EWAL is to be contained in the module
address control block.

- ESSEWAL is also specified as the label in the source block for the EWAL, indicating that the EWAL
starts at offset zero in the module address control block. Thus, the module address control block
itself is the EWAL, anchored at EEVPEWA in the EEVTP.
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Chapter 9. IMS External Subsystem Attach Facility
processing

The IMS External Subsystem Attach Facility performs processing during control region initialization.

Loading the External Subsystem Attachment Package

During control region initialization, IMS loads external subsystem-supplied tables using the table names
specified by the installation (in the external subsystem definition member in IMS.PROCLIB).

IMS loads the external subsystem module table (ESMT) and then loads the external subsystem modules
defined in the table. The resource translation table (RTT) is also loaded, if provided. If an error occurs
during this process, IMS puts the subsystem in 'stopped' status and does not establish a connection.
However, IMS will reaccess the definition (PROCLIB) and reattempt this process if a /START SUBSYS
command is received.

Possible errors are:

« Unable to process the PROCLIB member
« Unable to open the external subsystem load library
« Unable to load the ESMT (incorrect name specified, not in library)

IMS stores the addresses of the ESMT and the RTT in the EEVTP control block fields EEVPESMT and
EEVPRTTA, respectively.

Creating the EEVT control block

IMS creates and initializes the EEVT control block based on information contained in the external
subsystem module table (ESMT) that is generated from DFSEMODL macro statements.

The size and subpool for the EEVT storage request are obtained from the ESMT. The EEVT is created in
subpool 230 unless subpool 251 is specified in the ESMT. The external subsystem must ensure that the
size specified for the EEVT is at least as large as the size indicated in the IMS EEVT mapping.

IMS stores the EEVT address into the EEVTP control block based on an offset specified in the ESMT. The
external subsystem must ensure, therefore, that the offset generated in the ESMT (using the DFSEMODL
macro) points to the EEVPEEA field in the IMS EEVTP mapping.

IMS does not check whether the EEVT pointer field, EEVPEEA, in the EEVTP is initialized by this process.
In fact, the offset in the ESMT could cause IMS to store the address into some other field in the EEVTP
designated for some other use, possibly causing a problem. Thus, the external subsystem must ensure
that the correct offset is generated into the ESMT.

This process allows the external subsystem to specify another set of modules for IMS to load (IMS would
not activate these modules). Both lists of module addresses, one being the EEVT, would be anchored in
the EEVTP.

IMS does not use the EEVTLDIR field. Actually more than two sets of modules could be defined in the
ESMT (subtables) and loaded by IMS except that there are not enough fields in the EEVTP to anchor the
address lists.

Related concepts

“Creating the external subsystem module table” on page 125
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The external subsystem creates the external subsystem module table (ESMT) to supply definitions of the
external subsystem modules that IMS is to load.

Loading external subsystem modules
As IMS loads external modules defined in the ESMT, the module addresses are stored in the EEVT.

The module definitions provide the offsets to the locations in the EEVT for the addresses. IMS does not
check whether or not required exit routine addresses have been set by the module loading process. If the
external subsystem chooses, the ESAP can set exit routine addresses in the EEVT once IMS has passed
control to it. For example, the external subsystem can provide multiple exit routines in one load module
and have the ESAP set the individual exit routine module addresses.

Whether through module definitions in the ESMT or through ESAP processing, the external subsystem
must ensure that the address of an exit routine is present in the EEVT when IMS needs to activate the exit
routine. Exit routine addresses must be placed in the EEVT according to the IMS EEVT mapping.

Some of the exit routines prescribed by IMS are activated only in the control region; some are activated
only in the dependent regions. The external subsystem can indicate, in the module definition, if a module
is not to be loaded in the control region or in dependent regions. Exit routine module definitions should
specify loading according to the following:

« Exit routines activated in the control and dependent regions:
— Identify
— Initialization
— Terminate Identify

« Exit routines activated only in the control region:

Command
Echo
Resolve Indoubt

Subsystem Termination
« Exit routines activated only in dependent regions:

— Abort Continue
— Associate Thread
— Commit Continue
— Commit Prepare
— Commit Verify

— Create Thread

— Normal Call

— Signoff

- Signon

— Subsystem Not Operational
— Terminate Thread

In the control region, IMS loads external subsystem modules into the subpools specified in the module
definitions. If subpool 251 is specified for a module in dependent regions, IMS loads the module in
subpool 251; otherwise, it is loaded in subpool 230.

An external subsystem uses only those exit routines that it needs to communicate with IMS, although
some exit routines are required and others are optional. When a required exit routine does not exist, IMS
generates an error message when it tries to call the exit routine and terminates the connection with the
external subsystem.
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If your external subsystem does not need the function that an exit routine is designed to perform, you can
write the exit routine so that one exists when IMS calls it but that so no operations are performed. (An
exit routine can contain common code, such as SR 15,15 and BR 14 logic, which ESS branches to when
the exit routine is called and which does not perform any specific operation.) During processing of the
Initialization exit routine, the external subsystem can update the addresses in the DFSEEVT DSECT (from
both the control region and dependent regions, if necessary) and point to these exit routines. This action
allows IMS to function normally yet not issue error messages and terminate an external connection if an
exit routine does not exist.

Creating work areas for the ESAP

After loading the ESAP modules, IMS obtains work area storage for the ESAP if work area definitions are
contained in the ESMT.

The IMS DFSEWAL macro is used to generate work area definitions in the ESMT.

The process IMS uses to create the work areas is similar to the process used to load ESAP modules
except that IMS can either:

« Create the control block for the work area addresses (as it creates the EEVT for the ESAP module
addresses), or

« Store the work area addresses into the same control block that has the module addresses.

The intended use of the EEVPEWA field in the EEVTP is to hold the address of a control block referred to
as the external subsystem work area list (EWAL) that contains the addresses of the work areas created
for the ESAP. However, the external subsystem must have provided the appropriate specifications in the
ESMT to cause IMS to store the address of the EWAL in this field.

IMS creates each work area either in the control region or in dependent regions or both, according to the
definition. Storage is obtained in subpool 251, if specified; otherwise it is obtained in subpool 230.

Related concepts

“Creating the external subsystem module table” on page 125
The external subsystem creates the external subsystem module table (ESMT) to supply definitions of the
external subsystem modules that IMS is to load.

Initiating the external subsystem connection

IMS automatically connects to the external subsystem during control region initialization processing (for
example, when IMS is started) unless the external subsystem chooses to defer the control region identify
to a later time.

The external subsystem defers the connection by returning from the control region Initialization exit
routine with return code 4 (do not identify), or by not providing an Initialization exit routine for the control
region.

If the external subsystem uses the notify message mechanism provided by IMS (and if the external
subsystem is not up when IMS activates the Identify exit routine) the connection is automatically
established when the external subsystem is started. Return Code 4 from the Identify exit routine causes
IMS to wait for the external subsystem to send the notify message passed to the exit routine, and to
reactivate the exit routine when the message is received.

If the notify mechanism is not used, the Identify exit routine should return with return code 12, in which
case the connection is put in stopped status. Stopped status must be removed by a /START SUBSYS
command before IMS will establish a connection.

Once the connection has been established, IMS performs Resolve Indoubt processing to resolve any
outstanding recovery tokens with the external subsystem. If outstanding recovery tokens exist and a
Resolve Indoubt exit routine was not supplied, IMS terminates and stops the connection; otherwise
dependent regions are allowed to connect to the external subsystem.
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Deferring the control region identify

The external subsystem can defer the control region identify if it prefers to have the connection
established at some later time.

IMS schedules and gives control to application programs whether or not a connection exists to the
external subsystem. The external subsystem thus could choose to wait until an application program call
has to be serviced (first call for its resources) before connecting to IMS. Of course, to process calls, the
control and dependent region connections and the application thread must exist.

When the control region identify is deferred, the identify is done when:

« The external subsystem, with an exit routine, activates the IMS Subsystem Startup Service.
- An MPP or IFP dependent region that can access the external subsystem is started.
« A /START SUBSYS command naming the external subsystem is processed.

Using the IMS Subsystem Startup Service

When the control region identify is deferred, the external subsystem can activate the IMS Subsystem
Startup Service when it wants the control region Identify exit routine to be driven.

To be more specific, if a connection does not exist when the first application call for external subsystem
services is processed by a dependent region, IMS does not automatically attempt to identify. The
external subsystem must activate the Startup Service to establish the connection (if it wants to process
application calls).

The Startup Service is also used to establish dependent region connections. When an external subsystem
call from an application is processed before the control region or dependent region has been identified to
the external subsystem, the dependent region activates the Subsystem Not Operational exit routine. The
external subsystem is expected to call the Subsystem Startup Service from this exit routine to establish
the connection.

When activated, the Startup Service establishes the control and dependent region connections, if the
control region identify has not been done. If the control region identify has been done, it establishes only
the dependent region connection. If IMS is waiting for the external subsystem to send the notify message,
which it accepted on a previous Identify exit routine invocation, the Startup Service returns an error return
code and does not establish the connection. For details on using the Subsystem Startup Service exit
routine, see IMS Version 15.4 Exit Routines.

Related concepts

“Establishing dependent region connections” on page 136
Connections can be established to MPP, IFP, or BMP regions.

Establishing dependent region connections

Connections can be established to MPP, IFP, or BMP regions.

MPP and IFP regions

Identify processing for an MPP or an IFP dependent region is similar to identify processing for the
control region in that the dependent region automatically activates its Identify exit routine to establish a
connection during dependent region initialization, unless the external subsystem defers the identify.

If the control region connection has not been established when the dependent region would
automatically identify, IMS attempts to identify the control region. If successful, the dependent region
identify is performed. Thus, if the control region identify is deferred but dependent regions are allowed to
connect automatically, the control region Identify exit routine might be activated (automatically) when a
dependent region is started.

When the identify for a dependent region is deferred, the connection to the external subsystem is
established when the first application program call to the external subsystem is issued in the region.
In this case, connection processing is the same as for a BMP dependent region.
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BMP regions

The connection from a BMP dependent region is not established until the first application call to the
external subsystem is processed by the region. The connection is automatically established.

Return code 4 from the Initialization exit routine (deferred identify) for a BMP region has no effect.

Notify message
IMS passes the address of a notify message on the Identify exit routine invocation for the control region.

If the external subsystem is not active (has not been started), the Identify exit routine can indicate (return
code 4) to IMS that the notify message has been accepted and will be sent to IMS when the external
subsystem is active. The external subsystem, once started, sends the message to IMS using an internal
z/OS MODIFY command (SVC 34) to alert IMS that it is ready to connect. On receipt of the notify message,
IMS reactivates the Identify exit routine to establish the connection.

External subsystem code that is always present in the z/OS system (early code), for example, might be
used as the means to pass the notify message to the external subsystem. The Identify Exit queues the
message to the early code so that it is available to the external subsystem whenever it is started.

IMS passes the notify message to the Identify exit routine in the format shown in the following figure.

LL |22| meassage_taxt

2 2 variable

Figure 17. Notify message format

where:

LL

Is a 2-byte field containing the message length (LL + ZZ + MESSAGE_TEXT).
Y4

Is a 2-byte field containing binary zeroes.

MESSAGE_TEXT
Is the notify message text that IMS expects to receive by the MODIFY command . The message text
must not be altered.

Issue the MODIFY (F) command as follows:

MODIFY ims_jobname,message_text

The external subsystem must prefix the notify message text passed by IMS with MODIFY ims_jobname(or
F ims_jobname), before sending the message. The following figure shows the format for the SVC 34
command input.

LL |zz |EDMMAI‘~.ID | SPACE| IMS_JOBNAME | COMMA |MEssAGE TEXT
W——(add langth 1o LL from IMS)——

x

" tetal length

Figure 18. SVC 34 command input format

where:

LL
Is a 2-byte field containing the total length of the command input area (COMMAND + SPACE +
IMS_JOBNAME + COMMA added to the length in the LL field passed to the Identify exit routine).

2z
Is a 2-byte field containing binary zeroes.

COMMAND
Contains the MODIFY command verb (C'MODIFY' or C'F").
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SPACE
Is a 1-byte field containing a blank (C'").
IMS_JOBNAME
Is an 8-byte field containing the IMS control region job name left justified and padded with blanks on

the right. The Identify exit routine can obtain the job name from the TIOT pointed to by the current
TCB.

COMMA
Is a 1-byte field containing a comma (C).

MESSAGE_TEXT
Is the notify message text passed to the Identify exit routine.

Application program request support

Application calls are passed to IMS from the language interface module that you bind with the application
program. The language interface branches to the appropriate IMS program request handler passing the
application program call parameter list.

For calls directed to external subsystems, the language interface must also pass an external subsystem
parameter list which it constructs. The purpose of this parameter list is to pass the LIT (language interface
token) for the external subsystem to which the call is directed. IMS routes the application call to the
external subsystem whose LIT value matches the LIT value passed on the call.

IMS passes both the call parameter list and the external subsystem parameter list to the Normal Call
exit routine for the intended external subsystem. The first word of the external subsystem parameter
list contains the address of a 4-byte field containing the LIT value in character format, left justified and
padded on the right with blanks. IMS prescribes only the first word in the external subsystem parameter
list (address of the LIT). The parameter list can be extended to provide external subsystem-dependent
information to the Normal Call exit routine.

Language interface definition

IMS provides a language interface module, DFSLIO0O0, which supports the value of SYS1. The installation
can use this module or it can define its own language interface if it wants to use a LIT value other than
SYS1.

When two or more external subsystems are accessed by the IMS system, the installation must define its
own language interface modules because each subsystem has a unique LIT.

IMS provides the DFSLI macro to assist the installation in generating a language interface module. The
code necessary to perform the language interface function is generated in the DFSLI macro expansion.
The IMS macro library must be supplied when the macro statements are compiled to generate the
module.

Related concepts
Defining the language interface module (System Definition)

Language interface entry points unique to external subsystems

The IMS language interface module provides three entry points that application calls directed to an
external subsystem can exclusively use.

Two of the entry points are associated with an implied LIT value specified with the DFSLI macro. (The
language interface module, generated by the DFSLI macro, contains the specified LIT value as a hard-
coded constant.) The third entry point is not associated with an implied LIT value; it allows the application
program to specify the LIT value when it makes the application call. For all entry points, register 1
contains the address of the parameter list which IMS passes to the external subsystem. The following are
language interface entry points to external subsystems:

DSNHLI
Entry point associated with an implied LIT value.
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The application program does not need to know which subsystem provides access to the external
resources it uses. (If the external subsystem is Db2 for z/QS, this entry point is used for SQL calls.)

DSNWLI
Entry point associated with an implied LIT value.

The application program does not need to know which subsystem provides access to the external
resources it uses. (If the external subsystem is Db2 for z/OS, this entry point is used for Instrument
Facility calls.)

DFSESS
Entry point allowing an application program to specify an LIT value.

The application program must know which subsystem provides access to the external resources it
uses. The application program must specify the address of the LIT value as the first parameter in the
application call list. Before it passes control to the external subsystem, IMS increments the address of
the application call list by four to skip over the LIT value parameter.

Restriction: Do not use the DFSESS entry point to communicate with a Db2 for z/OS subsystem.

Accessing multiple external subsystems

An application program can access DL/I and an external subsystem in the same execution. Whether or
not an application program can access more than one external subsystem in the same execution can be
restricted by the language interface.

Where the data (call) interface provided to application programs by one external subsystem (product) is
distinct from the interface provided by another external subsystem (for example, DL/I calls as distinct
from SQL calls), an application can access both subsystems because the language interface paths can
be different. Where the data interface is the same, as in the case of two external subsystems of the
same type (two instances of the external subsystem) or two external subsystem products that use the
same call interface (for example, SQL), an application cannot access both in the same execution unless
the application is written to be dependent on data location. (The dependency is intrinsic in the case of
different call interfaces.)

Resource recovery token

A 16-byte recovery token is used to uniquely identify a unit of work across all subsystems to which the
application has thread connections. IMS passes the token to the Signon exit routine before the thread is
created.

For commit and resolve indoubt processing, IMS passes the recovery token to identify the unit of work for
which the requested action is to be taken.

The recovery token is constructed as shown in the following figure.

IMS_id ‘ OASN ‘ commit_number

8 4 4

Figure 19. Recovery token format

where:

IMS-id
Is the IMS system ID (1 to 4 characters), left justified and padded with blanks on the right to eight
bytes.

OASN
Is a 4-byte binary origin application sequence number assigned to the application when it is
scheduled. The OASN is assigned based on the scheduling order within the IMS system since the
last cold start. It is also referred to as the application schedule number.
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commit_number
Is a 4-byte binary commit number. The commit number is initialized to binary zeroes when the
application is scheduled and then incremented after each commit is processed for the application.

The external subsystem should check the recovery token passed at signon for uniqueness. Cold starts

of IMS can cause a recovery token to be generated that is a duplicate of a recovery token that is

indoubt in the external subsystem. The Signon exit routine can indicate to IMS that the recovery token
passed was found to be a duplicate, in which case IMS terminates the application program with an
abend. The Commit Prepare exit routine can also indicate that the token is a duplicate that supports
external subsystems that choose not to associate the recovery token with the unit of work until commit is
processed.

The installation uses the /DISPLAY SUBSYS command with the OASN keyword to determine what units
of work are in indoubt status in IMS. The installation can use the /CHANGE command (when necessary)
to manually delete indoubt units of work in IMS. The /CHANGE command only affects unit of work status
in IMS. There is no communication with the external subsystem. These commands use only the OASN
and not the full recovery token; /DISPLAY lists only the OASN portion of the recovery token (in decimal
format) and /CHANGE accepts just the OASN (again in decimal format). (Within IMS, the OASN is unique
across all known units of work.)

Terminating the external subsystem connection

IMS terminates the external subsystem connection (control region connection) in an orderly mannerin a
number of different circumstances.

IMS terminates the external subsystem connection (control region connection) in an orderly manner when
one of the following occurs:

« IMS processes a /STOP SUBSYS command.
« The external subsystem (ESAP) activates the IMS subsystem termination service exit routine.
- The external subsystem posts the termination ECB provided on the Identify exit routine invocation.

Certain attach processing errors are encountered.
IMS is shutting down.

IMS allows existing threads to the external subsystem to complete processing. When all threads have
terminated, IMS terminates the connection by activating the Terminate Identify exit routine from the
control region.

When the connection is terminated due to a /STOP SUBSYS command, the termination ECB being
posted, or processing errors, IMS puts the external subsystem connection in stopped status. Once in
stopped status, IMS does not allow a connection to be reestablished. A /START SUBSYS command is
required to remove the stopped status.

Termination requested by the external subsystem

The external subsystem can cause the connection to be terminated either by posting the termination ECB
or by activating the Subsystem Termination Service exit routine from the ESAP. The connection is not put
in stopped status when the service is used.

The termination service might be used in conjunction with the external subsystem command exit function.
For example, when the command exit routine is activated with an external subsystem termination
command supplied on an IMS /SSR command, the exit routine could activate the Subsystem Termination
Service exit routine to cause the connection to the external subsystem to be terminated.

On the initial identify performed in the control region, IMS provides the external subsystem with the
address of a termination notification ECB. When the subsystem needs to terminate the connection, it
posts the ECB. The ECB is located in CSA. Depending on the post code, IMS terminates the connection in
the following manner:

Deactivate all active threads, prohibit the initiation of any new threads, and then terminate the
connection. Upon completion of the terminate function, the connection is set in a stopped state.
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Supported Post Codes:
X'40000000'
Reserved for IMS.

X'40000008'
External subsystem is terminating in an orderly fashion.
X'4000xxxx"
All other post codes are interpreted as a quick or catastrophic shutdown of the external subsystem.
Related reference
Subsystem Termination Service exit routine (Exit Routines)

Dependent region connections

At dependent region termination, the Signoff and Terminate Identify exit routines are not activated unless
the control region connection is to be terminated.

That is, the dependent region Signoff and Terminate Identify exit routines are activated only when the
IMS system continues to run without a connection to the external subsystem, such as when either the
external subsystem has posted the termination ECB provided on the identify, the ESAP has activated the
IMS Subsystem Termination Service, or IMS has processed a /STOP SUBSYS command. Otherwise, IMS
does not communicate dependent region termination to the external subsystem.

IMS expects the external subsystem to monitor the dependent TCB with a z/OS End Of Task (EOT) exit
routine. The subsystem should do any signoff and terminate identify processing it requires when the EOT
exit routine is notified of the region termination.

The external subsystem must also monitor EOT exit routine for dependent regions for which a thread was
created. When an application program terminates abnormally, the Terminate Thread exit routine is not
called.

When the control region connection is to be broken, a signoff followed by a terminate identify is done
for the dependent region at region termination or after thread termination if a thread was active when
the request to break the system connection was received. The Signoff exit routine is called only once

even though more than one signon might have been done for the region. IMS continues its signoff and
terminate identify processing and does not reactivate these exit routines if they encounter errors.

Explanation of stopped status

The installation should be aware of the conditions that cause IMS to stop the external subsystem
connection.

After an external subsystem connection is stopped, the /START SUBSYS command must be used to
reestablish the connection. Stopped status is carried across restarts. The following list includes the
conditions that cause the stopped status to be set:

« When the external subsystem posts the subsystem termination ECB provided during identify
processing. Regardless of the post code type (for example, orderly or catastrophic), the connection
is stopped upon completion of the termination processing.

« On abnormal termination of the IMS task (TCB) in the control region under which the ESAP is activated,
the external subsystem connection is marked stopped.

If the control region abends, it is unlikely the stopped state will be set. After a successful IMS restart,
the connection is in the state it was prior to the abend.

« The obvious case is after processing of the /STOP command. Even if IMS abends while processing
the /STOP command, the stopped state is set.

- When IMS restarts, if outstanding recovery tokens exist for an external subsystem that is no longer
defined to IMS (for example, the installation deleted its definition from the external subsystem
definition member in IMS.PROCLIB), stopped status is set for that external subsystem.
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Part 5. IMS Connect and TCP/IP communications

The IMS Connect function of IMS provides access to both IMS DB and IMS TM from TCP/IP-enabled
environments.

About this task
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Chapter 10. Overview of IMS Connect

IMS Connect provides high performance TCP/IP communications between one or more IMS Connect
clients and one or more IMS systems. IMS Connect supports both IMS DB and IMS TM systems.

IMS Connect enables:

« ISC users to link with IBM CICS Transaction Server for z/OS over a TCP/IP connection.

« MSC and OTMA users to send messages from one IMS system to another by using IMS-to-IMS TCP/IP
connections.

- Distributed clients to exchange messages with IMS DB by using TCP/IP connections and the Open
Database Manager (ODBM) component of the IMS Common Service Layer (CSL).

« Distributed clients to exchange messages with IMS TM by using TCP/IP connections and OTMA.

« IMS Operators that use IBM Management Console for IMS and Db2 for z/OS to issue commands to an
IMSplex and receive command replies by using TCP/IP and the IMS Operations Manager (OM).

IMS Connect provides the following features:

« Commands to manage the communication environment.

- Assistance with workload balancing.

« Reduced design and coding efforts for client applications.

« Support for IMSplexes, which enables communications with other IMSplex members, such as:

IMS for Intersystem Communication (ISC) and Multiple Systems Coupling (MSC) support
IMS for Multiple Systems Coupling (MSC) support

- ODBM

- OM
« Connectivity between IMS and CICS on ISC TCP/IP links.

 Connectivity between IMS Connect instances, which supports IMS communications components, such
as MSC and OTMA.

« TCP/IP access to IMS application programs and operations on demand with advanced security and
transactional integrity.

« TCP/IP access for distributed applications to IMS databases on demand through clients such as the IMS
Universal drivers and ODBM.

« XML conversion support for certain IMS Connect clients, such as IMS Enterprise Suite SOAP Gateway
and IMS Web 2.0 Solution for IBM Mashup Center. The IMS Connect XML conversion support converts
input messages into the data structures expected by IMS application programs written in select
programming languages, thereby eliminating the need to create or modify IMS application programs
to process XML.

IMS Connect connects to IMS DB through ODBM for direct access to databases that are managed by
IMS DB. IMS Connect connects to IMS TM for transaction processing support through Open Transaction
Manager Access (OTMA).

Communications between IMS Connect and other IMSplex members, such as IMS for MSC support,
ODBM, and OM, requires the use of the IMS Structured Call Interface (SCI).

IMS Connect performs router functions between its clients and IMS and IMSplex resources. Request
messages that are received from distributed clients through TCP/IP connections are passed to an IMS
system, referred to as a data store, through z/OS cross-system coupling facility (XCF) sessions. IMS
Connect receives response messages from the data store and then returns them to the originating TCP/IP.

If the data store terminates, the status of the data store is sent to IMS Connectfrom OTMA through XCF.
If IMS Connect was connected to the data store when the data store terminated, when the data store
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is restarted, IMS Connect is notified and automatically reconnects to the data store. You do not need to
manually reconnect to the data store.

Generally, the term data store refers to an IMS system. More precisely, however, the term data store
represents the OTMA target member (tmember) connection to an IMS system. For example, an instance
of IMS Connect can have multiple data store definitions for the same IMS system, in which case each data
store represents a different OTMA tmember connection to that IMS system.

IMS Connect also supports callout requests from IMS application programs running in IMS dependent
regions. IMS application programs issue callout requests to request data or services from a provider that
is external to the IMS installation. During a callout request, IMS acts as a client and the external provider
is the server.

Related concepts

IMS Connect definition and tailoring (System Definition)

Related tasks

IMS-to-IMS TCP/IP connections (System Definition)

“IMS Connect support for callout requests” on page 207

IMS Connect is a required component when IMS application programs issue callout requests through
OTMA to data or service providers that are external to the IMS installation. For both types of callout
request, IMS Connect serves as the TCP/IP gateway between the IMS Connect client that use TCP/IP and
the OTMA component of IMS.

Related reference

HWSCFGxx member of the IMS PROCLIB data set (System Definition)

IMS Connect commands (Commands)

IMS Connect exit routines (Exit Routines)

HWS messages (IMS Connect) (Messages and Codes)

IMS Connect return and reason codes (Messages and Codes)

IMS Connect client support

As a TCP/IP server and a message router for IMS, IMS Connect provides access to IMS TM, IMS DB, and
the CSL Operations Manager (OM). The client support provided by IMS Connect differs, depending on
which type of access the IMS Connect client needs.

IMS Connect supports TCP/IP clients that communicate with socket calls, as well as TCP/IP clients that
communicate with different input data stream formats.

IMS DB client support

For access to IMS DB, IMS Connect, with the CSL Open Database Manager (ODBM), supports the following
types of clients:

« Application programs that use the IMS Universal Database resource adapter for the Java EE platform
 Application programs that use the IMS Universal JDBC driver
« Application programs that use the IMS Universal DL/I driver

« User-written client application programs that use the open standard DRDA communications
architecture

The following figure illustrates an IMS Connect system configuration that supports IMS DB client
communications:
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Figure 20. Overview of IMS Connect support for IMS DB systems

IMS TM client support

For access to IMS TM, IMS Connect supports the following types of clients:

« User-written TCP/IP client application programs that use the IMS request message (IRM) header to
communicate protocol options to IMS Connect

« IMS TM Resource Adapter (previously known as IMS Connector for Java)

- IMS Enterprise Suite SOAP Gateway, which includes XML message conversion support

- IMS Web 2.0 Solution for IBM Mashup Center, which includes XML message conversion support

The following figure illustrates an IMS Connect system configuration that supports IMS TM client

communications:
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Figure 21. Overview of IMS Connect support for IMS TM systems

For IMS TM IMS Connect clients, you can write user-message exits that execute in the IMS Connect
address space to convert the format of client input messages to the OTMA message format before IMS
Connect sends the message to IMS. The user-written message exits also convert the OTMA message
format to the customer message format before returning the message to IMS Connect. IMS Connect then
sends output to the client.

IMS Connect supports TCP/IP communications between IMS TM and distributed Java applications
through the IMS TM Resource Adapter running under either WebSphere Application Server for distributed
platforms.

For IMS TM, IMS Connect also supports the SOAP Gateway, which is a web services solution that enables
IMS applications to inter-operate outside of the IMS environment through SOAP to provide and request
services that are independent of platform, environment, application language, or programming model.

IMS Connect supports the IMS Web 2.0 Solution for IBM Mashup Center, which enables the integration
of existing IMS assets into Web 2.0 mashup and application solutions, providing users access to IMS
transactions through RSS, ATOM, or XML feed.

For SOAP Gateway and IMS Web 2.0 Solution clients, IMS Connect also provides XML conversion support,
which converts incoming XML messages into the data structures of some of the common programming
languages supported by IMS application programs.

IMSplex operations support

To issue IMS type-2 commands to the CSL OM and receive command responses through a TCP/IP
connection, IMS Connect supports clients such as IBM Management Console for IMS and Db2 for z/0S.
A single IMS Connect can support communication between the TCP/IP client and any IMS within an
IMSplex.
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The following figure illustrates an IMS Connect system configuration that supports IMS TM client
communications:
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Figure 22. Overview of IMS Connect support for TCP/IP clients

IMS Connect support for access to IMS DB

For IMS Connect clients, such as the IMS Universal drivers, that access databases that are managed

by IMS DB in DBCTL and DB/TM environment, IMS Connect manages TCP/IP connections and routes
incoming access requests among the instances of the CSL Open Database Manager (ODBM) and the IMS
DB systems in an IMSplex.

IMS Connect is the TCP/IP server and front-end IMSplex message router for the IMS Universal drivers,
which include:

« IMS Universal Database resource adapter for the Java EE platform

« IMS Universal JDBC driver

« IMS Universal DL/I driver

The IMS Universal drivers provide direct, non-transactional access to IMS databases through TCP/IP
connections for distributed application programs or local z/OS application programs.

The IMS Universal drivers simplify the development of IMS Connect client application programs that
access IMS DB through TCP/IP connections. The IMS Universal drivers do not use the IMS Connect

IMS Request Message (IRM) communications protocol. The IMS Universal drivers also shield application
developers from the underlying Distributed Relational Database Architecture™ (DRDA) that is used
internally for communications between the IMS Universal drivers and IMS Connect.

Because IMS Connect supports the DRDA protocol and, with ODBM, is a complete DRDA target server,
you can write application programs to the DRDA protocol directly; however, the IMS Universal Database
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resource adapter for the Java EE platform is the recommended API for accessing IMS databases through
TCP/IP from a distributed environment.

IMS Connect support for the IMS Universal drivers includes support for global two-phase commit
transactions.

IMS Connect supports communication with the IMS Universal drivers only on dedicated DRDA ports and
only through shareable persistent sockets.

IMS Connect security support includes the IMS Connect DB Security user exit routine (HWSAUTHO),
which can be used for greater control over the authentication of user IDs on connections that access IMS
DB. RACF is also supported.

IMS Connect support for the IMS Universal drivers is defined by the ODACCESS configuration statement in
the IMS Connect configuration PROCLIB member and requires at least one instance of ODBM running in
the same IMSplex as IMS Connect.

Connection routing for IMS Connect clients that connect to IMS DB

IMS Connect routes incoming connections from client applications that are connecting to IMS DB based
on an alias name and the instance of ODBM to which the alias name belongs. The client application
programs can specify an alias name on their incoming request messages.

IMS Connect keeps track of which alias names belong to which instance of ODBM in a internal tracking
table that is populated during registration with each instance of ODBM. Information about the ODBM
instances and alias names is also stored in an ODBM list in an exit interface block mapped by the
HWSXIBOD macro. The address of the ODBM list is stored in a table mapped by the HWSXIB macro.

IMS Connect also provides the IMS Connect DB Routing user exit routine (HWSROUTO) that you can use to
further control the routing of incoming message from clients that access IMS DB.

If IMS Connect receives a blank alias name from the client application or the HWSROUTO exit routine, IMS
Connect routes incoming connections in round-robin fashion among all of the instances of ODBM known
to IMS Connect. If IMS Connect receives from the client application or the HWSROUTO exit routine an
alias name that is shared by multiple instances of ODBM, IMS Connect routes the incoming connections
that specify that alias name in round-robin fashion among all of the instances of ODBM that share the
alias name.

IMS Connect support for the IMS TM Resource Adapter

To support Java application programs connecting to IMS TM, IMS Connect supports the IMS TM Resource
Adapter.

The IMS TM Resource Adapter runs under WebSphere Application Server in distributed environments and
is used by Java applications, Java Platform, Enterprise Edition (Java EE) applications or web services to
access IMS transactions that are running on host IMS systems. It is also used by IMS applications that run
in IMS dependent regions to make asynchronous callout requests to external Java EE applications.

The IMS TM Resource Adapter connects to IMS Connect through the TCP/IP communications protocol.

When a Java application submits a transaction request to IMS through the IMS TM Resource Adapter, IMS
Connect sends the transaction request to IMS Open Transaction Manager Access (OTMA) by using the
z/0S cross-system coupling facility, and the transaction runs in IMS. The response is returned to the Java
application using the same path.

When an IMS application invokes an external enterprise JavaBeans (EJB) component or web service
through a callout request, IMS Connect retrieves the callout request from a hold queue and passes it

to the IMS TM Resource Adapter, which in turn passes the request to an EJB application in WebSphere
Application Server that is set up to receive callout requests. The EJB starts a connection to IMS Connect
via the IMS TM Resource Adapter. The IMS TM Resource Adapter polls IMS Connect to retrieve the callout
requests from the hold queue. The EJB processes the request, and returns any response data to IMS by
issuing a normal IMS transaction request.
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IMS Connect identifies TCP/IP connections by a client ID that is submitted by the IMS TM Resource
Adapter.

For connections on persistent TCP/IP sockets, IMS Connect can generate a client ID for the IMS TM
Resource Adapter in any of the following cases:

- The IMS TM Resource Adapter requests that IMS Connect generate a unique client ID in the event that
a client ID submitted by the IMS TM Resource Adapter is a duplicate of an existing IMS TM Resource
Adapter client ID.

« The IMS TM Resource Adapter submits a blank client ID.

IMS Connect support for command requests to Operations Manager (OM)

IMS Connect (ICON) clients can send command requests to the Operations Manager (OM) to be
processed by components in the IMSplex such as IMS, ODBM, and ICON.

Sending a command request to OM is similar to sending a transaction to IMS. ICON clients build the
command request using the IMS request message (IRM) header format.

The following are command-related settings that user-written ICON clients must set in the command
request:

« Set the user message exit IRM_ID field to HWSCSLOO or HWSCSLO1 string values “*“HWSCSL*’ or
“*HWSCS1*.

« Set the destination IRM_IMSDESTID to the IMSplex name connected to the ICON. The IMSplex
name can be found in the TMEMBER= parameter of the IMSPLEX statement in the ICON HWSCFGxx
configuration member.

« Set the application data to the command string 'CMD(command string)' such as 'CMD(QRY IMSCON
TYPE(PORT) NAME(*) SHOW(STATUS))".

ICON API for Java clients can issue the following method calls by setting the following fields:

« Set the user message exit by issuing
TmInteraction.setImsConnectUserMessageExitIdentifier(exit name). Exit name can be
either TmInteraction.IMS_CONNECT_USER_MESSAGE_EXIT_IDENTIFIER_FOR_HWSCSLOO or
TmInteraction.IMS_CONNECT_USER_MESSAGE_EXIT_IDENTIFIER_FOR_HWSCSLO1.

« Set the destination by issuing TmInteraction.setImsDatastoreName(IMSplex nhame).

- Set Interaction type to command by issuing
TmInteraction.setInteractionTypeDescription(TmInteraction.INTERACTION_TYPE_DESC_TYPE2_COMM
AND).

« Set the application data as shown below:

String inputMessage = "CMD(command string)";

short inputMessagelLength = (short) (inputMessage.length() + 4);

ByteBuffer inputMessageInByteFormat = ByteBuffer.allocate(inputMessagelength);
inputMessageInByteFormat.position(0);
inputMessageInByteFormat.putShort((short) inputMessagelength);
inputMessageInByteFormat.putShort((short) 0);

inputMessageInByteFormat.put(inputMessage.getBytes(Charset.forName("CP1047")));InputMessage im
= commandTi.getInputMessage();

im.setInputMessageData(inputMessageInByteFormat.array());

Example command request message for command QRY IMSCON TYPE(PORT) NAME(*) SHOW(STATUS)
using exit HWSCSLO1 and destination PLEX1:

Offset © 4 8 C EBCDIC Data
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+000000 OOOOOOE3 OOA80500 5CC8E6E2 C3E2F15C |...T.y..*HWSCS1x|

+000010 0000000 00631000 C3D3C9C5 DSE3FOFL |........ CLIENTO1|
+000020 00208040 40404040 40404040 D7D3C5E7 |... PLEX|
+000030 F1404040 40404040 40404040 E4E2D9E3 |1 USRT |

+000040 FOFOF140 E2E8E2F1 40404040 5C5C5C5C |001 SYS1 *kxK |
+000050 5C5C5C5C D9C1C3C6 C1D7D5D4 40404040 |*x**RACFAPNM |
+000060 40404040 40404040 40404040 40404040 |

+000070 40404040 40404040 40404040 00000000 | R
+000080 O0OOOOOOO OOEOOOOO COOOEEOO OBEOOEBO |................
+000090 0000000 OOOEOOOO O0OOOEEOO OO0 |................
+0000A0 00000000 OOOOOOEO OO0 00330000 |................
+0000BO C3D4C44D D8D9E84O C9DAE2C3 D6D540E3 |CMD(QRY IMSCON T|
+0000CO E8D7C54D D7D6D9E3 5D40D5C1 DAC54D5C |YPE(PORT) NAME (x|
+0000D0 5D40E2C8 D6E64DE2 E3C1E3E4 E25D5D00 |) SHOW(STATUS)) . |
+0000EO 040000 [...

Example command response message:

Offset 0 4 8 C EBCDIC Data

+000000 OOOO1OE7 4C6FA794 9340A585 99A28996 |...X<?xml versio]
+000010 957E7FF1 4BFO7F6F 6EAC5AC4 D6C3E3E8 |n="1.0"?><!DOCTY|
+000020 D7C54089 94A296A4 A340E2E8 E2E3C5D4 |PE imsout SYSTEM|
+000030 407F8994 A296A4A3 4B84A384 7F6E4C89 | "imsout.dtd"><i|
+000040 94A296A4 A36EA4AC83 A3936EAC 96949581 |msout><ctl><omna |
+000050 94856ED6 D4F1D6D4 4040404C 61969495 |me>0M10M </omn |
+000060 8194856E 4C9694A5 A2956EF1 4BF84BFO |ame><omvsn>1.8.0]
+000070 4C619694 A5A2956E 4CA79493 A5A2956E |</omvsn><xmlvsn> |

+O0OFE® 827E7FA8 85A27F40 616EAC61 83948499 |b="yes" /></cmdr|
+000FFO A2978884 996EAC83 948499A2 978481A3 |sphdr><cmdrspdat|
+001000 816E4C99 A2976ED7 D6D9E34D FI9F9FIF9 |a><rsp>PORT (9999 |
+001010 40404040 5D40DAC2 D94DC8E6 E2F14040 | ) MBR(HWS1
+001020 40404040 40404040 40405D40 C3C34D40 | ) CC(
+001030 4040FO05D 40E2E3E3 4DC1C3E3 C9E5C55D | ©) STT(ACTIVE) |
+001040 404C6199 A2976EAC 99A2976E D7D6D9E3 | </rsp><rsp>PORT|
+001050 4DF9F9F9 F8404040 405D40D4 C2D94DC8 | (9998 ) MBR(H|
+001060 E6E2F140 40404040 40404040 4040405D |WS1 )|
+001070 40C3C34D 404040F0 5D40E2E3 E34DC1C3 | CC( 0) STT(AC|
+001080 E3C9E5C5 5D404C61 99A2976E 4C99A297 |TIVE) </rsp><rsp|
+001090 6ED7D6D9 E34DF5F5 F5F5C440 40405D40 |>PORT(5555D ) |
+0010A0 D4C2D94D C8E6E2F1 40404040 40404040 |MBR(HWS1

+0010BO 40404040 5D40C3C3 4D404040 FO5D40E2 | ) CC( 0) S|
+0010CO E3E34DC1 C3E3C9E5 C55D404C 6199A297 |TT(ACTIVE) </zrsp]|
+0010D0 6E4C6183 948499A2 978481A3 816E4C61 |></cmdrspdata></|
+0010EQ 8994A296 A4A36E [imsout>

IMS Connect support for ISC TCP/IP communications

IMS Connect manages the TCP/IP connections and protocols for IMS when Intersystem Communication
(ISC) parallel sessions use TCP/IP to link to IBM CICS Transaction Server for z/0S.

The following figure shows the basic flow for a single ISC parallel session that uses TCP/IP. In the figure,
the ISC TCP/IP terminal is defined dynamically in IMS by an ETO logon descriptor.
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Figure 23. Overview of IMS Connect support for an ISC parallel session that uses TCP/IP

Each ISC parallel session requires two sockets in IMS Connect: a send socket and a receive socket. CICS
also requires two sockets for each ISC parallel session. An ISC link can support multiple ISC parallel
sessions.

The ISC and RMTCICS statements, along with the CICSPORT keyword on the TCPIP statement, together
define the TCP/IP connection from IMS Connect to IMS and from IMS Connect to CICS. These statements
are defined in the IMS Connect configuration member in the IMS.PROCLIB data set.

Each TCP/IP socket provides a one-way path for transactions and reply data messages between IMS
Connect and CICS. Acknowledgment messages (ACKs or NAKs) are sent on the socket connection from
which the transaction or reply data message was received.

Communication between IMS Connect and IMS is enabled by the Structured Call Interface (SCI) of the
IMS Common Service Layer (CSL).

ISC TCP/IP communication does not support RACF PassTickets.

ISC messages between CICS and IMS cannot be modified or routed by any IMS Connect exit routines. The
IMS Connect user message exit routines, such as HWSJAVAQ, HWSSMPLO, or HWSSMPL1, are not used
for ISC TCP/IP communication. The Port Message Edit exit routine is not supported.

ISC TCP/IP communication is supported by IMS type-2 commands. Only a limited number of IMS Connect
WTOR and z/OS MODIFY commands, such as VIEWHWS and QUERY MEMBER, support ISC TCP/IP
communication.

The IMS Connect Event Recorder exit routine (HWSTECLO) records events that are specific to ISC TCP/IP
communications.

Related tasks

“ISC communication with CICS over TCP/IP” on page 595
TCP/IP can be used to support ISC connections between IMS and IBM CICS Transaction Server for z/OS
subsystems.

Related reference
ISC statement (System Definition)
RMTCICS statement (System Definition)
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IMS Connect support for IMS-to-IMS TCP/IP communications

IMS Connect manages the TCP/IP connections and protocols for IMS systems that communicate with
each other across a TCP/IP network.

An IMS-to-IMS TCP/IP connection typically links two IMS systems that are installed at different locations.
Each IMS system communicates with an IMS Connect instance at the same location. The TCP/IP
connection that the two IMS system use to communicate with each other is established by the IMS
Connect instances at each location.

The following figure illustrates possible configurations for IMS-to-IMS TCP/IP connections.

IS IMS
IMS 1 Connact 1 Connact 2 IS 2
MCF TCRP ¥CF
OTMA ¥ . " OThA
message
reguest
E— — -
MSC SCI TCRAP 2CI MSC
— o — - —
response
Local IMS Local IMS Connect Remote IMS Connect Remote IMS

Figure 24. Example configuration for IMS-to-IMS TCP/IP communications

The RMTIMSCON statement in the IMS Connect configuration member in the IMS.PROCLIB data set
defines the TCP/IP connection from one IMS Connect instance to the other. Depending on which

IMS communications component uses the TCP/IP connection, additional configuration statements,
descriptors, or system definition macros are required to complete the communications path between
the two IMS systems.

Each defined TCP/IP connection provides a one-way path for messages from one IMS system to flow to
the other. For messages to flow back in the other direction, a second TCP/IP connection must be defined
in the reverse direction. Acknowledgment messages (ACKs or NAKs) are the exception to this rule.

Optionally, IMS Connect can secure the IMS-to-IMS TCP/IP connections by using RACF PassTickets.
When PassTicket security is enabled, the sending IMS Connect instance generates a PassTicket and the
receiving IMS Connect instance verifies the PassTicket with RACF. After the PassTicket is verified, the
receiving IMS Connect classifies the connection as coming from a trusted user. As long as the connection
persists, no further security checking is performed.

The IMS Connect user message exit routines, such as HWSJAVAO, HWSSMPLO, or HWSSMPL1, are not
used for IMS-to-IMS TCP/IP communications.

IMS-to-IMS TCP/IP communications are supported by the following IMS Connect command formats:

+ WTOR
- z/OS MODIFY
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« IMS type-2

The IMS Connect Event Recorder exit routine (HWSTECLO) records events that are specific to IMS-to-IMS
TCP/IP communications.

The IMS communications components that use IMS-to-IMS TCP/IP communications include Multiple
Systems Coupling (MSC) and Open Transaction Manager Access (OTMA).

Related tasks

IMS-to-IMS TCP/IP connections (System Definition)

“Securing IMS-to-IMS TCP/IP connections” on page 187
To secure IMS-to-IMS TCP/IP connections, IMS Connect uses RACF PassTickets to establish one instance
of IMS Connect as a trusted user of another instance of IMS Connect.

Related reference

HWSCFGxx member of the IMS PROCLIB data set (System Definition)
IMS Connect commands (Commands)

QUERY IMSCON commands (Commands)

UPDATE IMSCON commands (Commands)

IMS Connect Event Recorder exit routine (HWSTECLO) (Exit Routines)

MSC and IMS-to-IMS TCP/IP communications

For MSC, the TCP/IP connections between two IMS Connect instances complete a path for an MSC
physical link. One or more MSC logical links can be assigned to the MSC physical link.

Messages on MSC links travel in both directions. For each MSC logical link, two socket connections
are opened: a send socket and a receive socket. To support MSC links, you must define a pair of
corresponding TCP/IP connections, one in each IMS Connect instance on each side of the IMS-to-IMS
TCP/IP connection.

To define a complete IMS-to-IMS TCP/IP communications path for MSC, you must code the following
items in the IMS Connect and IMS instances at each side of the connection:

- In IMS Connect, the IMS Connect configuration statements, including the RMTIMSCON statement,
which is required for IMS-to-IMS TCP/IP communications, and the MSC statement, which is required for
communication between IMS Connect and MSC.

 In IMS, the MSC system definition macros or type-2 CREATE commands that are required to define all
MSC link types. The MSPLINK macro and the CREATE MSPLINK command have parameters that are
specific to the TCP/IP MSC physical link type.

A simplified IMSplex configuration is required to support IMS-to-IMS TCP/IP communications for MSC.
The communications path between IMS Connect and MSC is managed by the Structured Call Interface
(SCI) component of the IMSplex. IMS type-2 command support for IMS Connect and MSC also requires
the Operations Manager (OM) component of the IMSplex.

For MSC links that use TCP/IP generic resources, IMS Connect provides routing and affinity management
support.

Security for the TCP/IP connection can be implemented by using the optional RACF PassTicket support.
Transaction authorization can also be implemented in the IMS system.

In each IMS system, a TCP/IP MSC link is operationally like a VTAM MSC link. An MSC physical link can be
started by issuing either the IMS type-1 command /RSTART LINK or the IMS type-2 command UPDATE
MSLINK START(COMM) in either one of the linked IMS systems.

In IMS Connect, after a link has been started, you can monitor, stop, and restart the MSC links and their
associated socket connections by using IMS Connect WTOR, z/OS MODIFY, or IMS type-2 commands. In
IMS, most definition, operations, and administrative tasks and processes are the same for the MSC TCP/IP
link type as they are for the MSC VTAM link type.

Related concepts
“Overview of Multiple Systems Coupling” on page 671
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Multiple Systems Coupling (MSC) makes it possible for transactions to be entered in one IMS and
processed in another IMS.

Related tasks

IMS-to-IMS TCP/IP connections (System Definition)

Defining a TCP/IP generic resource group for MSC (System Definition)

Related reference

CREATE MSPLINK command (Commands)

IMS Connect, MSC, and TCP/IP generic resources

IMS Connect provides routing and connection management support for MSC links that connect to a
TCP/IP generic resource group.

TCP/IP generic resources enable MSC links to be switched between participating IMS systems in an
IMSplex without requiring system definition changes to the MSC partner systems outside of the IMSplex.

The IMS systems that participate in a TCP/IP generic resource group all specify a shared generic IMS ID
in their respective IMS DFSDCxxx PROCLIB members. In IMS Connect, this generic IMS ID is specified on
the GENIMSID parameter of the MSC configuration statement for each IMS system.

When IMS Connect receives the first MSC logical link request on a physical link for the TCP/IP generic
resource group, IMS Connect broadcasts the request to all participating IMS systems in the group. IMS
Connect routes the link request to the first IMS system to respond to IMS Connect.

When an IMS system accepts the link request, affinity is established between the IMS system and all
logical links that use the physical link to the IMS system. Affinity persists for all logical links on a given
MSC physical link until all logical links on the physical link terminate normally or the physical link path
is stopped in IMS Connect. After the last logical link terminates and the affinity is released, the next link
request on the physical link can establish affinity with a different IMS system.

You can display affinity information for a logical link in both IMS and IMS Connect. In IMS Connect, you
can display affinity information by specifying any one of the following IMS Connect commands:

The IMS type-2 format command QUERY IMSCON TYPE(MSC) NAME(lclPlkid)
The IMS type-2 format command QUERY IMSCON TYPE(LINK) NAME(lclPlkid)
The WTOR format command VIEWMSC [clPlkid

The z/0OS MODIFY command QUERY MSC NAME(((clPlkid)

You can control which IMS system in a TCP/IP generic resource group accepts the first logical link request
on a physical link. The easiest way to do this is to start the link from the IMS system in the generic
resource group.

If the link must be started from the remote IMS system, you can control which IMS system accepts a link
from either the TCP/IP generic resource group or IMS Connect. In the TCP/IP generic resource group, you
can stop logons to the generic IMS ID in every IMS system in the generic resource group, except in the
one that requires affinity. Alternatively, in IMS Connect you can stop all MSC physical link paths except the
path to the IMS system that requires affinity.

To stop a physical link path in IMS Connect, issue any one of the following IMS Connect commands:
« The IMS type-2 format command UPDATE IMSCON TYPE(MSC) NAME(lclPlkid) STOP(COMM)

« The WTOR format command STOPMSC [c[Plkid

« The z/OS MODIFY command UPDATE MSC NAME(lclPlkid) STOP(COMM)

Related tasks

“Managing MSC links in a TCP/IP generic resource group” on page 732
When MSC is used with TCP/IP generic resources, each link that connects to the TCP/IP generic resource
group has affinity to a specific IMS system in the group.

Defining a TCP/IP generic resource group for MSC (System Definition)
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Related reference

MSC statement (System Definition)

/DISPLAY AFFIN command (Commands)

QUERY MSLINK command (Commands)

QUERY IMSCON TYPE(LINK) command (Commands)
QUERY IMSCON TYPE(MSC) command (Commands)
VIEWMSC command (Commands)

IMS Connect QUERY MSC command (Commands)

OTMA and IMS-to-IMS TCP/IP communications

For OTMA, a TCP/IP connection between two IMS Connect instances completes a one-way path for
sending OTMA transaction messages asynchronously from a local sending IMS system to a remote
receiving IMS system.

Any responses generated by the remote IMS system are queued to a tpipe hold queue in the remote IMS
system for asynchronous retrieval.

To define an IMS-to-IMS TCP/IP communications path for OTMA, you must code the following items in the
IMS Connect and IMS instances at each side of the connection:

« In the sending IMS Connect, the IMS Connect configuration statements, including the RMTIMSCON
statement, which is required for IMS-to-IMS TCP/IP communications, and the DATASTORE statement,
which is required for communication between IMS Connect and OTMA.

« In IMS, either the OTMA destination descriptor in the DFSYDTx member of the IMS.PROCLIB data set or
the OTMA User Data Formatting exit routine (DFSYDRUO).

Security for the TCP/IP connection can be implemented by using the optional RACF PassTicket support.
Transaction authorization can also be implemented in the IMS system.

OTMA requires the RMTIMSCON statement in only the IMS Connect instance that sends messages on the
TCP/IP connection.

OTMA sends transaction messages across IMS TCP/IP connections using commit mode 0 and the send-
only with acknowledgment protocol. Any responses generated at the remote IMS system to the OTMA
transaction messages are queued to a tpipe hold queue for asynchronous retrieval.

You can define a separate TCP/IP connection to return responses back to their originating IMS system;
however, the responses must be sent back to the originating IMS system as new transactions for the
originating system and the correlation of responses to their original transaction must be managed by your
installation.

In IMS Connect, you can monitor, stop, and restart the TCP/IP connections by using IMS Connect WTOR,
z/0OS MODIFY, or IMS type-2 commands.

Related concepts

“OTMA support for IMS-to-IMS communications” on page 785

You can send OTMA messages from a local IMS system to a remote IMS system by using IMS-to-IMS
TCP/IP communications.

Related tasks

IMS-to-IMS TCP/IP connections (System Definition)

IMS Connect, OTMA super member, and IMS-to-IMS TCP/IP connections

IMS Connect supports the OTMA super member function with IMS-to-IMS TCP/IP communications. The
OTMA super member function can help ensure availability and distribute workloads across IMS Connect
instances.

For IMS-to-IMS TCP/IP communications, you can define up to eight connections from IMS Connect to an
OTMA super member group. The connections are defined by the IMS Connect DATASTORE configuration
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statement. OTMA counts each connection as a target member (tmember). The connections can be from
one IMS Connect instance or multiple IMS Connect instances.

If more than eight connections are defined to use the super member group, OTMA uses only the first
eight connections. If IMS is restarted when more than eight connections are defined from actively running
IMS Connect instances, the same eight connections might not be accepted into the super member group
because the connections are joined randomly.

When a connection shuts down, either because it is stopped or IMS Connect is shut down, OTMA removes
it from the super member group. If a connection is started, OTMA joins it to the super member group only
if the group is not already full.

If a connection is removed from a full super member group, OTMA does not automatically add other
connections that tried to join previously. To add a connection for an IMS Connect instance that is already
running, either restart the connection or the IMS Connect instance.

Related concepts

“Super member support for IMS-to-IMS communications” on page 786

You can use the OTMA super member function to distribute messages sent to a remote IMS system across
multiple local instances of IMS Connect.

Related tasks

IMS-t0-IMS TCP/IP connections (System Definition)

Related reference

DATASTORE statement (System Definition)

Automatic reconnection attempts for OTMA connections

If IMS Connect cannot establish a connection with a remote IMS Connect instance, IMS Connect
automatically attempts to reconnect to the remote IMS Connect instance every 2 minutes.

When AUTOCONN=Y is specified in the RMTIMSCON statement, IMS Connect creates connections to a
remote IMS Connect instance at startup. The number of connections that IMS Connect creates at startup
is determined by the RESVSOC keyword of the RMTIMSCON configuration statement.

If AUTOCONN=N, IMS Connect creates a connection only when a message is received from OTMA for
delivery to the remote IMS system.

In either case, if IMS Connect cannot create the connections due to any of the following reasons, IMS
Connect attempts to reconnect to the remote IMS Connect instance every 2 minutes:

« Local TCP/IP is not available

« Remote TCP/IP is not available

« Remote IMS Connect is not available

If any messages are received from OTMA either before, during, or between reconnection attempts, IMS
Connect sends a NAK to OTMA that directs OTMA to leave the message at the front of the tpipe queue.

When the connection to the remote IMS Connect is established, IMS Connect notifies OTMA to resume
sending messages on the connection.

While IMS Connect is attempting to reconnect, the status of the connection is RETRY CONN. Also, the
NUMSOC value that indicates how many sockets are open fluctuates. IMS Connect opens a socket
when actively trying to reconnect. IMS Connect closes the socket during the 2-minute interval between
reconnection attempts.

Related tasks
IMS-to-IMS TCP/IP connections (System Definition)

Overview of IMS Connect XML Conversion Support

For certain IMS Connect clients, IMS Connect can convert the XML data contained in an input message
into the data structures used by IMS application programs written in either COBOL or PL/I. The data in
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the corresponding output message is also converted from programming language of the IMS application
program back to the XML data that IMS Connect client expects.

The IMS Connect XML conversion support enables IMS to accept messages in an XML format without
having to create or modify IMS application programs to support XML.

The IMS Connect XML conversion support uses the HWSSOAP1 user message exit to identify the
appropriate XML adapter and XML converter. The HWSSOAP1 user message exit is used by both IMS
Enterprise Suite SOAP Gateway and IMS Web 2.0 Solution for IBM Mashup Center.

IMS Connect calls the XML adapter, which serves as the interface to the XML converter. The XML converter
is generated based on either the COBOL copybook or the PL/I source of the IMS application program,
depending on which language the IMS application program is written in. After the XML data has been
converted into the data structures of the programming language of the IMS application program, the input
message is passed to OTMA.

Related concepts

“IMS Connect XML message conversion” on page 217

For some IMS Connect client application programs, IMS Connect can convert XML messages into either
COBOL or PL/I, so that you do not need to modify existing IMS application programs to process messages
submitted to IMS in XML.

Related tasks
Configuring XML conversion support for IMS Connect clients (System Definition)

IMS Connect support for z/0S Sysplex Distributor

IMS Connect includes a variety of features that facilitate its execution in a z/OS Sysplex Distributor
environment.

In a z/OS Sysplex Distributor environment, incoming messages are typically distributed among multiple
instances of IMS Connect to balance the workload and increase availability. In such an environment,
client applications have no control over which instance of IMS Connect receives their input messages

and which IMS Connect receives subsequent requests for asynchronous output. IMS Connect, with OTMA,
provides several features to support operating in such an environment, such as rerouting asynchronous
output to an alternate tpipe, sharing asynchronous output by using an OTMA super member tpipe,
retrieving output from an alternate tpipe queue associated with another client, and purging undeliverable
output.

IMS Connect automatically sends a server health status report to z/OS Workload Manager (WLM) when
the server is started. The health status is a number in the range 0 - 100 that indicates the health

of IMS Connect and is initially set to 100. The health value is defined based on the available socket
percentage, which is the number of available sockets as a percentage of the maximum allowable number
of sockets that is set by the MAXSOC parameter in the TCPIP configuration statement. The available
socket percentage and the corresponding health status number are mapped in the following way:

« If the maximum allowable socket number is equal to or greater than 2000 (MAXSOC >= 1000):

— If the available socket percentage is 11% - 100%, the health status number is 100.

— If the available socket percentage is 0% - 10%, the health status number is equivalent to the number
of the available socket percentage, which is 0 - 10.

« If the maximum allowable socket number is less than 1000 (MAXSOC < 1000):
— If the available socket percentage is 21% - 100%, the health status number is 100.

— If the available socket percentage is 0% - 20%, the health status number is equivalent to the number
of the available socket percentage, which is 0 - 20.

An updated health status report is sent when the server health changes.

z/0S Sysplex Distributor uses this information to route incoming connections when the distribution
method SERVERWLM is specified on the VIPADISTRIBUTE statement of the z/OS TCP/IP profile. You
can also set the SHAREPORTWLM parameter for the PORT definition to configure Sysplex Distributor to use
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the WLM health status to balance incoming connections between two or more instances of IMS Connect
that are running on the same host with a shared port.

Related concepts

“Rerouting commit-then-send output” on page 301
You can configure IMS to reroute commit-then-send (commit mode 0) IOPCB output to an alternate OTMA
tpipe hold queue for retrieval.

Related tasks

“Sharing asynchronous commit-then-send output: the OTMA super member function” on page 858
Hold-queue-capable OTMA clients, such as IMS Connect, can share asynchronous commit-then-send
(CMO0) output messages by enabling the OTMA super member function. The OTMA super member function
is specifically designed to support multiple instances of IMS Connect in a z/OS Sysplex Distributor
environment.

“Purging undeliverable commit-then-send output” on page 299
You can configure OTMA to purge commit-then-send (commit mode 0) IOPCB output when the output
cannot be returned to the OTMA client application that initiated the transaction.

“Retrieving output from alternate OTMA tpipe hold queues” on page 344
Client applications can retrieve the asynchronous output or callout messages from an alternate tpipe hold
gueue by specifying the name of the alternate tpipe as an alternate client ID a RESUME TPIPE call.

Related reference
TCPIP statement (System Definition)

Overview of IMS Connect security

IMS Connect provides different security options depending on whether a client is accessing IMS DB or
IMS TM.

IMS DB clients can implement security by using the IMS Connect DB Security user exit routine
(HWSAUTHO), a security product such as RACF, or both. For IMS DB clients, IMS Connect also provides
support for RACF PassTickets. For Secure Sockets Layer (SSL) support, IMS DB clients can use IBM z/0S
Communications Server Application Transparent Transport Layer Security feature (AT-TLS). IMS Connect
does not provide SSL support for IMS DB clients.

IMS TM clients can implement security using any combination of the IMS Connect user message exit
routines, a user security exit routine, and a security product such as RACF. For IMS TM clients, IMS
Connect provides direct support for SSL and support for RACF PassTickets.

For IMS-to-IMS TCP/IP connections, IMS Connect provides optional connection security by using RACF
PassTickets.

In an IMS Connect configuration, security can be implemented by using various combinations of the
following components:

« On the client side:

— The client application

— The server of the client application
« IMS Connect
A security product, such as RACF

For IMS TM connections:

— The IMS Connect user message exit routines

— OTMA, including the OTMA Resume Tpipe Security user exit (OTMARTUX)
For IMS DB connections, the IMS Connect DB Security user exit routine

« IMS

« An IMS exit routine
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« An IMS application program
When you configure IMS Connect, you can enter your security specifications in the following places:

« HWSCFGxx configuration member
« The RACF FACILITY class

Related concepts

“IMS Connect security support” on page 181

IMS Connect includes a variety of options for implementing and modifying the security checking
performed on messages as they arrive in IMS Connect and, for IMS TM connections, as they arrive at
the data store.

Related tasks

“RACF PassTicket for IMS Connect client connections to IMS DB” on page 201

You can use RACF PassTickets to authenticate IMS Connect client connections to IMS DB. PassTickets are
an alternative to RACF passwords and password phrases and provide better security because PassTickets
remove the need to send passwords and password phrases across the network in clear text.

Overview of defining and invoking IMS Connect

The steps below provide a high-level overview of defining and invoking IMS connect.

About this task
Configuring IMS Connect includes the following high-level steps.

Procedure

1. Authorize SDFSRESL to the Authorized Program Facility (APF) by online command or by running a JCL
job.

2. Ensure that the z/OS Program Properties Table (PPT) is updated to allow IMS Connect to run in
authorized supervisor state and in key 7. The specification in the z/OS PPT must match the program

specification in the EXEC statement of the IMS Connect startup JCL. You can specify either BPEINIOO
or HWSHWSO0O.

3. Create an IMS Connect configuration member, and define the IMS Connect configuration statements
that IMS Connect uses during initialization.

4. Create the BPE configuration member for IMS Connect.
5. Create the HWSUINIT initialization exit routine, which is not shipped as a load module.

6. If you are connecting to IMS TM, create the user message exit routines that you need, such as
HWSSMPLO, HWSSMPL1, or HWSJAVAO. These user message exit routines are also not shipped as
load modules.

7. Define IMS Connect security and, optionally, OTMA client security.
8. Optionally, enable the IMS Connect XML message conversion support.

Results

Invoke IMS Connect using either a z/OS procedure or a z/OS job. If you start multiple instances of IMS
Connect with the same configuration, a connection outage can occur.

Related concepts
IMS Connect definition and tailoring (System Definition)
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Chapter 11. Overview of IMS Connect exit routines

IMS provides a variety of exit routines to support IMS Connect.
IMS Connect exit routines fall into two general categories:

« User message exit routines that manage the messages to and from the various types of IMS Connect
TCP/IP clients

« Exit routines that provide general functionality, such as security and routing

The IMS Connect user message exit routines, which are used only with clients connecting to IMS TM,
include:

« HWSSMPLO and HWSSMPL1 user message exits, for user-written IMS Connect client applications
« HWSJAVAO user message exit, for the IMS TM Resource Adapter

« HWSSOAP1 user message exit, for the IMS Enterprise Suite SOAP Gateway

« HWSCSLOO and HWSCSLO1 user message exits, for the OM command clients

All of the IMS Connect client user message exits allow you to call the z/OS TCP/IP IMS Listener security
exit routine (IMSLSECX), issue the RACF function in these user message exit routines, or use the IMS
Connect user RACF function.

Attention: Do not issue any z/0OS calls in the user message exit that result in an MVS WAIT. If you modify
the user message exit and add code that results in an MVS WAIT, all work on the TCP/IP PORT will halt
until the WAIT has been posted. The user message exits cannot be modified to free any storage passed
to the exit, and IMS Connect will not free any storage obtained by the user message exit when the exit
returns to IMS Connect. All storage obtained by IMS Connect must be released by IMS Connect and
cannot be freed by the User Message Exit without causing failures.

The exit routines that provide general functionality to IMS Connect include:

« The sample IMS Connect Destination Resolution exit routine (HWSYDRUO), which is a modified version
of the OTMA Destination Resolution exit routine (DFSYDRUO)

« IMS Connect User Initialization exit routine (HWSUINIT)

« z/OS TCP/IP IMS Listener security exit routine (IMSLSECX)

« IMS Connect Password Change exit routine (HWSPWCHO)

« IMS Connect Event Recorder exit routine (HWSTECLO)

« IMS Connect Port Message Edit exit routine for TCP/IP clients
« IMS Connect DB Routing user exit routine (HWSROUTO)

« IMS Connect DB Security user exit routine (HWSAUTHO)

IMS Connect always loads HWSUINIT and HWSJAVAO, but HWSSMPLO and HWSSMPL1 are optional
and are loaded only if you include them with the TCPIP statement in the IMS Connect member of the
IMS.PROCLIB data set (HWSCFGxx). These four exit routines are provided as load modules for ease of
use. Source code is also provided so that you can modify the exit routines for your installation.

This topic contains Product-sensitive Programming Interface information.

Related reference
IMS Connect exit routines (Exit Routines)
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Overview of user message exit routines

For most types of IMS Connect clients, IMS Connect requires the use of a user message exit routine to
manage the messages that are received from and sent to the client.

The user message exit routines can perform a number of tasks related to the management of messages,
including:

- Translating input messages into the protocol or format required by IMS and the IMS Open Transaction
Manager Access (OTMA) component

« Rerouting messages

« Checking security for input messages

« Returning user-defined messages in response to certain user-defined criteria

The following IMS Connect clients are listed with the IMS Connect user message exit that they require:

User-provided clients that access IMS TM
The HWSSMPLO or HWSSMPL1 user message exit routine, or a user-written user message exit routine.

Optionally, you can also use an IMS Connect Port Message Edit exit routine, which receives control
between IMS Connect and the z/OS TCP/IP stack, to modify the format of input and output messages.

The HWSSMPLO and HWSSMPL1 exit routines and their related macros are shipped with IMS both as
source code and as load modules.

IMS TM Resource Adapter
The HWSJAVAO user message exit routine.

Optionally, you can also use an IMS Connect Port Message Edit exit routine, which receives control
between IMS Connect and the z/OS TCP/IP stack, to modify the format of input and output messages.

The HWSJAVADO exit routine and its related macros are provided as both load modules and source
code.

IMS Enterprise Suite SOAP Gateway
The HWSSOAP1 user message exit routine, which is provided as object code only.

Optionally, you can also use an IMS Connect Port Message Edit exit routine, which receives control
between IMS Connect and the z/OS TCP/IP stack, to modify the format of input and output messages.

IBM WebSphere DataPower®
The HWSDPWR1 message exit routine, which is provided as object code only.

Optionally, you can also use an IMS Connect Port Message Edit exit routine, which receives control
between IMS Connect and the z/OS TCP/IP stack, to modify the format of input and output messages.

Clients that access IMS DB, such as the IMS Universal drivers.
IMS Connect does not support user message exit routines for clients that access IMS DB, such as
the IMS Universal drivers and user-provided clients that use the Distributed Relational Database
Architecture (DRDA) interface. Instead, you can use the following IMS Connect exit routines for
message routing, security, and message editing:

« IMS Connect DB Routing user exit routine (HWSROUTO)
« IMS Connect DB Security user exit routine (HWSAUTHO)
- IMS Connect Port Message Edit exit routine

Clients that submit commands to the Operations Manager (OM)
The HWSCSLOO or HWSCSLO1 user message exit routines, which are provided as object code only.

IMS-to-IMS TCP/IP connections do not use an IMS Connect user message exit routines.

Related reference
IMS Connect user message exit routines (Exit Routines)
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Security and the IMS Connect user message exit routines

IMS Connect user message exit routines can perform security checking. If configure your exit routines
to check security, you must provide a security exit or use the z/OS TCP/IP IMS Listener security exit
(IMSLSECX).

IMS does not provide a sample security exit due to the many options available for security and the
fact that most installations have their own specific security method. The call to RACF is performed by
IMS Connect if RACF parameters are provided in the OTMA header when the message exit returns the
message.

IMSLSECX is the name of the security exit called by the following IMS Connect user message exit
routines:

« HWSSMPLO
« HWSSMPL1
« HWSSOAP1
« HWSCSLOO

If you use HWSSMPLO or HWSSMPL1, you can change the name of the security exit that they call by
changing EXTRN IMSLSECX to a name of your choice. If you change the name of the security exit, you
must define the security exit in the HWSSMPLO or HWSSMPL1 user message exit.

You can also provide the name of the security exit called by HWSJAVAO and define it in the HWSJAVAQ
message exit.

For more information about the IMSLSECX exit routine, see:

« IMS Version 15.4 Exit Routines
« z/0S Communications Server: IP IMS Sockets Guide

Related concepts

“IMS Connect security exit routine” on page 189
If any IMS Connect user message exit routine performs security checking, you must provide a security exit
routine or use the z/OS TCP/IP IMS Listener security exit routine (IMSLSECX).

“IMS Connect security and the OTMARTUX user exit” on page 189

The OTMA Resume TPIPE Security user exit (OTMARTUX) is not an IMS Connect exit routine, but it is
one of two possible methods that you can use to secure messages queued on the OTMA asynchronous
hold queue. The other method is to use an external security product, such as RACF. You can use the
OTMARTUX user exit and an external security product each by itself or in combination.

Related reference

“HWSSMPLO and HWSSMPL1 security actions” on page 190

The sample user message exits HWSSMPLO and HWSSMPL1 always perform certain security actions and
perform other security actions only when the IMSLSECX security exit is or is not called.

User-defined messages

The IMS Connect HWSJAVAO, HWSSMPLO, and HWSSMPL1 user message exits can return user-defined
messages to the IMS Connect client when criteria that you define are met.

Any client application programs that might receive a user-defined message must be able to recognize
and process user-defined messages and any associated return and reason codes. When a user-defined
message is returned to the client application program, the original input message is not sent to IMS.

When a user message exit returns a user-defined message, the original input message is not passed on

Upon returning one of these user-defined messages, you can also have the user message exit request that
IMS Connect either keep the socket connection open or close it, depending on your needs.

User-defined messages can be 1 to 128 characters in length. Any message longer than 128 characters is
truncated.
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If the message you define is longer than the client input message that is received by the user message
exit routine from the IMS Connect, increase the buffer size used by the exit routine by specifying the
needed extra bytes in the EXPINI_BUFINC field returned by the exit.

To request that IMS Connect keep a socket connection open after returning a user defined message, the
exit routine must set EXPREA_RETCODE to 20 (X'14"). To terminate a socket connection, the exit routine
must set EXPREA_RETCODE to 4 (X'04'). Because other factors can cause IMS Connect to terminate

a connection, specifying 20 in EXPREA_RETCODE does not guarantee that the socket connection will
remain open.

For HWSJAVAQ, you can return user-defined message text or only a return code and reason code. To
return user-defined message text, the HWSJAVAOQ user message exit must set OMUSER_RETCODE to 48
(X'30") and OMUSR_RSNCODE to ICONSUCC. Any other combination of values for OMUSER_RETCODE and
OMUSER_RSNCODE returns a return and reason code without user-defined message text.

For HWSSMPLO and HWSSMPL1, you return user-defined message text by placing the message text in the
output message buffer.

Related reference

User message exit routines HWSSMPLO and HWSSMPL1 (Exit Routines)

IMS TM Resource Adapter user message exit routine (HWSJAVAO) (Exit Routines)

Overview of function-specific exit routines

IMS provides several IMS Connect exit routines that perform specific functions for IMS Connect for
increased flexibility.

You can use the following function-specific exit routines with IMS Connect:

« IMS Connect User Initialization exit routine (HWSUINIT)

« IMS Connect DB Routing user exit routine (HWSROUTO)

« IMS Connect DB Security user exit routine (HWSAUTHO)

« IMS Connect sample OTMA Destination Resolution exit routine (HWSYDRUO)
« z/OS TCP/IP IMS Listener security exit (IMSLSECX)

« IMS Connect Event Recorder exit routine (HWSTECLO)

« IMS Connect Password Change exit routine (HWSPWCHO)

Related reference
IMS Connect function-specific exit routines (Exit Routines)

Macros that support IMS Connect exit routines

IMS provides macros that support the IMS Connect exit routines.

Macros used for IMS Connect Exit Routines

The macros include:

HWSAUTPM
Maps the parameter list for the IMS Connect DB Security user exit routine (HWSAUTHO). A copy of this
macro is in SDFSMAC.

HWSEXPIO
Maps the parameter list for the IMS Connect Port Message Edit exit routine (HWSPIOXO0). A copy of
this macro is in SDFSMAC.

HWSEXPRM

Maps the parameter list that is passed to the user exit routine on each subroutine call. A copy of this
macro is in SDFSMAC. To see the structure, assemble the macro.
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HWSOMPFX
Maps the OTMA message prefix format to the output buffer that the user exit routine returns on each
READ subroutine call and the input buffer that is passed to the user exit on each XMIT subroutine call.
A copy of this macro is in SDFSMAC. To see the structure, assemble the macro.

HWSIMSCB
Maps the IMS request message (IRM) header and BPE header formats used by the HWSSMPLO and
HWSSMPL1 user message exit routines. A copy of this macro is in SDFSMAC. To see the structure,
assemble the macro.

HWSIMSEA
Maps the storage area used by the HWSSMPLO and HWSSMPL1 user message exit routines. A copy of
this macro is in SDFSMAC. To see the structure, assemble the macro.

HWSROUPM
Maps the parameter list that is passed to the IMS Connect DB Routing user exit routine (HWSROUTO)
on each subroutine call. A copy of this macro is in SDFSMAC. To see the structure, assemble the
macro.

HWSXIB
Maps the exit interface block used by IMS Connect user message exit routines and the HWSUINIT
exit routine. Contains the addresses of the data store list (HWSXIBDS) and the HWSXIB1 control block
used by the IMS Connect DB Routing user exit routine. A copy of this macro is in SDFSMAC. To see the
structure, assemble the macro.

HWSXIB1
Maps the exit interface block used by the HWSROUTO user exit routine. HWSXIB1 contains the
address of the ODBM list and optional user data. The HWSXIB1 exit interface block is pointed to by
HWSXIB. A copy of this macro is in SDFSMAC. To see the structure, assemble the macro.

HWSXIBDS
Maps the entry in the exit interface block data store list used by the IMS Connect user message
exit routines and the HWSUINIT exit routine. The list contains the data store name, the data store
availability and status information, and a user field. A copy of this macro is in SDFSMAC. To see the
structure, assemble the macro.

HWSXIBOD
Maps the ODBM list that contains the name and status of each ODBM instance known to IMS Connect,
as well as a user field and the names and statuses of the IMS aliases associated with each ODBM
instances. The address of HWSXIBOD is stored in the HWSXIB1 exit interface block. A copy of this
macro is in SDFSMAC. To see the structure, assemble the macro or refer to the macro prologue.

Exit interface blocks

IMS Connect provides exit interface blocks to support the processing of IMS Connect exit routines that
support connections to either IMS DB or IMS TM systems.

XIB exit interface block for connections to IMS TM

IMS Connect provides the XIB exit interface block to support the processing of IMS Connect user
message exit routines that are used when connecting to IMS TM. You can use the XIB exit interface
block and the user area it includes to store information that is used by your exit routines.

IMS Connect stores the following types of information in the exit interface block:

« Information about the XIBDS.
« Information about the IRM architecture level used.
« User data.

You can also use the XIB_USERAREA field of an exit interface block for any purpose. You can code the IMS
Connect User Initialization exit routine (HWSUINIT) or your IMS Connect user message exit routine to use
the XIB_USERAREA field.

The exit interface block is mapped by the HWSXIB macro.
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Format of the XIB exit interface block
The XIB exit interface block is mapped by the HWSXIB macro.

The XIB exit interface block is provided to support the processing of IMS Connect exit routines. For
example, the XIB exit interface block can be used to store the address of a table that an IMS Connect user
message exit routine uses during processing.

The following table describes the fields and field offsets of the exit interface block.

Field Dec Hex Length Value
Offset Offse
t
XIB_HEADER 0 X'00" 0
XIB_EYE 0 X'00' 4 Eye catcher.
XIB_DATASTORES 4 X'04' 4 The address of the XIBDS data store list.
XIB_UFLD_CNT 8 X'08' 4 The number, in hexadecimal format, of fullword user fields in the
XIB_USERAREA.
XIB_XIBDS_LEN 12 X'oc' 2 Length of the XIBDS entries.
XIB_ARCHLVL 14 X'0E' 1 Architecture level of the XIB exit interface block.
X'o1'
XIB_ARCH1 - Architecture level 1
X'02'
XIB_ARCH2 - Architecture level 2
X'03'
XIB_ARCHS3 - Architecture level 3
XIB_ARCH3
Highest architecture level
15 X'OF" 1 Reserved.
XIB_VERSION 16 X'10' 4 The IMS version of the IMS Connect instance.
XIB_XIB1 20 X'14' 4 Address of the XIB1 exit interface block for connections to IMS
DB.
24 X'18' 12 Reserved.
XIB_USERAREA 36 X'24' OF Start of the user area of the XIB.

XIBDS exit interface block for IMS TM data store information

For connections to IMS TM, IMS Connect keeps track of the status of IMS data stores in entries in

the XIBDS exit interface block for data store information. IMS Connect user message exit routines can
reference the XIBDS exit interface block to make routing decisions for incoming messages based on the
status of the data store.

IMS Connect stores the following types of information about IMS data stores in the exit interface block
data store entries:

« Availability of the IMS data stores.
« Whether an IMS data store is running on a different z/OS image than IMS Connect.

« Whether support for cascading global RRS transactions to an IMS data store that is running on a
different z/OS image is enabled.
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- The state of the IMS data stores; that is, how well the data store is processing messages and, if
processing is degraded or completely unavailable, what conditions in the IMS data store might be
causing the degraded or unavailable state.

« Atime stamp that records the time of the last status change or heartbeat message from OTMA.

IMS Connect updates the state information for an IMS data store when a data store connection is first
established and when OTMA notifies IMS Connect of changes in the state of the data store.

OTMA issues a heartbeat message every 60 seconds to indicate that the data store is still communicating.
If the time stamp in a data store entry is older than 60 seconds, OTMA could be experiencing problems.

You can also use the XIBDS_USER field of an exit interface block data store entry to for any purpose. You
can code the IMS Connect User Initialization exit routine (HWSUINIT) to set the XIBDS_USER field during
IMS Connect startup.

The XIBDS exit interface block data store entries are mapped by the HWSXIBDS macro as shown in the
following table.

Format of XIBDS exit interface block
The XIBDS exit interface block data store entries are mapped by the HWSXIBDS macro.

The following table describes the fields and field offsets of an entry in the exit interface block.

Field Dec Hex Lengt Value
Offs Offs h
et et
XIBDS_NAME 0 X'00' 8 Name of the data store.
XIBDS_STATUS 8 X'08' 1 Availability of the data store. The possible values are:
X'00'
The data store is not active.
X'o1'
The data store is active.
X'02'

The data store is disconnected.
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Field Dec Hex Lengt Value

Offs Offs h
et et

XIBDS_FLAG 9 X'09' 1

Data store entry flags.
X'80'
Identifies the last entry in the exit interface block.
X'40'
The IMS data store is running on a different z/OS image
(LPAR) than IMS Connect.

This flag can be set only when the data store connection is
active in IMS Connect and the IMS data store is active in the
XCF group.

X'20'
Cascaded transaction support for global RRS transactions

synchlevel=2 (syncpoint) has been enabled for the data
store.

This flag can be set only when the XIBDS_FLAG field also
contains X'40', which indicates that IMS Connect and the
IMS data store reside on different z/OS images (LPARSs).
X'10'
Indicates that the version of the IMS data store is stored at
offset 10.
X'08'
Entry for the IMS data store.
X'04'
Entry for the IMSPlex.

IMS version 10 X'0A' 2

The version of the IMS data store is included here only if the
X'10' flag is on in the XIBDS_FLAG field at offset 9. The format of
the version number is:

« IMS Release (1 byte)
« IMS Level (1 byte)

XIBDS_USER 12 X'oC' 4

User field

XIBDS_ST_STATUS 16 X'10' 2

The overall state of the IMS data store. The values in this field
indicate how well the data store is processing input messages.
The possible values are:

3
Normal state: IMS is available and is processing input
messages normally.

2
Degraded state: IMS is processing OTMA messages slowly.
One or more conditions indicate that IMS is not processing
input messages as quickly as it should.

1

Unavailable state: IMS can no longer accept input messages
for processing. One or more severe conditions prevent IMS
from processing OTMA messages.
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Field

Dec
Offs
et

Hex
Offs
et

Lengt Value
h

XIBDS_ST_SVRSTT

0 The beginning of the fields used to identify the conditions
that are contributing to the unavailable state of data store
processing.

XIBDS_ST_SVRFLG1

18

X'12'

Reserved

XIBDS_ST_SVRFLG2

19

X'13'

Reserved

XIBDS_ST_SVRFLG3

20

X'14'

Reserved

XIBDS_ST_SVRFLG4

21

X'15'

[N SN N RN

X'01
The data store is flooded with messages from this IMS
Connect instance and is no longer accepting input from this
instance.

XIBDS_ST_WRNSTT

0 The beginning of the fields used to identify the conditions that
are contributing to the degraded state of data store processing.

XIBDS_ST_WRNFLG1

22

X'16'

1 X'80'
The global number of messages that are waiting to be
processed by the data store has passed 80 percent of
the maximum allowable number of waiting messages that
is defined for all OTMA clients in this z/OS cross-system
coupling facility (XCF) group. If the number of waiting
messages reaches 100 percent of maximum allowable
number, OTMA sets a flood condition and rejects all
incoming messages from all OTMA clients in the XCF group.

XIBDS_ST_WRNFLG2

23

X117

1 Reserved

XIBDS_ST_WRNFLG3

24

X'18'

1 Reserved

XIBDS_ST_WRNFLG4

25

X'19'

1 X'o1'
The number of messages that are waiting to be processed
by the data store has passed 80 percent of the maximum
allowable number for waiting messages that is defined in
OTMA for this instance of IMS Connect. If the number of
waiting messages reaches 100 percent of the maximum
allowable number, OTMA rejects all incoming messages from
this instance of IMS Connect.

XIBDS_ST_UTC

26

X'1A'

12 The UTC time at which this status was issued by OTMA

XIB1 exit interface block for connections to IMS DB

The XIB1 exit interface block supports IMS Connect exit routines on connections to IMS DB through the
Open Database Manager (ODBM).

The XIB1 exit interface block contains the address of the XIBOD exit interface block, which stores
information about ODBM and IMS data stores. You can also use XIB1 exit interface to store user data for
use by exit routines, such as the IMS DB Routing user exit routine (HWSROUTO).

You can use the XIB1_USERAREA field of an exit interface block for any purpose. Both the IMS Connect
User Initialization exit routine (HWSUINIT) and the IMS Connect DB Routing user exit routine can be
coded to use the XIB1_USERAREA field.

The exit interface block is mapped by the HWSXIB1 macro.
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Format of the XIB1 exit interface block
The XIB1 exit interface block is mapped by the HWSXIB1 macro.
The following table describes the fields and field offsets of the XIB1 exit interface block.

Field Dec Hex Lengt Value
Offs Offs h
et et
XIB1_HEADER 0 X'00' 0 Align on doubleword.
XIB1_EYE 0 X'00' 4 Eye catcher.
XIB1_ODBMS 4 X'04' 4 Address of the XIBOD exit interface block that contains ODBM
and data store information.
XIB1_UFLD_CNT 8 X'08' 4 User field count.
XIB1_ARCHLVL 12 X'0C' 1 Architecture level of the XIB1 exit interface block.
X'o1'
XIB1_ARCH1 - Architecture level 1
XIB1_ARCH1
Highest archictecture level
Reserved 13  X'OD' 3 Reserved for IMS Connect.
XIB1_XIB 16 X'10' 4 Address of the XIB.
Reserved 20 X'24' 16 Reserved.
XIB1_USERAREA 36 X'24' OF Start of the user area of the XIB1.

XIBOD exit interface block for ODBM and IMS DB data store information

For connections to IMS DB, IMS Connect keeps track of the status of Open Database Manager (ODBM)
instances and IMS data stores in entries in the XIBOD exit interface block for ODBM and data store
information. The IMS Connect DB Routing user exit routines can reference the XIBOD to make routing
decisions for incoming messages based on whether the ODBM instances and data stores are active.

For the ODBM instances known to IMS Connect, the XIBOD keeps track of the following ODBM states:

« ODBM is running and connected to IMS Connect.

« ODBM is running but not connected to IMS Connect. You can issue the IMS Connect WTOR command
STARTOD or the IMS Connect type-2 command UPDATE IMSCON TYPE(ODBM) START(COMM) to
establish a connection to ODBM.

« ODBM is running but not reachable because the Structured Call Interface (SCI) on the LPAR that the
ODBM is running on is down. Restart the SCI to restore the connection between IMS Connect and

ODBM.

- ODBM is not running. ODBM must be restarted before a connection can be made between IMS Connect

and ODBM.

The XIBOD block also stores ODBM version information.

Data stores are known to IMS Connect by the alias names that are assigned to the data store in the ODBM
configuration member CSLDCxxx during ODBM system definition. For IMS Connect to route an incoming
request to a specific data store, the alias name of the data store must be active in both the ODBM in which

it is defined and in IMS Connect.

For each alias name defined to the ODBM instances that are known to IMS Connect, the XIBOD keeps
track of the following states of the connection to the data store represented by the alias name:
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« The connection to the data store is complete. The alias name is active in both the ODBM instance and in
IMS Connect (XIBOD_ICACTIVE EQU X'20").

- The connection to the data store is not complete. The alias name is active in ODBM, but has never been
activated in IMS Connect (XIBOD_IACTIVE EQU X'80").

« The connection to the data store is not complete. The alias name was active in both ODBM and
IMS Connect, but is no longer active in IMS Connect. The alias name is still active in ODBM
(XIBOD_ICINACTIVE EQU X'10".

« The connection to the data store is not complete. The alias name was active in both ODBM and IMS
Connect, but is no longer active in ODBM. Consequently, the alias name is no longer active in IMS
Connect (XIBOD_IINACTIVE EQU X'40").

You can also use the XIBOD_USER field of an exit interface block data store entry for any purpose. You can
code the IMS Connect User Initialization exit routine (HWSUINIT) to set the XIBOD_USER field during IMS
Connect startup.

The exit interface block data store entries are mapped by the HWSXIBOD macro.

Format of XIBOD exit interface block
The XIBOD exit interface block for ODBM and data store information is mapped by the HWSXIBOD macro.

Map of the ODBM entries in the XIBOD exit interface block

The ODBM entries in the XIBOD exit interface block are mapped by the HWSXIBOD DSECT in the
HWSXIBOD macro, as shown in the following table.

Field Dec Hex Lengt Value
Offs Offs h
et et
XIBOD_HDR 0 0 0
XIBOD_EYE 0 0 4 Character data.
XIBOD

XIBOD_EYEID: The eye catcher.

XIBOD_NAME 4 X'04' 8 Name of the Open Database Manager (ODBM) instance.
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Field Dec Hex Lengt Value

Offs Offs h
et et
XIBOD_OSTATUS 12 X'0C' 1 The status of ODBM. The possible values are:
X'80'
XIBOD_OACTIVE: ODBM is running and connected to IMS
Connect.
X'40'
XIBOD_OINACTIVE: ODBM is running but not connected
to IMS Connect. You can issue the IMS Connect WTOR
command STARTOD or the IMS Connect type-2 command
UPDATE IMSCON TYPE(ODBM) START(COMM) to establish
a connection to ODBM.
X'20'
XIBOD_ODISC: ODBM is not running or is no longer a
member of the IMSplex. ODBM must be restarted in the
IMSplex before a connection can be made between IMS
Connect and ODBM.
X'10'
XIBOD_ONOTRCHB: ODBM is running but not reachable
because the non-local Structured Call Interface (SCI) that
resides on the same LPAR as the ODBM is down. The
ODBM's SCI must be restarted to restore the connection
between IMS Connect and ODBM.
XIBOD_ODBMRRS 13 X'0D' 1 The character Y or N.
Y indicates that ODBM is using z/OS Resource Recovery Services
(RRS).
N indicates that ODBM is not using RRS.
Reserved 14  X'0OD' 2 Reserved
XIBOD_ODBMVER 16 X'10' 4 ODBM version number
XIBOD_USER 20 X'14' 4 User field
XIBOD_NEXTODBM 24  X'18' 4 Address of the next ODBM
XIBOD_NEXTATBL 28 X'1C' 4 Address of the table of alias names defined to the ODBM at
address XIBOD_NEXTODBM
Reserved 32 X'20' 16 Reserved
XIBOD_IMSATABLE 48  X'30' 512 Character data. The alias name table has 32 alias name entries.

Each alias name entry is 16 bytes long. See the following table
for a map of an alias name entry.

Map of the alias name entries in the XIBOD exit interface block

The alias name entries are mapped by the XIBOD_IMSAENT DSECT in the HWSXIBOD macro, as shown in
the following table. The alias name table in the XIBOD exit interface block contains 32 alias name entries.

Field Dec Hex Lengt Value
Offs Offs h
et et
XIBOD_IMSA 0 0 4 Character data. The alias name.
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Field Dec Hex
Offs Offs
et et

Lengt Value

h

XIBOD_ISTATUS 4 X'o4'

1

The status of the connection to the data store named by the

alias.

X'80'
XIBOD_IACTIVE: The connection to the data store is not
complete. The alias name is active in ODBM, but has never
been activated in IMS Connect.

X'40'
XIBOD_IINACTIVE: The connection to the data store is not
complete. The alias name was active in both ODBM and IMS
Connect, but is no longer active in ODBM. Consequently, the
alias name is no longer active in IMS Connect.

X'20'
XIBOD_ICACTIVE: The connection to the data store is
complete. The alias name is active in both the ODBM
instance and in IMS Connect.

X'10'
XIBOD_ICINACTIVE: The connection to the data store is not
complete. The alias name was active in both ODBM and IMS
Connect, but is no longer active in IMS Connect. The alias
name is still active in ODBM.

X'os'
XIBOD_DELETED: The IMS alias name has been deleted
from the ODBM CSLDCxxx configuration member and can no
longer be used.

Reserved 5 X'05'

3

Reserved for IMS Connect.

Reserved 8 X'08'

8

Reserved for IMS Connect.

Related reference

IMS Connect UPDATE ODBM command (Commands)

STARTOD command (Commands)

UPDATE IMSCON TYPE(ODBM) command (Commands)
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http://www.ibm.com/support/knowledgecenter/SSEPH2_15.4.0/com.ibm.ims154.doc.cr/compcmds/ims_imsconnectupdateodbm.htm#ims_cr3updateodbm
http://www.ibm.com/support/kn