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About this information

These topics provide guidance and reference information for setting up an IMS system for diagnosis,
collecting information to help diagnose IMS problems, and searching problem-reporting databases. These
topics also describe how to use keywords to develop a failure description that you can use to search
problem-reporting databases and communicate with IBM® Software Support.

This information is available in IBM Documentation.

Prerequisite knowledge

You will be most successful in using this information if you have a basic understanding of:

« IMS concepts and externals
« How to access an IBM Software Support database
« Dump analyses

z/0S°® diagnostic practices
- Telecommunications
« System Network Architecture (SNA)

To learn about z/0OS, see z/0S Basic Skills. For more resources, see IBM Z Education and Training.

To learn about IMS, see the IBM Press publication An Introduction to IMS, the resources listed for IBM
Information Management System, and the variety of options available in IBM Training.

How new and changed information is identified

For most IMS library PDF publications, information that is added or changed after the PDF publication is
first published is denoted by a character (revision marker) in the left margin. The Program Directory and
Licensed Program Specifications do not include revision markers.

Revision markers follow these general conventions:

« Only technical changes are marked; style and grammatical changes are not marked.

« If part of an element, such as a paragraph, syntax diagram, list item, task step, or figure is changed,
the entire element is marked with revision markers, even though only part of the element might have
changed.

- If atopicis changed by more than 50%, the entire topic is marked with revision markers (so it might
seem to be a new topic, even though it is not).

Revision markers do not necessarily indicate all the changes made to the information because deleted
text and graphics cannot be marked with revision markers.

How to read syntax diagrams

The following rules apply to the syntax diagrams that are used in this information:

 Read the syntax diagrams from left to right, from top to bottom, following the path of the line. The
following conventions are used:

— The >>--- symbol indicates the beginning of a syntax diagram.
— The ---> symbol indicates that the syntax diagram is continued on the next line.
— The >--- symbol indicates that a syntax diagram is continued from the previous line.
— The --->< symbol indicates the end of a syntax diagram.
« Required items appear on the horizontal line (the main path).
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»— required_item —»<

« Optional items appear below the main path.
»— required_item >4
L optional_item J

If an optional item appears above the main path, that item has no effect on the execution of the syntax
element and is used only for readability.

f_ optional_item T

»— required_item >4

« If you can choose from two or more items, they appear vertically, in a stack.

If you must choose one of the items, one item of the stack appears on the main path.
»— required_item T required_choicel j—N

required_choice2
If choosing one of the items is optional, the entire stack appears below the main path.

»— required_item >4
toptional_choicel j
optional_choice2

If one of the items is the default, it appears above the main path, and the remaining choices are shown
below.

f_ default_choice
»— required_item

optional_choice j

optional_choice

- An arrow returning to the left, above the main line, indicates an item that can be repeated.

»— required_item L repeatable_item

If the repeat arrow contains a comma, you must separate repeated items with a comma.

»— required_item repeatable_item

A repeat arrow above a stack indicates that you can repeat the items in the stack.

- Sometimes a diagram must be split into fragments. The syntax fragment is shown separately from the
main syntax diagram, but the contents of the fragment should be read as if they are on the main path of
the diagram.

»— required_item fragment-name

fragment-name
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»— required_item >4
L optional_item —J

« InIMS, a b symbol indicates one blank position.

« Keywords, and their minimum abbreviations if applicable, appear in uppercase. They must be spelled
exactly as shown. Variables appear in all lowercase italic letters (for example, column-name). They
represent user-supplied names or values.

« Separate keywords and parameters by at least one space if no intervening punctuation is shown in the
diagram.

« Enter punctuation marks, parentheses, arithmetic operators, and other symbols, exactly as shown in the
diagram.

« Footnotes are shown by a number in parentheses, for example (1).

Accessibility features for IMS 15.3

Accessibility features help a user who has a physical disability, such as restricted mobility or limited
vision, to use information technology products successfully.

Accessibility features

The following list includes the major accessibility features in z/OS products, including IMS 15.3. These
features support:

« Keyboard-only operation.
« Interfaces that are commonly used by screen readers and screen magnifiers.
« Customization of display attributes such as color, contrast, and font size.

Keyboard navigation
You can access IMS 15.3 ISPF panel functions by using a keyboard or keyboard shortcut keys.

For information about navigating the IMS 15.3 ISPF panels using TSO/E or ISPF, refer to the z/0S TSO/E
Primer, the z/0S TSO/E User's Guide, and the z/OS ISPF User's Guide Volume 1. These guides describe how
to navigate each interface, including the use of keyboard shortcuts or function keys (PF keys). Each guide
includes the default settings for the PF keys and explains how to modify their functions.

Related accessibility information

Online documentation for IMS 15.3 is available in IBM Documentation.

IBM and accessibility

See the IBM Human Ability and Accessibility Center at www.ibm.com/able for more information about the
commitment that IBM has to accessibility.

How to send your comments

Your feedback is important in helping us provide the most accurate and highest quality information. If you
have any comments about this or any other IMS information, you can take one of the following actions:

e Submit a comment by using the DISQUS commenting feature at the bottom of any IBM Documentation
topic.

« Send an email to imspubs@us.ibm.com. Be sure to include the book title.
« Click the Contact Us tab at the bottom of any IBM Documentation topic.
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To help us respond quickly and accurately, please include as much information as you can about the
content you are commenting on, where we can find it, and what your suggestions for improvement might
be.
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Chapter 1. Collecting IMS diagnostic information

Before you report a problem to IBM Software Support, collect information to help document the problem
at your installation. Having this information available when you call IBM can save you time because you
might not need to create the problem again.

As a result of its complexity, IMS can experience problems that must be diagnosed and corrected.
Examples of problems that you might encounter while running IMS include an abnormal end (known as an
abend) occurs in processing, a job hangs in the system and does not process, a process repetitively loops
through a series of instructions, or processing slows down.

For these types of problems, IMS displays symptoms that can help you with your diagnosis, but, in order
to obtain that information, you need to gather all of the correct data to diagnose a problem.

To collect data about a system problem:

1. Collect the symptom data and determine what type of problem it is.

2. Use the procedures recommended to diagnose the problem to determine whether the problem is an
IMS problem or a user problem.

3. If the problem is an IMS or system problem, build a search argument from the data that you collect as
a result of following the procedure for that problem. For example, the data you gather from a control
region wait can be helpful in building a search argument to search the symptom database with.

4. Search the symptom database. You might need to refine your search with more data from the problem.

5. If you cannot find a known problem with the same symptoms, report the problem to IBM Software
Support.

Related concepts
Setting up IMS for diagnostics (System Definition)

Standard IMS diagnostic information

If you contact IBM Software Support for assistance with a problem, you might be asked to collect a
standard set of logs, data sets, and dumps that can help them determine the source of your problem.
Collecting this information before you contact IBM Software Support will shorten the amount of time
required to resolve your problem.

The following table describes the types of information that are most commonly requested by IBM
Software Support:

Table 1. Information IBM Software Support might need

Log, data set, or dump name Purpose Which version to save

SYSLOG The SYSLOG is useful when Save the SYSLOG from time of
the dumped MTRACE buffer is IMS start up.
not large enough to contain all
necessary error messages.

LOGREC data set z/0S failures are logged Save the LOGREC data set from

internally.

IMS start up time.

IMS master console log

The master console log provides
a different message set than the
SYSLOG.

Save the master console log from
IMS start up time.

IMS log data sets (OLDS)

The IMS log data sets track IMS
transaction and database activity.

Save the IMS online data sets
that are active at the time of the
error.
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Table 1. Information IBM Software Support might need (continued)

Log, data set, or dump name

Purpose

Which version to save

IMS system log data sets (SLDS)

The IMS system log data
sets track IMS transaction and
database activity.

Save the SLDS from IMS start up
time.

JES job log of jobs related to
failure

The JES job log provides JCL
start up parameters and isolated
system messages.

Save the JES job log from IMS
start up time.

All dumps created near the time
of IMS failure

Multiple SYS1.DUMPs might be
created for related failures.
SYSMDUMP for the IMS Control,
DLI/SAS, and DBRC regions
might be created if the

primary SYS1.DUMP encounters
problems. Also, look for related
SYSUDUMPs for IMS dependent
regions

Save copies of these dump
datasets.

z/0S log data sets

The z/OS log data sets provide
information for structure rebuild
and checkpoint related problems.

Save the current z/OS log data
sets for the failing CQS job
stream.

Related tasks

“Collecting data about IMS Connect problems” on page 19

If a problem occurs during IMS Connect execution, you need to collect logs, data sets, and dumps to
determine the source of the problem.

Managing standard diagnostic information

You can preserve documentation that can be helpful near the time of error.

Consider implementing normal operating procedures for the following tasks:

Preserving the z/0S console (syslog)

The z/0OS Console should be saved to view relevant system messages.

» The ideal time frame:
— Back to the last IMS restart

— z/0S Console from the prior clean execution (for comparison)

« The moderate time frame:

— 24 hours of z/OS Console messages

* The minimum time frame:

— Two IMS system checkpoint intervals

Preserving the JES JOBLOG

Preserve the JES JOBLOG to view relevant job-related messages.

« Save the JES JOBLOGs for:
— The IMS control region
— The IMS DLI/SAS region
— The IMS DBRC region

2 IMS: Diagnosis



Any suspicious IMS dependent regions
The CQS regions

The OM region

The RM region

The SCI regions

« The ideal time frame:

— JES JOBLOG from the current error execution
— JES JOBLOG from the prior clean execution (for comparison)
« The moderate time frame:

— 24 hours of JES JOBLOG
« The minimum time frame:

— Two IMS system checkpoint intervals, or two hours, whichever is greater

Preserving the IMS master console log
The IMS Master Console Log should be saved to view relevant IMS messages:
« The ideal time frame:

— IMS Master Console Log from the current error execution
— IMS Master Console Log from the prior clean execution (for comparison)
« The moderate time frame:

— 24 hours of IMS Master Console
« The minimum time frame:

— Two IMS system checkpoint intervals or two hours, whichever is greater

Preserving the SYS1.LOGREC
The SYS1.LOGREC should be saved to view system failures logged internally.
« The ideal time frame:

— Back to the last IMS restart
« The moderate time frame:

— 48 hours of SYS1.LOGREC data
« The minimum time frame:

— Current SYS1.LOGREC data set

Preserving memory dumps
Retain all IMS memory dumps generated at or near the time of a problem.
« SYS1.DUMP data sets should be examined:

— Multiple dumps might be created.
— Keep all dumps at time of failure, regardless of the subsystem.

« SYSMDUMP for the IMS Control, DLI/SAS, and DBRC regions need to be examined in case of primary
SYS1.DUMP failures.

— Save these data sets, if a dump was produced.
« SYSUDUMP should be saved for IMS dependent regions.
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Note: If you use the z/OS-provided JCL BLSIDPFD in SYS1.SAMPLIB to generate a redacted SVC dump

or a stand-alone dump (SADUMP) to send to IBM or another software vendor, ensure that you keep the
original complete dump until your case has been resolved. Data removed by the tool might be necessary
for solving a problem. IBM might request you to provide specific information from the original dump, even
if you do not send the complete dump to IBM for data privacy reasons.

Preserving the IMS OLDS and SLDS
The IMS OLDS and SLDS should be saved in case IMS log analysis is required.
« The ideal time frame:

— From the time of the last IMS restart
— Prior execution

e The moderate time frame:
— 24 hours of IMS log records

= The minimum time frame:

— Active IMS OLDS

Manual intervention for dump creation

IMS produces SDUMPs for some internal errors without manual intervention. However, IMS Wait/Loop or
partial loss-of-function conditions require manual intervention to produce an SVC dump.

IMS hangs can be caused by interaction with many address spaces, including those shown in the list
below:

« IMS control region

« IMS DLI/SAS region

- DBRC region

« IRLM region

- CQS

« Operations Manager

« Resource Manager

- Structured Call Interface

« Troublesome IMS dependent regions
« CCTL regions

- ODBA

« IXGLOGRC

« z/0OS Resource Recovery Services

« APPC

« VTAM®

- WLM

- TCPIP

« WebSphere® Application Server

« ESAF - Db2 for z/0S, IBM MQ, others
« Other regions

« Other IMSplex members with all their related regions
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Deciding when to create a memory dump

Because of the complex interactions between these address spaces, it is difficult to determine exactly
where the source of the problem lies without a dump of the associated address spaces.

Omission of any interrelated address space adds to the possibility that the dump might not be sufficient to
solve the problem.

The time that is required to produce the dump must be weighed against the possibility that there might
not be sufficient data to solve the problem, adding to the possibility that the problem could recur.
Creating IMS memory dumps

IMS SVC dumps can be requested using three different commands.

z/OS SYS1.PARMLIB IEADMCxx

— DUMP command parmlib member
z/0S SYS1.PARMLIB IEASLPxx

— SLIP command parmlib member
z/OS DUMP command
Customized JCL can be built and submitted

IEADMCxx, z/0S SYS1.PARMLIB
You can use the IEADMCxx, member of the z/OS SYS1.PARMLIB to create an SVC dump.
The following are characteristics of the IEADMCxx member of the z/OS SYS1.PARMLIB data set:

« DUMP command parmlib member

« Can be used to customize IMS memory dumps prior to error event.

« Simple operator interface.

« Create SYS1.PARMLIB members called IEADMCxx for each customized dump command.

Related reference
z/0S: Syntax for the IEADMCxx member of the z/OS SYS1.PARMLIB data set

IEADMCxx example for IMS
This example shows creating a SYS1.PARMLIB member called IEADMCI1. DUMP parameters are given.
Create a SYS1.PARMLIB member called IEADMCI1 containing the following DUMP parameters:

JOBNAME=(j1, j2,j3,j4) ,SDATA=(CSA,PSA,RGN,SQA,SUM, TRT, GRSQ)

Where:
j1
IMS Control region job name.
j2
IMS DL/I region job name.
j3
DBRC region job name.
j4
IRLM region job name.
Create a second SYS1.PARMLIB member called IEADMCI2 containing the following DUMP parameters:

JOBNAME=(j5, j6,77) ,SDATA=(CSA, PSA,RGN,SQA,SUM, TRT)
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Where:
j5

IMS CCTL region 1.
j6

IMS CCTL region 2.
j7

IMS CCTL region 3.

IEADMCxx DUMP activation

When you request a dump from the IEADMCI1 and IEADMCI2 parmlib members, two dump data sets are
created on the z/OS image from which the dump command was entered.

To request a dump from the IEADMCI1 and IEADMCI2 parmlib members, enter the following z/OS
command:

DUMP TITLE=(DUMP OF IMS and CCTL Regions ),PARMLIB=(I1,I2)

IMS sysplex dump considerations

IMS produces SDUMPs for some internal errors without manual intervention. However, IMS Wait/Loop or
partial loss-of-function conditions require manual intervention to produce an SVC dump. IMS hangs can
be caused by interaction with many address spaces.

The following are considerations for IMS sysplex dumps:

- IMS sysplex implementations need to consider the possibility that a hang or problem on one IMSplex
member might be due to a problem originating from another member.

« Problems such as IMS Wait/Loops or partial loss-of-function conditions which require manual
intervention to produce an SVC dump, should include SVC dumps from other members of the IMSplex.

« Ensure that a dump is taken for all necessary address spaces on each system.

Sysplex IEADMCxx example
This example shows how to create a SYS1.PARMLIB member containing various DUMP parameters.
Create a SYS1.PARMLIB member called IEADMCI1 containing the following DUMP parameters:

JOBNAME=(j1,32,33,34),SDATA=(CSA,PSA,RGN,SQA,SUM, TRT,GRSQ) ,
REMOTE=(SYSLIST=(*('j1','j2"','j3"','j4"'),SDATA))
Where:
j1
IMS Control region job name.
j2
IMS DLI region job name.
j3
DBRC region job name.
j4
IRLM region job name.
Create a second SYS1.PARMLIB member called IEADMCI2 containing the following DUMP parameters:

JOBNAME=(j5, j6,37) ,SDATA=(CSA, PSA, RGN, SQA, SUM, TRT, XESDATA) ,
REMOTE=(SYSLIST=(x('j5",'j6"',"'j7"'),SDATA))

Where:
j6
CCTL region 1.
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j7

CCTL region 3.
j8

CCTL region 2.

Note: The XESDATA and REMOTE parameters are for use in sysplex environments.

Sysplex IEADMCxx DUMP activation
Activating a sysplex dump using the z/OS command DUMP is shown.

To request a dump from the IEADMCI1 and IEADMCI2 parmlib members, enter the following z/OS
command:

DUMP TITLE=(IMS/CCTL SYSPLEX Dumps),PARMLIB=(I1,I2)

Two dump data sets are created on each z/0OS image in the sysplex matching the REMOTE parameter
specifications for the JOBNAMEs.
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Chapter 2. Collecting data about specific problems

Occasionally, there are problems in specific environments or certain problem types that require special
handling.

Collecting data about a control region wait or hang

When an IMS control region waits or hangs, IMS can appear frozen or lose partial function. The most
critical piece of information in diagnosing such problems is the z/OS SVC dump.

Recommendation: Do not use the z/OS MODIFY dump (F jobname,DUMP) command as a source of
IMS diagnostic information. This command adds unnecessary complexity to the dump while processing
the modify abends.

Obtain a z/OS SVC dump by issuing this series of commands:

DUMP COMM=(dump title) R id JOBNAME=(j1,32,33,j4,35,76),
SDATA=(CSA, PSA, RGN, SQA, SUM, TRT) , END

In the previous example,

j1
is the IMS CTL or DBCTL region job name
j2
is the IMS DL/I region job name
j3
is the suspicious IMS dependent region job name, if any
j4
is the suspicious CCTL (CICS®) region name, if any
j5
is the IRLM region job name (if IRLM DB locking is used)
jé6
is the DBRC region job name
Also, consider dumping related regions:

« IMS Control region

- IMS DLI/SAS region

- DBRC region

« IRLM region

- CQS

« Operations Manager

« Resource Manager

- Structured Call Interface

- Troublesome IMS dependent regions
e CCTL regions

- ODBA

« IXGLOGRC

« z/0S Resource Recovery Services
- APPC
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VTAM

« WLM

TCPIP

« WebSphere Application Server

« ESAF - Db2 for z/0OS, IBM MQ, others
Other Regions

Other IMSplex members with all their related regions

Most likely, a dump of the IMS CTL, DL/I, and a suspicious dependent region or CCTL region is sufficient
to solve wait or hang problems. Occasionally, the DBRC and IRLM (if used for DB locking) regions are a
factor, so include DBRC and IRLM.

If IMS is not completely stopped (for example, IMS commands can still be entered, BMPs are still
processing, and some transactions still process), taking a second z/0S SVC dump will help differentiate
normal IMS processing from the problem.

Collecting data about a control region or DL/I region loop

Occasionally, there are problems in specific environments or certain problem types, that require special
handling. If IMS can accept commands, you can set a trace.

1. If IMS can accept commands, use the following IMS command to set up the internal trace
environment:

/TRA SET ON TABLE nnnn

where nnnn=is the DISP, SCHD, DLI, LOCK or LATCH parameter. Each parameter must be entered in a
separate /TRA command.

2. Set the z/0S system trace table size to 999K and turn on branch tracing by issuing the following
command:

TRACE ST, 999K, BR=0ON

3. Obtain two z/0OS SVC dumps of the CTL, DL/I, suspicious dependent region, or CCTL, DBRC, and
IRLM regions. Taking a second z/OS SVC dump will help differentiate normal IMS processing from the
problem. Obtain a z/OS SVC dump with this series of commands:

DUMP COMM=(dump title)
R id JOBNAME=(3j1,3j2,33,34,35,36),
SDATA=(CSA, PSA, RGN, SQA, SUM, TRT) , END

In the previous example,

jl
is the IMS CTL or DBCTL region job name
j2
is the IMS DL/I region job name
j3
is the suspicious IMS dependent region job name, if any
ja
is the suspicious CCTL (CICS) region name, if any
j5
is the IRLM region job name (if IRLM DB locking is used)
j6
is the DBRC region job name
4. Reset the z/0OS system trace table to its original settings.
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Note: IMSplex partner dumps are probably not required for loop problems, unless they are also looping.

Collecting data about an IMS dependent region wait or loop

Occasionally, there are problems in specific environments or certain problem types, that require special
handling. If IMS can accept commands, you can set a trace.

If the dependent region appears to be looping, follow these steps:

1. If IMS can accept commands, use the following IMS command to set up the internal trace
environment:

/TRA SET ON TABLE nnnn

where nnnn=can be DISP, SCHD, DLI, LOCK, or LATCH. Each must be entered separately.
2. Set the z/0S system trace table size to 999K and turn on branch tracing with this command:

TRACE ST, 999K, BR=ON

3. If the problem is a wait, obtain two z/OS SVC dumps of the CTL, DL/I, suspicious dependent region,
or CCTL, DBRC, and IRLM regions. If the problem is a loop, obtain two z/OS SVC dumps of the CTL,
DL/I, suspicious dependent region, or CCTL, DBRC, and IRLM regions. Obtaining a second z/0OS SVC
dump will help differentiate normal IMS processing from the problem. Obtain a z/OS SVC dump with
this series of commands:

DUMP COMM=(dump title)

R id JOBNAME=(j1,32,33,34,35),
SDATA=(CSA, PSA, RGN, SQA, SUM, TRT) ,END

j1
is the IMS CTL or DBCTL region job name
j2
is the IMS DL/I region job name
j3
is the suspicious IMS dependent region job name, if any
ja
is the IRLM region job name (if IRLM DB locking is used)
j5
is the DBRC region job name
In the previous example,
4. Reset the z/0OS system trace table to its original settings.

Note: IMSplex partner dumps are probably not required for loop problems, unless they are also looping.

Formatting a BPE trace entry

You can format a BPE trace entry by using either the Interactive Problem Control System (IPCS) or a batch
job.

Before you begin to format BPE trace entries, ensure that the user ID that you use to format and print the
external BPE trace records is authorized by RACF® to access the external trace data sets.

To format BPE trace entries by using the IPCS:

1. Select option 0 from the IPCS Primary Option menu to specify the generation data group (GDG) to
analyze.

2. Specify the data set name for the GDG in the Source field of the IPCS Default Values menu. For
example, specify: DSNAME (' BPEEXTRC.GDGO1.G0001Ve0").
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3. Select option 2.6 from the IPCS Primary Option menu to display a list of the dump component analysis
tools.

4. Select option DFSAAMPR from the IPCS MVS™ Dump Component Data Analysis menu to display
options for the IMS Dump Formatter.

5. Select option 6 from the IMS Dump Formatting Primary menu to display formatting for other IMS
components, such as BPE.

6. Select one of the options from the IMS Component Selection Dump Formatting menu to display
formatting options for an IMS component (BPE, CQS, DBRC, ODBM, OM, REPO, RM, SCI, or IMS
Connect). For example, select option B to display general BPE formatting options.

7. Select option 4 from the component subsystem dump formatting menu, for example the IMS BPE
Subsystem Dump Formatting menu, to display the options for external trace formatting.

8. Specify the various formatting options for the external trace data from the subsystem's external trace
formatting menu, for example the BPE External Trace Formatting menu.

You can also format BPE external trace records by using a batch job. The following figure shows sample
JCL for formatting the BPE external trace records from a batch job.

Figure 1. Batch JCL for formatting BPE external trace records

//BPEEXTPR JOB ...

//*************************************************************/

//* Job to print all traces in a BPE external trace data set. x/

[ [ *xxkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkxkkkxk/ /

//JOBLIB DD DSN=IMS.SDFSRESL,DISP=SHR

//IPCSDMP EXEC PGM=IKJEFTO1,REGION=8M

//SYSTSPRT DD SYSOUT=x

//IPCSPRNT DD SYSOUT=x

//INDEX DD SYSOUT=x*

//SYSABEND DD SYSOUT=x

//IPCSPARM DD DSN=USER.PARMLIB, DISP=SHR

// DD DSN=SYS1.PARMLIB,DISP=SHR

//SYSTSIN DD *

DELETE 'SYS1.IPCSDDIR'

ALLOC SP(1) TRACK VOL(333333)

DEFINE CLUSTER (NAME('SYS1.IPCSDDIR') +
VOLUMES(333333)) +
INDEX(NAME('SYS1.IPCSDDIR.DDX') +
TRACKS(1 1)) +
DATA( NAME('SYS1.IPCSDDIR.DDD') +
CYLINDERS(1 1) BUFSP(X'10000') KEYS(128 0) CISZ(X'1000'))

IPCSDDIR 'SYS1.IPCSDDIR'

ALLOC FILE(IPCSDDIR) +
DA('SYS1.IPCSDDIR') +
REUSE SHR

ALLOC FILE(INFILE) +
DA('BPEEXTRC.GDGO1.GOOOL1VEO') +
REUSE SHR

IPCS NOPARM

SETDEF DSN('BPEEXTRC.GDGO1.GOOO1VOO') +
NOPROBLEM PRINT NOTERMINAL

VERBX BPETRFMO +
"COMP (HWS) +
TRACE(TYPE(RCTR)) +

SDATE (2008080) STIME(110909) +

EDATE (2008090) ETIME(140000) +
UL(L) +
CSTCK(Y)'

END

DELETE 'SYS1.IPCSDDIR'

/*
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»— COMP( ALL ) —
BPE

— component name —

»— TRACE — (TYPE( { ALL j ) —

L trace table name

A 4

L SDATE( yyyyddd) J

L STIME( hhmmss) —J

L EDATE( yyyyddd) J L CSTICK( Y ) J
L ETIME( hhmmss) J [ N j

>d
[ >4

A 4

v

Y

LUL(T:.-Jj—)

BPETRFMO Parameter Keywords

COMP()
Specify ‘ALL' to format all trace records, ‘BPE' to format BPE trace records, or a specific component
name (BPE, CQS, DBRC, ODBM, OM, REPO, RM, SCI, or HWS) to format trace records for only that
component.

TYPE()
Specify ‘ALL' to format trace records for all trace tables or specify a specific trace table name to format
records only for that trace table type.

SDATE()
Specify a starting date for the trace entries in Julian format (yyyyddd). Trace entries with a store clock
(STCK) value prior to the specified date are filtered and not printed.

STIME()
Specify a starting time for the trace entries in 24 hour format (hhmmess). Trace entries with an STCK
value prior to the specified time are filtered and not printed. SDATE() is required with STIME().

EDATE()
Specify an ending date for the trace entries in Julian format (yyyyddd). Trace entries with an STCK
value after the specified date are filtered and not printed.

ETIME()
Specify an ending time for the trace entries in 24 hour format (hhmmss). Trace entries with an STCK
value after the specified time are filtered and not printed. EDATE() is required with ETIME().

CSTCK()
Specify ‘Y’ to have the value for each trace entry printed in JDAYTIME format (DDD HHMMSS.thmiju).

uLQ
Specify ‘L' if the specified filtering time is based on the local time in the trace record or ‘U' if the
specified filtering time is based on UTC.

BPETRFMO formatted BPE external trace record header output

ETHD: 00000000
+0000 LL....... 4010 o oooo0o0 0000 MNPEo 600 01 SUBTYPE.. 02 VERSION.. 0001
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RESERVED. 00000000

+000C NAME..... ERRV LENGTH... 00000080 UDATALEN. 00000000 TDATALEN.
ENTLEN... 0020

+0020 ENTSKPD.. 00000000 BVERS.... 010700 RESERVED. 00 UTYPE....
RESERVED. 00

+0030 USYSNAME. UTRMOD. .. 00000000 00000000 [FLEHLo 0 0 0
LEVEL.... 04

+0043 IDX...... CB CYCLECT.. 00000000 OFFSET... 00000000 BYTELOST.

+0058 LSO...... 00000000 00000000 SMKo 0000 C233AA77 1692DF60
NEXT..... 00000000

+0070 FIRST.... OBCO1C60 TOKVAL... 00000000 ID....... ETHD END

Flag analysis for ethd_flgi:
ethd_f1_system (40x) - Trace table is a BPE system table
ethd_f1_var (08x) - Trace type creates variable length entries
Trace level for this table is: HIGH

ETSF: 00004000

+0000 STCK..... C233AA7D AE68F180 SEQNUM. .. 00000000 00000004

Variable trace table entries follow with oldest entry printed first
Formatted BPE external trace variable trace entry

ERRV trace table entry:

Code: SSRV Record #: 1
Subcode: *BPEDYA10 ERROR Continue: 0
TimeStmp: 096 183544.830765
TTVE: 00000000
Variable entry prefix:
LL....... 1FCO REC#..... 00000001
2Z....... 0000 CONT..... 00000000
VLEN..... 00001F90
TTE: 00000010
Variable entry fixed section:
CODE..... cé6 wpe2..... 00000002
SCDE..... 1B WDes. .... 00000003
B1B2..... cic2 wpoe4. . ... 00000004
wpe1l..... 00000001 WDos. . ... 00000005
STCK..... C233AA77 1692DF60
Data +00: |F.AB............ | Data +10: |........ B....k.-|
Data: 00000030 Length: 8080
Variable entry variable section:
Offset © 4 8 C 0 4 8

000O3F80 NUMPGS... 0008
HWS UVERS.... 0BO100
48 FLEZ0 6 00 0 00
00000000 LDTO..... FFFFA21F 68400000
RESERVED. 00000000
C EBCDIC Data

+000000 81818181 81818181 81818181 81818181 81818181 81818181 81818181 81818181 |

aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaal|

LINES +000020 TO +001F7F SAME AS ABOVE
+001F80 81818181 81818181 81818181 81818181
aaaaaaaaaaaaaaaa

Related concepts
“IMS Connect traces” on page 423

You can trace two types of information about IMS Connect: information about the messages that are
processed by IMS Connect and information about the IMS Connect subsystem.

Related tasks

“Formatting the trace data from an external trace of IMS Connect” on page 427

The following example shows the JCL that can be used to format the trace data from an external trace of

IMS Connect.

Collecting data about DBRC-related problems

DBRC related problems can cause a variety of symptoms, including waits and loops. If you need to create
the problem again, copies of the RECON listing, before and after the problem occurred, are most useful.

To diagnose a DBRC related problem, you need the following information:

« Alisting of the DBRC RECON data sets for the time that is as close as possible to the time of the failure.
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— Use the DBRC LIST.RECON command to obtain the listing.
« A subsystem listing if you cannot obtain a RECON listing because of its size.

— Use the DBRC LIST.SUBSYS ALL command to obtain a subsystem listing.
- If recreates are possible, obtain the before and after copies of the RECON data sets.

« Usethe D GRS,CONTENTION command on each system that shares the RECON data set to determine
if the data set is held at the exclusion of other waiters. If so, dump the owning address space by issuing
the following command:

DUMP COMM=(dump title)
R nn,JOBNAME=(j1),SDATA=(CSA,PSA,RGN,SQA,SUM,TRT,GRSQ) ,END

Related reference
z/0S: VSAM Record-Level Sharing (RLS) diagnostic aids

DBRC security override

To set a RCNQUAL value in the RECON that can be used to override DBRC security for copies of RECON
data sets, use the DBRC command CHANGE . RECON with the CMDAUTH keyword.

You can then use the RECON data set for further testing purposes or to send on to an IBM Software
Support representative without requiring a zap of the RECON, an exit routine, or requiring that you find an
authorized individual to change the authorization level.

Collecting data about DBCTL-related problems

DBCTL-related problems can originate from either the CCTL region or one of the IMS regions (CTL, DL/I,
DBRC, or IRLM), so it is important to obtain dumps that relate to all these regions.

1. Issue the following IMS commands (because they include region ID numbers and recovery tokens in
their various display output):

/DISPLAY ACTIVE

/DISPLAY CCTL

The information that is returned by these commands greatly increases the accuracy and speed that
is required to diagnose the problem. The DISPLAY ACTIVE command provides the reasons for waits
and region numbers. The DISPLAY CCTL command provides recovery tokens and region numbers.
Save the IMS console output.

2. Set the AP portion of the CICS trace to level 1-2. Save this output.

3. Set the FILE CONTROL portion of the CICS trace to level 1-2. Save this output.

4. Obtain the necessary z/OS SVC DUMP of the IMS regions by issuing this series of commands:
DUMP COMM=(dump title)

R id JOBNAME=(j1,7j2,33,34,35,36),
SDATA=(CSA, PSA, RGN, SQA, SUM, TRT) , END

In the previous example,

j1
is the IMS CTL or DBCTL region job name
j2
is the IMS DL/I region job name
j3
is the suspicious IMS dependent region job name, if any
j4
is the suspicious CCTL (CICS) region name, if any
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j5
is the IRLM region job name (if IRLM DB locking is used)
j6
is the DBRC region job name
5. Save the IMS online log data set that was active during the failure.

Collecting data about VTAM-related DC problems

IMS DC-related problems are associated mainly with VTAM or OTMA. Use these guidelines to collect
diagnostic information about VTAM when you experience a problem.

VTAM dumps are often required to help diagnose problems, but are infrequently obtained by operations
personnel. IMS NODE traces, VTAM BUFFER traces, and VTAM INTERNAL traces are often required, in
conjunction with the IMS region dumps and VTAM dumps, to solve DC problems.

The IMS log tapes contain much of the transaction data that flows through IMS. This transaction data
includes the following IMS records:

« TYPEOL
« TYPEO3 (MSG queue entries)
« TYPE11 through TYPEL16 (SPAs, DIALs, SIGN)

To start the recreate attempt after issuing an IMS /SWITCH OLDS command to have the related data
placed on a new OLDS:

1. Issue the following IMS command and save the IMS console output:
/DIS NODE nodename
2. Turn on the IMS NODE trace by issuing the following command.
/TRA SET ON NODE nodename

Data is captured in the IMS TYPE6701 log record. Save the IMS online log data set input to the IMS
utility programs DFSERA10 and DFSERA30.

3. (Optional) Turn on the VTAM Buffer Trace and VTAM Internal Trace to complement the IMS NODE trace
by issuing this series of commands:

F NET,TRACE, TYPE=BUF, ID=nodename
F NET,TRACE, TYPE=VTAM, MODE=EXT,
OPT=(API,PIU,MSG)
To capture these trace entries, GTF must be active with the USR option specified.
4. Obtain a z/OS dump of the IMS regions by issuing this series of commands:
DUMP COMM=(dump title)

R id JOBNAME=(j1,3j2,33,374,35,376),
SDATA=(CSA, PSA, RGN, SQA, SUM, TRT) , END

j1
IMS CTL or DBCTL region job name
j2
IMS DL/I region job name
j3
Suspicious IMS dependent region job name, if any
j4
Suspicious CCTL (CICS) region name, if any
j5
IRLM region job name (if IRLM DB locking is used)
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j6
DBRC region job name
In the previous example,
5. Obtain a dump of the VTAM address space by issuing this series of commands:

DUMP COMM=(dump title)
R id JOBNAME=(vtam jobname),
SDATA=(CSA,PSA,RGN,SQA,SUM, TRT) ,END

6. Save the IMS log tapes created during the error period.

Collecting data about OTMA-related DC problems

IMS DC-related problems are frequently related to either OTMA or VTAM. Use these guidelines to collect
diagnostic information about OTMA when you experience a problem.

There are four main tools that you can use to diagnose problems with OTMA message traffic:
= OTMT table trace

/DISPLAY commands

« OTMA tmember and tpipe traces

« IMS log records

1. Enable the OTMT trace table.
Issue the following command:

/TRA SET ON TABLE OTMT OPTION LOG VOLUME HIGH

This trace data is used by IBM Software Support to diagnose OTMA problems. You can also specify
OTMADB-=Y in the DFSPBxxx member of the IMS.PROCLIB data set to get more trace data. However,
using OTMADB=Y causes a large amount of WTO output to be written to the MVS console, and the
setting can be removed only by recycling IMS.
Recommendation: Do not set OTMADB=Y unless instructed to do so by IBM Software Support.

2. Get the current status of OTMA clients and servers.
Issue the following command:

/DISPLAY OTMA

Save the console output.
3. Enable the OTMA tmember trace.
Issue the following command:

/TRA SET ON TMEMBER XXXXXXXX

Where XXXXXXXX is the tmember name. If you cannot identify a specific OTMA tmember, specifyALL
for the tmember name to enable the trace for all members.

4. If you know that the problem is associated with a specific OTMA tmember, you can get the current
status for that tmember.

Issue the following command:
/DISPLAY TMEMBER XXXXXXXX TPIPE ALL

Where XXXXXXXX is the tmember name. Save the console output.

5. If you know that the problem is associated with a specific OTMA tpipe, you can enable tracing at the
tpipe level.

Issue the following command:

/TRA SET ON TMEMBER XXXXXXXX TPIPE YYYYYYYY
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Where XXXXXXXX is the tmember name and YYYYYYYY is the tpipe name.
6. For CM1 and CMO problems that are associated with a specific PSB, enable DL/I tracing.
Issue the following command:

/TRA SET ON PGM pppppppp

Where pppppppp is the PSB name.

After you enable the required traces, preserve the X'67D0"' and X'6701' log records and the console
output from the /DISPLAY commands.

Collecting data about APPC-related DC problems

APPC problems that originate from IMS dependent regions and that make calls explicitly rely heavily on
the dependent region dumps.

To diagnose an APPC-related IMS problem:

1. Turn on the IMS LUMI trace for the external trace data set by issuing the following IMS /TRACE
commands:

/TRACE SET ON TABLE LUMI OPTION LOG

The LOG option can be set up to cause the output to be sent to the external trace data set with
this /TRACE command:

/TRACE SET ON LUNAME XXXXXXX INPUT

TRACE SET ON LUNAME XXXXXXX OUTPUT

where XXXXXXX is the partner LU
2. Turn on the VTAM buffer trace and VTAM internal trace to complement the IMS LUMI trace by issuing
the following commands:

F NET,TRACE, TYPE=BUF,ID=1luname

F NET,TRACE, TYPE=VTAM, MODE=EXT,
OPT=(API,PIU,MSG)F
To capture these trace entries, GTF must be active with the USR option specified

3. Turn on the program trace to trace TPPCB DL/I calls, so that the APPC component trace can send
its trace buffers to a SYS1.DUMP data set when it stops. Turn on the program trace by issuing the
following command:

/TRACE SET ON PROGRAM pppppppp

where pppppppp is the program name of the application.
4., Turn on the z/OS APPC component trace by issuing the following command:

TRACE CT,ON,200M, COMP=SYSAPPC

Note: If the command above fails, omit the ON keyword.

5. Start the recreate attempt after issuing an IMS /SWITCH OLDS command to have related data placed
in a new OLDS. Save the IMS log tapes that are created during the error period. IMS log records are
not as useful for explicit APPC applications as they are for implicit APPC applications because little
information is logged about explicit APPC applications.

6. Reply to the z/OS outstanding reply with the following response:
nn, OPTIONS=(GLOBAL) , END

7. When the problem has been recreated, stop the component trace with this command:

18 IMS: Diagnosis



TRACE CT,OFF,COMP SYSAPPC

You can use the following IPCS commands to format the trace:

« For one-line entries:
CTRACE COMP SYSAPPC SHORT
« Summary of each entry:
CTRACE COMP SYSAPPC FULL
8. Obtain a z/OS SVC dump of the IMS regions with this series of commands:

DUMP COMM=(dump title)
R id JOBNAME=(j1,3j2,33,34,35,36),
SDATA=(CSA, PSA,RGN,SQA,SUM, TRT) ,END

In the previous example,

ja
is the IMS CTL or DBCTL region job name
j2
is the IMS DL/I region job name
i3
is the suspicious IMS dependent region job name, if any
ja
is the suspicious CCTL (CICS) region name, if any
j5
is the IRLM region job name (if IRLM DB locking is used)
j6
is the DBRC region job name
9. Obtain a dump of the APPC, APPC Scheduler, and VTAM address spaces with this series of commands:

DUMP COMM=(dump title)
R id JOBNAME=(j1,j2,33),SDATA=(CSA,PSA,RGN,SQA,SUM, TRT) , END

In the previous example,

j1

is the APPC job name
j2

is the APPC scheduler job name
j3

is the VTAM job name

Collecting data about IMS Connect problems

If a problem occurs during IMS Connect execution, you need to collect logs, data sets, and dumps to
determine the source of the problem.

For almost all problems that might occur during IMS Connect execution, you can take the following action
to collect the data that is needed to diagnose the problem:

« Create a dump of the IMS Connect address space.
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- Save the IMS Connect joblog, which contains only IMS Connect messages. IMS Connect messages are
also written to the MVS system log (SYSLOG), but the IMS Connect messages can be difficult to find in
the SYSLOG, because of the other z/OS subsystem messages that the SYSLOG contains.

« Save the MVS SYSLOG. The SYSLOG is useful for seeing what messages other subsystems issued
before and after the IMS Connect messages were issued, because the MVS SYSLOG contains
messages from all z/OS subsystems, including TCP/IP, IMS, and IMS Connect.

« Turn on the IMS Connect Recorder Trace facility and attempt to re-create the problem.

In addition to collecting data about IMS Connect, you might need to collect data about other components
or products if they appear to be related to the problem in some way. For example:

« If the problem appears to be network related, you might also need to initiate a TCP/IP packet trace to
trace the IP packets flowing to and from a TCP/IP stack on the z/OS Communications Server. For more
information about initiating packet traces, see z/0S Communications Server IP Diagnosis Guide.

« If the problem is related to IMS Connect support for an IMS TM system, where the connections to IMS
are through OTMA, you might also need to collect data about the IMS system.

« If the problem is related to IMS Connect support for an IMS DB system, where the connections to IMS
are through an instance of the Open Database Manager (ODBM), which runs in its own address space as
a component of the IMS Common Service Layer (CSL), you might also need to collect data about both
the IMS system and any ODBM instance that might be associated with the problem.

« If the problem is related to two-phase-commit processing, you might also need to collect data related
to z/OS Resource Recovery Services.

Related tasks

“Collecting data about CSL-related problems” on page 22

The Common Service Layer address spaces, Open Database Manager (ODBM), Operations Manager,
Structured Call Interface, and Resource Manager, produce SDUMPs for internal errors. The CSL dumps
are in the SYS1.DUMP data sets.

“Collecting data about z/OS Resource Recovery Services problems” on page 27

RRS provides a system resource recovery platform such that applications that run on z/OS can have
access to local and distributed resources and have system-coordinated recovery management of these
resources.

“IMS Connect service aids” on page 421
The service aids for IMS Connect include the IMS Connect Dump Formatter and trace options.

Related reference

“Standard IMS diagnostic information” on page 1

If you contact IBM Software Support for assistance with a problem, you might be asked to collect a
standard set of logs, data sets, and dumps that can help them determine the source of your problem.
Collecting this information before you contact IBM Software Support will shorten the amount of time
required to resolve your problem.

Collecting data about ISC TCP/IP link problems

If a problem occurs on an ISC link that uses TCP/IP, you might need to collect diagnostic information from
IMS, the Structure Call Interface (SCI) component of the IMS Common Service Layer (CSL), IMS Connect,
TCP/IP, and IBM CICS Transaction Server for z/OS.

Prerequisite: Review error messages that were issued by IMS, the SCI, IMS Connect, and CICS around
the time of the error to determine at which point in the ISC link the error might have occurred. If you

can determine that any components are unrelated to the error, you might not need to collect information
about that component.

To collect the data that is needed to diagnose a problem on an ISC link that uses TCP/IP:
« For IMS, the information that you can collect includes:

« The IMS system console sheet
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- TheIMSjoblog
e The z/0S system log (SYSLOG)
« A dump of the IMS control region
- ADCtrace
« For SCI, the information that you can collect includes:

e AnSCIregion dump
« The z/OS SYSLOG from the logical partition in which SCI is running.
« A z/OS SVC dump of the CSL address spaces

« For IMS Connect, the information that you can collect includes:

« A dump of the IMS Connect address space

« The IMS Connect job log

« Thez/OS SYSLOG

« Output from the IMS Connect Recorder Trace facility

- Ifthe problem appears to be network related, you might also need to initiate a TCP/IP packet trace to
trace the IP packets flowing to and from a TCP/IP stack on the z/OS Communications Server. For more
information about initiating packet traces, see z/0S Communications Server IP Diagnosis Guide.

« For CICS, refer to the CICS documentation for current information about collecting diagnostic
information. Information that might be helpful to collect includes:

« The CICS system console sheet

« The CICS job log

- The CICS message log including any DFHIShnnn messages
« A z/OS system dump taken at the point of failure

« ACICS internal trace

Related tasks

“DC trace” on page 275
The data communication (DC) trace enables you to obtain information about the program flow within the
communications analyzer and between the analyzer and the device dependent modules (DDMs).

“Collecting data about IMS Connect problems” on page 19
If a problem occurs during IMS Connect execution, you need to collect logs, data sets, and dumps to
determine the source of the problem.

“Collecting data about CSL-related problems” on page 22

The Common Service Layer address spaces, Open Database Manager (ODBM), Operations Manager,
Structured Call Interface, and Resource Manager, produce SDUMPs for internal errors. The CSL dumps
are in the SYS1.DUMP data sets.

Related information
Collect troubleshooting data (MustGather) for CICS products
CICS troubleshooting and support

Collecting data about CQS-related problems

CQS problems can appear in various ways and, like the IMS control region, they can manifest themselves
in the form of WAITs, HANGs, LOOPs, or some other type of internal error that results in an SDUMP being
taken.

These dumps are in the SYS1.DUMP data sets. CQS can also produce LOGREC data set entries for these
types of errors.

If an isolated event type within CQS encounters an error, then IBM Software Support might request
additional CQS-trace level settings for the various trace types.
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For a CQS WAIT problem, one or more inflight dumps might be required. Multiple dumps might need to

be taken if the problem is a LOOP. If a structure rebuild or structure checkpoint related problem occurs,
you will also need to dump the CQS address spaces for any CQS associated with the given structure, and
save the associated SRDS (structure recovery data set) for the CQS structure checkpoints and CQS system
checkpoints.

Collecting data about CSL-related problems

The Common Service Layer address spaces, Open Database Manager (ODBM), Operations Manager,
Structured Call Interface, and Resource Manager, produce SDUMPs for internal errors. The CSL dumps
are in the SYS1.DUMP data sets.

You might need to collect one or more of the following types of information to diagnose CSL related
problems:

SYSLOG

To determine the sequence of events, collect the SYSLOG from every logical partition (LPAR) where a CSL
member resides. CSL address spaces issue messages that begin with "CSL"

« ODBM messages - CSLDxxxx

« OM messages - CSLOxxxx

* RM messages - CSLRxxxx

« SCI messages - CSLSxxxx

« CSL common messages - CSLZxxxx

QUERY IMSPLEX SHOW(ALL) command output
Issue the QUERY IMSPLEX command to display the members of the IMSplex and their status.

If there are problems accessing OM or RM services, verify that at least one OM or RM is active in the
IMSplex and that an active SCI resides on every LPAR where a CSL address space resides.

Obtain z/0S SVC dumps

Obtain a z/OS SVC dump of the CSL address spaces that appear to have a problem, are waiting, or are
looping. CSL dumps contain the CSL traces, which can be very useful for diagnosing CSL related problems.
Dump all of the CSL address spaces that appear to have a problem with the following series of commands:

DUMP COMM=(dump title)

R id JOBNAME=(odbml1,oml,rml,scil)

SDATA=(CSA,PSA,RGN,SQA,SUM, TRT) ,END
In the previous example:

odbmi1
An ODBM address space.

oml
An OM address space.

rml
An RM address space.

scil
An SCI address space.

For some CSL problems, IBM Software Support might request additional trace level settings for the
various trace types.

Related tasks
“Collecting data about IMS Connect problems” on page 19
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If a problem occurs during IMS Connect execution, you need to collect logs, data sets, and dumps to
determine the source of the problem.

Related reference

“CSL - Common Service Layer service aids” on page 149
Common Service Layer (CSL) and Resource Manager (RM) trace records can help you analyze problems in
CSL.

Repository Server audit log records

If AUDIT=YES is specified in the FRPCFG member of the IMS PROCLIB data set, the Repository Server
(RS) writes to the z/0S logger audit log stream name specified in the AUDIT_LOG= parameter.

Maintaining the RS audit log is optional.
The RS audit log contains information about selected events that occur during server execution.

The audit access rule identifies the information that can be written to the audit log. The default access
rule can be specified in the FRPCFG member of the IMS PROCLIB data set using the AUDIT_DEFAULT
parameter. This specification is applicable to all IMS repositories managed by the RS. The value for the
AUDIT_DEFAULT parameter can be overridden by setting the AUDITACCESS parameter in the CSLRIxxx
member of the IMS PROCLIB data set.

If an audit access rule is already set for a given repository type, setting it again replaces the rule. Setting
AUDITACCESS=DEFAULT removes the audit rule for the given repository type. The audit rule is then set to
the default access rule specified in the FRPCFG member.

Audit log entries can be triggered in the audit log by the following events:

« RS and repository events

« ADMIN and CONTROL requests

« Registration, connection, and UOW events

 Events relating to repository members during a client member session:

Access failure due to a security restriction
Update

Read

System-level read

Refer to the FRPLGREC macro that maps the RS audit log records to view the event types and subtypes
that are written and the data in each log record type.

Related concepts
Overview of the IMSRSC repository (System Definition)
Related reference

“Log records” on page 461

To diagnose some problems, you need to examine the content of log records to determine what was going
on in the system before the problem occurred. By knowing the layout of the log records, you can set up a
DFSERA10 job that will produce the specific log records that you need to examine.

FRPCFG member of the IMS PROCLIB data set (System Definition)
CSLRIxxx member of the IMS PROCLIB data set (System Definition)
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Managing Repository Server audit log records

Issuance of Repository Server (RS) audit log records can be controlled by specifying parameters
in the FRPCFG and CSLRIxxx members of the IMS PROCLIB data set and through the F
reposervername, AUDIT RS command.

Auditing can be enabled for the RS to connect to the z/OS log stream by specifying AUDIT=Y in the
FRPCFG member of the IMS PROCLIB data set, but no audit records are written if AUDIT_LEVEL=NONE is
specified.

Auditing can be restarted after an error during RS initialization if AUDIT_FAIL=CONTINUE is specified.

You can also dynamically change the value specified for the AUDIT_LEVEL parameter in the FRPCFG
member by issuing the RS command F reposervexrname, AUDIT.

You can control which types of events and member access are audited during client member sessions by
specifying the AUDIT_DEFAULT= parameter in the FRPCFG member or the AUDITACCESS= parameter in
the CSLRIxxx member. Audit access can also be modified through the UPDATE RM command. An audit
access rule applies to all members of a specified repository type.

A read request from an authorized client that is done as a part of the update request is identified as a
system read request. With an audit access rule of READ, system read requests do not cause a read audit
record to be generated. With an audit access rule of SYSTEMREAD, all read requests, including system
read requests, are audited.

Related concepts

Overview of the IMSRSC repository (System Definition)

Related reference

FRPCFG member of the IMS PROCLIB data set (System Definition)
CSLRIxxx member of the IMS PROCLIB data set (System Definition)
F reposervername,AUDIT (Commands)

How the Repository Server handles z/0S logger errors

The Repository Server (RS) uses the ENF48 exit to detect when system logger resources become
unavailable or available.

This process enables the RS to resume logging when transient logger errors are resolved.

If AUDIT_FAIL=CONTINUE is specified in the FRPCFG member of the IMS PROCLIB data set, during RS
startup, the RS starts after an error and no audit log is enabled.

If AUDIT_FAIL=ABORT is specified, during RS startup, the RS terminates on an error.

During a client request, if AUDIT_FAIL=CONTINUE is specified, the RS continues processing as if the audit
log is not enabled.

If AUDIT_FAIL=ABORT is specified, the client request is rejected.

Related concepts

Overview of the IMSRSC repository (System Definition)

Related reference

FRPCFG member of the IMS PROCLIB data set (System Definition)

Printing Repository Server audit log records

To print the audit log records from the Repository Server (RS) audit log stream on the z/0S system logger,
use the IMS File Select and Formatting Print utility (DFSERAL0) with exit routine CSLRERA3.

DD statements
The DD statements for printing RS audit log records are:
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STEPLIB DSN=
Points to IMS.SDFSRESL, which contains the IMS File Select and Formatting Print utility, DFSERA10.

SYSPRINT
Describes the output data set to which the formatted print records and control messages are to be
directed. SYSPRINT is usually defined as SYSOUT=A. DCB should not be specified on the SYSPRINT
DD.

SYSUT1 DSN=
Points to the RS audit log stream name that is specified on the AUDIT_LOG= parameter in the FRPCFG
member of the IMS PROCLIB data set.

Control statements
The control statements for printing the RS audit log records are:

H=
Specifies the number of log records to print. H=EOF specifies to print all of the log records.

EXITR=
Identifies the Resource Manager (RM) audit log record exit routine that is called to format each log
record. EXITR=CSLRERA3 specifies to print the records in a memory dump format, including the
record type and time-stamp information for each record.

Limiting log data to a specific time range

To limit the log data to a specific time range, use the FROM and TO parameters on the SUBSYS statement,
as shown in the following example. This DD card prints log records from 11:00 to 12:00 on day 42 of the
year 2010:

//SYSUT1 DD DSN=SYSLOG.REPO.AUDIT.LOG

// SUBSYS=(LOGR, IXGSEXIT,

// 'FROM=(2010/042,11:00:00) ,T0=(2010/042,12:00:00) '),
// DCB=(BLKSIZE=32760)

Dates and times are specified in Greenwich mean time (GMT). The seconds field in the time value is
optional. To use local dates and times, add the LOCAL keyword, as shown in the following example:

//SYSUT1 DD DSN=SYSLOG.REPO.AUDIT.LOG,

// SUBSYS=(LOGR, IXGSEXIT,

// 'FROM=(2007/042,11:00:00) ,T0=(2007/042,12:00:00) ,LOCAL"),
// DCB=(BLKSIZE=32760)

Sample
The following JCL shows what is required to print RS log records from the RS audit log stream:

//CSLERA1  JOB  MSGLEVEL=1,MSGCLASS=A,CLASS=K
//STEP1 EXEC PGM=DFSERA10

//STEPLIB DD DISP=SHR, DSN=IMS.SDFSRESL
//SYSPRINT DD SYSOUT=A

//SYSUT1 DD DSN=SYSLOG.REPO.AUDIT.LOG,

// SUBSYS=(LOGR, IXGSEXIT),
// DCB=(BLKSIZE=32760)
//SYSIN DD

CONTROL CNTL H=EOF

OPTION PRINT EXITR=CSLRERA3

END

//

Related concepts

Overview of the IMSRSC repository (System Definition)

Related reference

File Select and Formatting Print utility (DFSERA10) (System Utilities)
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Collecting data about ESAF and DB2 ESS interface problems

ESAF (External Subsystem Attach Facility) interface problems can be diagnosed by using the external
trace data set. You can use the IMS /TRACE command to direct and control the tracing of internal IMS
events.

The IMS external subsystem (ESS) trace impacts performance. Activate the trace only when you notice a
problem or if you need to re-create a problem. IBM software support may ask you to provide dumps of
IMS CTL, z/OS SVC and the IMS online log data set.

To document problems that involve the Db2 for z/OS ESS interface:

1.

Colle

Use the following TRACE command to turn on the IMS ESS trace and to direct its output to the external
trace data set:

/TRACE SET ON TABLE SUBS OPTION LOG

. Obtain dumps of the IMS CTL and involved dependent regions, before and after the failure, by issuing
this series of commands:

DUMP COMM=(dump title)
R id JOBNAME=(j1,j2,3j3,j4,35),
SDATA=(CSA, PSA, RGN, SQA, SUM, TRT) , END

. Obtain a z/OS SVC dump of the DB2® MSTR and DBM1 regions by issuing this series of commands:

DUMP COMM=(dump title)
R id JOBNAME=(dbtmstr,dbwdbml),
SDATA=(CSA, PSA,RGN,SQA,SUM, TRT) ,END

. Save the IMS online log data set that was active during the failure because IMS TYPE5501, 08, 07, 56
and other log records can be critical to diagnosis. The IMS TYPE5501 records are updated by DB2. The
internal buffer for these records is stored at the location described by the CDE entry named WAL in the
IMS regions.

. If the IMS monitor is started, issue the following command to monitor the IMS data set:

/TRACE SET ON MONITOR ALL

cting data about database problems

The first step to diagnosing an IMS problem is to collect data about the problem. If you call an IBM service
representative, you will be asked for documentation about the problem.

For database problems, obtain the following information:
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The damaged database data set.

The database image copy of the damaged database in a state prior to damage.
The image copy of logically related databases.

The IMS OLDS from all data-sharing IMS subsystems.

— Save from the last good database image copy of damaged database.
If possible, and not already set, use the following IMS commands and save the output:

JTRA SET ON TABLE DLI OPTION LOG
and
/TRA SET ON TABLE LOCK OPTION LOG

The SYSOUT from the Pointer Checker jobs for the damaged database.
The SYSOUT from batch jobs that accessed the damaged database.
The LIST.RECON and LIST.HISTORY DBD from the damaged database.
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« The SMF 60, 62, and 64 records from all data-sharing systems back to the last good image copy of
damaged database.

« For VSAM data sets:
— Issue IDCAMS LISTC for the damaged VSAM data set.
— Issue IDCAMS DIAGNOSE and IDCAMS EXAMINE for the damaged VSAM KSDS data sets.

Collecting data about z/OS Resource Recovery Services problems

RRS provides a system resource recovery platform such that applications that run on z/OS can have
access to local and distributed resources and have system-coordinated recovery management of these
resources.

If you use RRS with your IMS system:

« Take an SVC dump of the standard IMS regions using one of the methods discussed earlier: CTL, DL/I,
DBRC, suspicious dependent regions, IRLM, and so on.

— Inaddition, include the z/OS RRS address space and the z/0S logger address space (IXGLOGR).

- Consider setting the following SLIP trap to supplement standard IMS/RRS ABENDU0711
diagnostics:

SLIP SET,C=U0711,J0BLIST=(ctljname, rrsjname,IXGLOGR),
SDATA=(CSA,PSA,RGN,SQA,SUM, TRT,GRSQ, LPA,ALLNUC),
ID=nnnn, DSPNAME=("'RRS"'.*),END

In the previous example:

ctljpame
IMS control region job name

rrsjname
RRS region job name

nnnn
Name used to recognize this SLIP

« Turn on the RRS component trace.

Place the following statements in the CTIRRSxx PARMLIB member:

TRACEOPTS

ON

BUFSIZE (500M)

OPTIONS('EVENTS (URSERVS, LOGGING, CONTEXT,EXITS, STATECHG, RRSAPI,RESTART) ')

Place the following statement in the z/0S COMMNDxx SYS1.PARMLIB member:

TRACE CT,ON,COMP=SYSRRS, 500M, PARM=CTIRRSxx

Note: This statement allows the trace to be active at IPL.
Use the D TRACE, COMP=SYSRRS command to view the current trace setting.
RRS component trace is present in the RRS address space.
Format the trace by using IPCS CTRACE COMP(SYSRRS) FULL command.
« Save the IMS OLDS

— IMS 67D0 log records are produced for some ABENDUQ711 abends.

- Print these records by using the IMS utility programs DFSERA10 and DFSERA3O0.
— Other RRS related records that are produced:

- TYPE4098 - Checkpoint for RRS log name.

- TYPE5615 - IMS restarted with RRS.
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- TYPE5616 - Start of protected UOW.

— Issue two or three IMS DISPLAY UOR ALL commands to show status about the IMS UOR for
protected resources on the RRS recovery platform.

- The RRS-URID provided by RRS and the IMS recovery token are displayed.
- If the problem is recreatable, then:

— Turn on the RRS component trace:

TRACE CT,ON,500M, COMP=SYSRRS
nn,OPTIONS=(EVENTS (ALL)),END

— When the problem has been recreated, stop the component trace:

TRACE CT,OFF,COMP=SYSRRS

- RRS component trace is present in the RRS address space.
- Format the trace by using the IPCS CTRACE COMP (SYSRRS) FULL command.
« Issue two or three IMS DISPLAY UOR ALL commands to show status about the IMS UOR for
protected resources on the RRS recovery platform.
— The RRS-URID provided by RRS and the IMS recovery token are displayed.

Related tasks

“Collecting data about IMS Connect problems” on page 19
If a problem occurs during IMS Connect execution, you need to collect logs, data sets, and dumps to
determine the source of the problem.

Collecting data about MSC-related problems

If you experience IMS Multiple Systems Coupling (MSC) related problems, you can collect diagnosis data
with SVC dumps.

If you use IMS MSC and experience a related problem, complete the following tasks:

« Create an SVC dump of the coupled IMS regions (minimally, the CTL regions, but the problem might
reside in any IMS-related region). In addition, ensure that the VTAM address space is also included.
Create this dump as close to the time of the problem as possible, before you try to fix the problem.

« Save the IMS OLDS for both coupled systems from the time of the message creation.

« To show the status and queue counts for the logical link, issue the type-1 commands /DISPLAY LINK
ALL and /DISPLAY LINK ALL MODE, orissue the type-2 command QUERY MSLINK NAME(/inkname)
SHOW(ALL) .

- If the problem is recreatable:

— Turn on the VTAM Internal Trace for both coupled systems:
F  NET,TRACE,TYPE=VTAM,OPT=(API,PIU,MSG),DSPSIZE=5,SIZE=999

— Using the options shown above, the VIT (VTAM internal trace) is created in a VTAM data space. After
the problem has been recreated, the dump parameters should also include the VTAM data space:

DSPNAME=('NET'.ISTITDS1)

— Turn on the MSC LINK trace for both coupled systems by issuing either the type-1 command /
TRACE SET ON LINK link# LEVEL 3 MODULE ALL orthe type-2 command UPDATE MSLINK
NAME (1inkname) START (TRACE).

- The type-2 command UPDATE MSLINK NAME(linkname) START(TRACE) uses the same level
and module settings that were used the last time the command /TRACE SET ON LINK 1link#
was issued. Ifa /TRACE SET ON LINK Llink#command has not been issued since the last cold
start, this command defaults to MODULE ALL and LEVEL 4.
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Chapter 3. Collecting data about abends by using IMS
abend search and notification

IMS abend search and notification enables IMS to send an email or text message to a designated email
address when an abend occurs.

When an abnormal termination (or abend) occurs, IMS sends a message that contains an abend code to
an operator's console or to the master terminal operator (MTO). This process delays a response because
the person who can respond to the abend might not be near the console when the message is sent.
Therefore, action in response to the abend is delayed until the message reaches the correct person.

IMS abend search and notification enables IMS to send an email or text message to a designated email
address when an abend occurs, in order to:

« Notify the correct person of an abnormal termination (abend).

« Provide a web address (URL) to the location of additional informational resources, such as IMS product
documentation, technical notes in an IBM technical support database, and information in the preventive
service planning (PSP) database.

You can also use IMS abend search and notification to dynamically research abends and build links to
web addresses that provide information that relates to the abend, such as online product documentation
and technical support databases.

Enabling IMS abend search and notification

Before you can use IMS abend search and notification to search online documents and technical support
databases for information related to IMS abends, you must enable it.

Complete the setup procedures for the IMS abend search and notification, as described in "Setting up IMS
for diagnostics" in IMS Version 15.3 System Definition.

Researching information about abends dynamically

You can use IMS abend search and notification to dynamically generate emails for specific abends,
specify research criteria, and replicate the search criteria that IMS used in a particular abend event and
generate an email.

To research information about abends dynamically:

1. Start IMS abend search and notification by using one of the following methods:

Option Description
Select IMS abend search and notification from the IMS The IMS Abend Search and
Application Menu. Notification panel is displayed.

From the ISPF option 6, enter the following command, where The IMS Abend Search and
hlq is the high-level qualifier used to install IMS: Notification panel is displayed.

exec 'hlq.SDFSEXEC(DFSRASNO)' 'HLQ(hlq)"

2. Type 2 in the IMS ASN On-Demand Interface field and press Enter.

The IMS Abend Search and Notification panel - on demand interface panel is displayed, as shown in
the following figure.
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IMS Abend Search and Notification - on demand interface

COMMAND ===>

*Product Name . . . . . . . . . . _____ REQUIRED (example: IMS)

Provide one or more of the follow1ng web search arguments
PSP for FMID . . . . . . . . . _________ (example: JIMK7701)
Abend Code . . e e e e e e (example: SOC4)
Return Code (RC) e e e e (example: 44)
Module Name. . . e (example: DFSSAMPO)
APAR Number (PE or other) ____________ (example: PQ99999)
Message ID . . . . . . . . . . _________ (example: EFS555i)

Generic Searcﬁ Argument .. : : (example: SQL+OVERFLOW)
Recipient Information
Recipient email Address.

(example: name@company.com)
Specify Additional Addresses? (Y-Yes/N-No)

JoB JCL Statement. . . . . . . . (E-Edit/Y-Yes/N-No)

Figure 2. IMS Abend Search and Notification - on demand interface panel
3. Type your search criteria and press Enter.
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Chapter 4. How to search problem-reporting
databases

After you obtain background information about the problem you are diagnosing, you can then use that
information to create search arguments to search problem-reporting databases for known problems that
describe an aspect of a program failure.

You use keyword strings to search an IBM Technical Support database for documents such as Authorized
Program Analysis Reports (APARs), Preventative Service Planning buckets, or Technotes for information
about the resolution of reported problems. If the search is successful, you will find a similar problem
description, and usually a fix or recommendation. If the failure is one that is not known, you will use the
keywords to describe the failure when you contact IBM Product Software Support for assistance.

Some optional search tools might require keywords in a structured database (SDB) format.

Developing search arguments

A keyword describes one aspect of a program failure. A set of keywords, called a keyword string, describes
a specific problem in detail. Because you use a keyword string to search a database, a keyword string is
also called a search argument.

The keywords you use to search for problems in IMS are:
- The component identification

This is the first keyword in the string. A search of the database with this keyword alone detects all
reported problems for that version of IMS.

 The type of failure
The second keyword specifies the type of failure that occurred. Its values can be:

— ABENDxxx
— ABENDUxxxx
- DOC
— PERFM
- MSGx
— INCORROUT
— WAIT/LOOP
« Symptom keywords

These can follow the keywords above and supply additional details about the failure. You select these
keywords as you proceed through the type-of-failure keyword procedure that applies to your problem.

Add symptom keywords to the search argument gradually so that you receive all data matches

or hits, which are problem descriptions that might match your problem. If you receive too many
problem descriptions to examine, you can add AND or OR operators to additional keywords in various
combinations to the keyword string to reduce the number of hits.

« Dependency keywords
These are program or device dependent keywords that define the specific environment that the problem

occurred in. When added to your set of keywords, they can help reduce the number of problem
descriptions you need to examine. See “Dependency keywords” on page 63 for a list.
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Creating a search argument

After you have performed some analysis on the problem you are diagnosing, you can then use that
information to search problem reporting databases. To do that, you create a search argument comprised
of keyword strings. If that search technique is unsuccessful, you can prepare an Authorized Program
Analysis Report (APAR).

To build the keyword string and search the IBM software support database for a problem similar to the
one you are experiencing, follow these steps:

1. Begin with “Component identification keyword procedure” on page 32 to determine the failing IMS
component.

2. Follow the sequential steps in one of the "Type-of-Failure Keyword" procedures until you build a
keyword string.

3. Go to “Searching the database” on page 64, to learn how to search the IBM software support
database with your completed string.

a) Optional: Use the “IMS keyword dictionary” on page 61, which provides guidance on translating
free-form keywords into structured database (SDB) format.

b) If needed, you could use “Dependency keywords” on page 63, which are used to narrow search
arguments.

4. If your search is unsuccessful, go to “Procedures for preparing an APAR” on page 65.

Selecting the keywords

You select the proper keywords to search the IBM Software Support database for a problem similar to

the one you are experiencing. The keywords you select depend on the component that is experiencing the
problem and the type of failure that occurred.

Related tasks

“Analyzing DRA problems” on page 392

To analyze DRA problems, first investigate any external conditions that might have caused the problem. If
you can eliminate external causes, an unexpected DBCTL return code or another IMS function might have
caused the problem.

Component identification keyword procedure

Use a component identification number with at least one other keyword to search the IBM software
support database.

The component identification numbers for IMS appear in the following table.

Table 2. IMS component identification numbers

Identification number Description

5635A05 IMS Services
Database Manager
Transaction Manager
Extended Terminal Option (ETO)
Recovery-level Tracking
Database-level Tracking

569516401 Internal Resource Lock Manager (IRLM) version 2

Some of the procedures in these topics contain offsets within control blocks. Be aware that maintenance
might change the offsets in these control blocks. For a current version of the layout of the control blocks
for your system, assemble the DFSADSCT module that is in the IMS.ADFSSMPL library.
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Related concepts

“PERFM procedure” on page 37

Most performance problems are related to system tuning and should be handled by system programmers.
Related tasks

“Type-of-failure keyword” on page 33

You choose the keyword that best describes the program failure you experienced, and then go to the
procedure for that type of failure.

Type-of-failure keyword

You choose the keyword that best describes the program failure you experienced, and then go to the
procedure for that type of failure.
Related reference

“Component identification keyword procedure” on page 32
Use a component identification number with at least one other keyword to search the IBM software
support database.

ABENDxxx procedure
Use this procedure when the system terminates abnormally with a system abend completion code.
Keyword: ABENDxxx

Compare the completion code and PSW address in both the z/OS-formatted section of the dump and
the IMS-formatted section of the dump. If the code and address do not match, use only the data from
the IMS-formatted section, because the system dump data might be produced if an abend occurs
during abend processing.

Replace the xxx part of the ABENDxxx keyword with the abend code from either the termination
message or the abend dump.

Keyword: RCxx

This keyword applies only if the abend has an associated return code as described in z/0S MVS System
Commands.

Replace the xx part of the RCxx keyword with the return code.
Keyword: module name
You can determine the name of the module that received the abend in one of the following ways:

« Check both the dump title and message DFS6291, which might contain the name of the module that
ended abnormally.

« Check the summary section, called "Diagnostic Area", in the offline formatted dump.

« Find the PSW address at the time of abend. Locate this address in the storage section of the dump,
and scan backward through the eye catchers until you find a module identifier.

Module-specific keyword: Failing instruction, register
You can use these module-specific keywords to further narrow the field of hits.
Failing Instruction

The PSW address at the time of abend usually points to the next instruction to be executed. If
ABENDOC4 or ABENDOC5 occurs and the INTC (interrupt code) field on the PSW AT ENTRY TO
ABEND line contains X'0011' (segment exception) or X'0010' (page translation exception), the
PSW points directly to the instruction that failed.

Register in Error

Examine the code near the failure to determine the register that is invalid or in error, if possible.
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For example, if the failing instruction is BALR (05EF), look at registers 14 (E) and 15 (F). If register
15 (F) contains zeros, the program cannot branch to that location. Therefore, register 15 is in error.

In performing system-abend analysis, another module might have passed the register in error. You
might be able to determine this by looking at the registers on entry to the failing module. If the
incorrect value is in one of the registers, that value might have been passed.

Module-specific keyword: Search argument example

If, for example, ABENDOC4 occurred in IMS module DFSFXC30 on a BALR (O5EF) instruction because
register 15 (F) contained zeros, use the following search argument:

565533800 ABENDOC4 DFSFXC30

For a structured database search, use the following search argument:
PIDS/5655J3800 AB/SO0C4 RIDS/DFSFXC30

With this search argument, you might receive numerous hits, which would most likely include the
APAR that describes your problem. You can add module-specific keywords to narrow the field of hits
received. Use the OR operator with these additional keywords at first.

The additional keywords for this example are:
BALR | R15 ZEROS

For a structured database search, use the following search argument:
OPCS/BALR | REGS/GR15 VALU/HO0000000

Related concepts

“ABENDUxxxx procedure” on page 34

Use this procedure when an IMS user abnormal termination occurs. For user abends, you must gather
more information before calling IBM Software Support.

ABENDUxxxx procedure

Use this procedure when an IMS user abnormal termination occurs. For user abends, you must gather
more information before calling IBM Software Support.

A message usually precedes a user abend. First, find the message and then the abend code in IMS Version
15.3 Messages and Codes, Volume 1: DFS Messages or IMS Version 15.3 Messages and Codes, Volume

2: Non-DFS Messages. Then, if you need further diagnostic information (such as return codes) that you
can use to build the search argument, or information about why the abend was issued, refer to the IMS
Version 15.3 Messages and Codes, Volume 3: IMS Abend Codes.

If you cannot solve the problem by using the information in the IMS Version 15.3 Messages and Codes,
Volume 3: IMS Abend Codes, develop a search argument.

ABENDUxxxx keywords

Replace the xxxx part of the ABENDUxxxx keyword with the user abend code from either the termination
message or the abend dump. User abends are always represented in decimal.

Keyword: module name
You can determine the name of the module that received the abend in either of the following ways:

 Check both the dump title and message DFS6291, which might contain the name of the module that
ended abnormally.
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« Use the PSW address at the time of abend. You can find this address in the IMS-formatted section
of the dump under the diagnostic area or in the z/OS-formatted section. From the PSW address, scan
backward through the eye catchers until you find a module identifier.

Use the module name in the search argument for standard user abends only. For pseudoabends, do not
include the module name as part of the argument. IMS Version 15.3 Messages and Codes, Volume 3: IMS
Abend Codes indicates whether the abend is a pseudoabend or a standard abend.

Abend-specific keywords

By examining the information in IMS Version 15.3 Messages and Codes, Volume 3: IMS Abend Codes, you
might gather additional keywords that can be pertinent to the problem, such as:

« User call function

« Internal call function
« Database organization
« Messages

Replace the xxxxxxx part of keyword MSGxxxxxxx with the actual message identifier (for example, the
keyword for message DFS0531 is MSGDFSO53T).

« Return codes

Replace the xx part of keyword RCxx with the associated hexadecimal return code (for example, the
keyword for return code C is RCOC).

« Function codes

Replace the xxxx part of keyword FCxxxx with the associated hexadecimal function code (for example,
the keyword for function code 13 is FC0013).

Search argument example

If, for example, ABENDU3046 occurred in IMS module DFSPCC20 with message DFS36241 indicating
function code 291 and return code 4, the search argument to use is:

565533800 ABENDU3046

For a structured database search, use this search argument:

PIDS/565533800 AB/U3046

With this search argument, you might receive numerous hits, which would most likely include the APAR
describing your problem. You can add keywords from the section “Type-of-failure keyword” on page 33 to
narrow the field of hits received. It is a good idea to use the OR operator on these additional keywords at
first. Module name DFSPCC20 is not included as part of the search argument because ABENDU3046 is a
pseudoabend.

The additional keywords for the above scenario are:

MSGDFS3624I | RCO4 | FCO291

For a structured database search, use this search argument:

MS/DFS36241 PRCS/00000004 OPCS/0291

Additional documentation

IBM Software Support might ask you to obtain certain information to determine and resolve the problem.
At times you might need to create the problem again in order to gather this documentation.

For database problems, ensure that you have access to the following documentation before calling IBM
Software Support:
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« A dump of the problem

DBDGENs

PSBGENSs

A copy of the databases involved in the error

Logs and archive tapes that might have activity against the databases

Output from both the DL/I and LOCK traces

- When tracing to the log, a printout of the traces

 Acurrent CDS list or a current SMP/E target zone

« A current assembly listing of DFSADSCT from IMS.ADFSSMPL (control block DSECTSs)

Problems can be resolved more quickly if the documentation listed above is available.

IRLM procedure

Use this procedure when the IRLM terminates abnormally.

1. Locate the PSW and register contents at entry to the abend either from the software LOGREC entry or
from the RTM2WA summary in the formatted section of the SDUMP.

a. If the PSW is not within an IRLM module (prefixed with DXR), determine the system component
in which the abend occurred and use the diagnostic procedure for that component to resolve the
problem.

b. If the RTM2WA summary entry shows that the IRLM was terminated by an abend completion code
of U2017, U2018, U2019, U2020, U2022, U2023, U2024, U2025, U2027, U2031 (X'7E1', X'7E2',
X'7E3', X'7E4', X'"7E6', X'7E7', X'7E8', X'7E9', X'7EB', or X'7EF"), the IRLM task was terminated
because of an error either in a subtask or in an SRB related to the IRLM. To diagnhose the problem,
use the software LOGREC entry or the RTM2WA summary entry for the original error in the subtask
or related SRB.

2. Register 12 normally contains the base register contents for the module that was in control at the time
of the error.

3. Register 9 normally contains the address of the RLMCB if the error occurred during IRLM processing.
4. Using the module name, find the function keyword and locate the function and subfunction keywords.

Examples

An example of a search argument for an IRLM problem is:
569516401 ABENDOC4 DXRRL200

For a structured database search, an example is:
PIDS/569516401 AB/SOOC4 RIDS/DXRRL200

Related tasks

“ABENDxxx procedure” on page 33
Use this procedure when the system terminates abnormally with a system abend completion code.

DOC procedure

Use this procedure if you find a deficiency in documentation through omission or inaccuracy.
Keyword: order-number

Your feedback is important in helping us provide the most accurate and highest quality information. If you
have any comments about this or any other IMS information, you can take one of the following actions:
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« From any topic in IBM Documentation, click the Feedback link at the bottom of the page and complete
the form.

« Send your comments by email to imspubs@us.ibm.com. Be sure to include the title, the part number
of the title, the version of IMS, and, if applicable, the specific location of the text on which you are
commenting (for example, a page number in the PDF or a heading in IBM Documentation).

Corrections resulting from readers' comments are included in future editions of the manual, but are not
included in the software support database.

If a problem can have severe results or cause lost time for many other users, contact IBM Software
Support to initiate a documentation change.

APARs are not generally accepted for documentation errors. However, APARs that correct a programming
error can result in documentation changes.

Use this keyword to search for all changes to a specific manual. The format for the order-number is
ppnnnnnnee, where pp is the alphabetic prefix, nnnnnn is the 6-digit base publication number, and ee is
the edition number. For example, the order number for IMS Version 15.3 Messages and Codes, Volume 1:
DFS Messages is GC18-9712-00. Replace ppnnnnnnee with GC18971200. The edition number is optional.
To broaden the search to include all editions of a publication, either omit the edition number or replace it
with two asterisks (**).

Search argument example

Use this search argument to search for all changes to any edition of IMS Version 15.3 Messages and
Codes, Volume 1: DFS Messages:

565533800 GC189712%*

For a structured database search, use this search argument:

PIDS/565533800 PUBS/GC269712**

You can add more keywords to narrow the search. For example, if you cannot find message DFS3007 in
IMS Version 15.3 Messages and Codes, Volume 1: DFS Messages, add this keyword to the above search
argument:

MSGDFS3007
For a structured database search, use this search argument:

MS/DFS3007

If you do not find an APAR that adds message DFS3007, you can report the omission to IBM by clicking
the Feedback link at the bottom of any topic in IBM Documentation.

PERFM procedure

Most performance problems are related to system tuning and should be handled by system programmers.

Keyword: PERFM or PERFORMANCE

Always use the keywords PERFM and PERFORMANCE for performance problems. You should use the OR
operator to link them together in the search argument.

You can use the following search argument to check for all performance APARs in IMS Fast Path:

565533800 PERFM | PERFORMANCE FAST | PATH | FASTPATH

For a structured database search, you can use this search argument:

PIDS/565533800 PERFM | PERFORMANCE RIDS/FASTPATH
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You can add the OR operator to the general component identifier together with the Fast Path component
identifier. With this search argument, the resulting number of hits could be very large, but would include
APARSs describing performance problems in Fast Path.

You can add more keywords to narrow the number of hits. For example, if the performance problem
occurs because of an excessive number of file opens and closes, you can add the OR operator with the
following keywords to the above search argument:

OPEN | CLOSE

For a structured database search, use this search argument:

PCSS/OPEN | PCSS/CLOSE

If you cannot find an appropriate APAR with these search arguments, contact IBM Software Support.
Appropriate documentation for performance problems might include:

- Traces, such as DL/I, lock, dispatcher, scheduler, external subsystem, and others, depending on the
area of the performance problem

« Dumps of the problem during the period of performance degradation

« Dumps of the problem during normal periods, for comparison

« DB or IMS Monitor reports during the performance problem period

« DB or IMS Monitor reports during normal operations, for comparison

« Copy of the IMS log during the performance problem period

« Copy of the IMS log during the normal period, for comparison

If a coordinator controller (CCTL) application program experiences a performance problem in a Database
Control (DBCTL) environment, you might need the following documentation in addition to that listed
above:

« Any CCTL traces or monitor reports

« A dump of the CCTL subsystem during the period of performance degradation

Related reference

“Component identification keyword procedure” on page 32
Use a component identification number with at least one other keyword to search the IBM software
support database.

MSG procedure

If, after analyzing the message, you believe that the message should not have been issued or describes an
error condition, use the MSGxxxxxxxx keyword.

Keyword: MSGXXXXXXXX

Replace the xxxxxxxx part of keyword MSGxxxxxxxx with the actual message identifier (for example, the
keyword for message DFS0861 is MSGDFS0861).

Search argument examples

If, for example, you receive message DFS34011 RACF NOT AVAILABLE, and you determine that RACF is
indeed available in your system, the search argument to use is:

565533800 MSGDFS3401I

For a structured database search, use this search argument:

PIDS/565533800 MS/DFS3401I
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Incorrout procedure

INCORROUT is when either output is missing, or output is incorrect.

Keyword: INCORROUT

Use this procedure to determine the appropriate search argument.

Always use the keyword INCORROUT for problems related to incorrect or missing output.

Keyword: utility module name

If the incorrect or missing output is associated with a utility, use the utility module name as a keyword.
For example, if output from the File Select and Formatting Print utility (DFSERA10) is incorrect, use
DFSERA10 as a keyword.

Keyword: command

If the output from a command is missing or incorrect, use the first three letters of the command as
a keyword. Also, you should use the OR operator in the search argument with CMDxxx, where xxx is
replaced by the first three letters of the command.

If, for example, the DISPLAY command provides incorrect output, use the following search argument:

565533800 INCORROUT DIS | CMDDIS

For a structured database search, use this search argument:

PIDS/565533800 INCORROUT PCSS/DIS

If applicable, you can add the output column or heading as a keyword in the search argument.

Keywords: columns, headings, fields

Whenever possible, you can add additional keywords to narrow the field of search results. If a particular
heading, field name, or column is incorrect, use it as a keyword. For example, if the deadlock event
summary section of the IMS Monitor report (DFSUTR20) is incorrect for the DMB NAME column, use the
following search argument:

565533800 INCORROUT DFSUTR20 DEADLOCK | DMB

For a structured database search, use this search argument:

PIDS/565533800 INCORROUT RIDS/DFSUTR20
PCSS/DEADLOCK PCSS/DMB

If you receive too many search results, remove the OR operator (|) to focus the selection.

Keyword: database type or call

If the incorrect output is a database record, use the database type (such as VSAM, HDAM, or HIDAM) and
possibly the call (such as GU, ISRT, or DELETE).

Additional diagnostics
This section does not apply to a Database Control (DBCTL) environment.

If the output is a transaction message produced as output from an application program, perform the steps
below. (The message can be directed either to a terminal or to another application program. This is called
a program switch.)

1. If the output is missing, continue with this step; otherwise, go to step 2.
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a. When the output is missing, determine if the transaction is being scheduled.

« Issue the /DIS ACTIVE command to make sure the transaction is not stopped.
« Thenissue the /DIS TRAN command to find out if the transaction is scheduled.

QCT should decrease by at least one each time the transaction is scheduled and terminates
normally.

If the transaction is not being scheduled, go to step 1f.

b. Determine if the message is being enqueued to the proper output destination by issuing one of the
following commands:

« Issue the /DIS TRAN command (for program switch). ENQCT should increase.
« Issue the /DIS LTERM command (for output to terminal). ENQCT should increase.

If the message is not being enqueued to the proper output destination, go to step le.

c. If the output destination is another application program, it should be scheduled as a result of the
message enqueue.

If the transaction is scheduled but there is no input, the problem is probably within the SYS
function.

If the application program is not scheduled, go to step 1f.

d. If the output destination is a terminal, verify that I/O errors did not prevent the message from being
sent. Take both of the following actions.

« Review the console log for I/O error messages.
« Issue the /DIS LTERM command for operational status.

If you detected valid I/O errors, stop here and correct the hardware problem. Otherwise, the
problem is probably within the TM function. Stop here and build your search argument.

e. Determine if the application program is using the proper PCB for the ISRT call.
« Force a dump in the application program at the time of the ISRT call.

If the proper PCB is being used, the problem is probably within the SYS function. Stop here and
build your search argument. Otherwise, stop here and correct the application program.

f. Determine if the resources necessary to schedule the application program are available.

« Issue the /DIS ACTIVE command for the active region.

« Issue the /DIS SUBSYS ALL command for all external subsystems connected to or in the
process of being connected to IMS.

« Issue the /DIS TRAN command to make sure the transaction is not stopped.
« Issue the /DIS DATABASE command to determine if the necessary databases are available.

If a resource is not available, stop here and make it available. Otherwise, force a console dump.
Use the PST ANALYSIS step in procedure “WAIT/LOOP procedure” on page 41 to determine the
reason the transaction is not being scheduled. Stop here and build your search argument using that
information.

2. If the incorrect data is input to an application, perform this step, otherwise go to step 3.
a. Verify the text data in the X'01' log record to determine if the data reached IMS properly.

If the data did not reach IMS properly, go to step 2c.

b. Force a dump in the application program immediately after the application program GU call, in
order to determine if the data reached the I/0 area correctly.

If the data did not reach the I/O area correctly, the problem is probably within the SYS function.
Stop here and report the problem. Otherwise, the application program received the data correctly.
Stop here.
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c. Start the line or node trace and verify the data in the X'6701' log record to determine if the data
reached the input TP buffer correctly.

If the data reached the input TP buffer correctly, the problem is probably within the DC function.
Stop here and report the problem. Otherwise, if the data did not reach the input TP buffer correctly,
the problem is probably a hardware or an operating system failure. Stop here and correct the
hardware or operating system problem.

3. Determine if the message data is actually incorrect rather than merely formatted incorrectly.
« Compare received data with expected data.
« Check MFS blocks for correct format definition.

a. Force adump in the application program just before the ISRT call to determine whether the data is
correct in the I/O area at the time of the ISRT.

If the data in the I/O area is incorrect, the problem is probably in the application program. Stop
here and correct the application program. Otherwise, continue. Verify the text in the X'03' log
record to determine whether the data reached the message queue correctly.

If the message did not reach the message queue correctly, the problem is probably within the SYS
function. Stop here and build your search argument. Otherwise, continue.

b. Start the line or node trace and verify the data in the X'6701' log records, in order to determine if
the data reached the output TP buffer correctly.

If the data did not reach the output TP buffer correctly, the problem is probably within the DC
function. Stop here and build your search argument. Otherwise, if the data is correct in the output
TP buffer, but not at the terminal, the problem is probably a hardware or operating system failure.
Stop here and correct the hardware or operating system problem.

IRLM problems
Incorrect output from the IRLM can be divided into the following three areas:

« Incorrect information on a display status command
« Locks granted when locks should not be granted
« Locks not granted when locks should be granted

For help in diagnosing these problems, call the IBM Support Center. A support representative will tell you
what type of documentation to gather.

WAIT/LOOP procedure

The procedures for the WAIT and LOOP keywords are combined because the WAIT and LOOP symptoms
might not be distinguishable at first.

Determine the type of WAIT or LOOP that is in progress

Use the following procedure to determine the type of WAIT or LOOP occurring, and to find the appropriate
keywords for the problem.

Maintenance might change the offsets in these control blocks. For a current version of the control blocks,
assemble DFSADSCT.

1. Is IMS being shut down?

« If the operator issued a CHECKPOINT DUMPQ, PURGE, or FREEZE command before the manifestation
of the wait/loop, go to “Shutdown processing” on page 55.

« If IMSis not being shut down, continue with the next step.
2. Determine whether IMS was in selective dispatching mode.

Find the dispatch work areas in the formatted dump. The dispatch work areas are created using the
DISPATCH or A11 IMS dump formatting options. The dispatch work area eye catcher is xxDSP.
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The selective dispatch bits are in the SFLAGS field in the DYNAMIC SAP EXT. section, where the
X'xxxxxx8x" bit represents selective dispatching. To determine whether selective dispatching was
entered for save area prefixes (SAPs), search the DISPATCH AREA section for the following message:

**%* NOTE: THIS TCB IS IN SELECTIVE DISPATCHING FOR SAPS

If you find this message, IMS wrote an X'450F' log record to the OLDS. This log record contains
information about dynamic SAPs, such as the highest number of dynamic SAPs used and the number
of times IMS was in selective dispatch for dynamic SAPs.

Examine this X'450F' log record to help determine what might have led to the shortage of dynamic
SAPs. Then go to the “Determine the type of WAIT or LOOP that is in progress” on page 41. While
performing SAP analysis, keep in mind that the dynamic SAPs are labeled DYNAMIC SAP, and that the
CURRENT TCB= indicates the associated task control block (TCB).

If IMS is not in selective dispatching mode, continue with the next step.

3. Can the operator communicate with IMS through the z/OS system console by using the IMS
outstanding reply to enter an IMS command, such as /DISPLAY?

- If no, or if you are not sure, go to step 5 now.

- If yes, the problem might be caused by:
— A data communication failure.
— The inability of a task to acquire a resource.
— Non-completion of an event, such as I/0.
Continue with the next step.

4. Can the IMS master terminal operator (MTO) communicate with IMS by issuing various IMS
commands, such as /DISPLAY?

- Ifyes, go to “Determine the type of WAIT or LOOP that is in progress” on page 41.

- If no, the problem might be data communication related. If IMS is still running, issue the following
commands:

— Issue the IMS /DIS NODE nodename command. Save the IMS console output.
— Turn on the IMS node trace with the /TRA SET ON NODE nodename command.

Data is captured in the IMS X'6701' log record. Save the IMS OLDS for execution with IMS utility
programs DFSERA10 and DFSERA30.

— Consider turning the VTAM buffer trace and VTAM internal trace on to complement the IMS node
trace, as follows:

F NET, TRACE, TYPE=BUF, ID=nodename
F NET,TRACE, TYPE=VTAM, MODE=EXT, OPT=(API,PIU,MSG)
GTF must be active for this option.
— Obtain a memory dump of the IMS and VTAM regions using this series of commands:

DUMP COMM=(dump title)
R id JOBNAME=(j1,j2,73,74,35.76,77),SDATA=(CSA,PSA,RGN,SQA,SUM, TRT) ,END

The variables have the following meanings:
i1
IMS CTL region job name.
j2
VTAM region job name.
i3
IMS DL/I region job name.
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ja
Suspicious IMS dependent region job name, if any.
i5
Suspicious CCTL (CICS) region name, if any.
j6
DBRC region job name.
i7
IRLM region job name (if IRLM database locking was used).
The jobs are listed in order of importance.

Recommendations: A memory dump of the IMS CTL, VTAM, DL/I, and suspicious dependent
region or CCTL is usually sufficient to solve wait/hang problems. Occasionally, the DBRC and IRLM
(if they are used for database locking) can be a factor. Obtain a memory dump of DBRC and IRLM
as well to ensure that the problem can be resolved quickly.

SYS1.DUMP data sets are often not large enough to hold all regions requested in the DUMP
command. Make them large enough to hold the regions. If the z/OS SVC DUMP command fails
due to lack of space, take separate memory dumps in smaller combinations to accommodate the
smaller SYS1.DUMP data set size.

— Go to the “Determine the type of WAIT or LOOP that is in progress” on page 41.
5. Query the IMS Dispatch Work Areas.

a. Find the Dispatch Work Areas in the formatted dump. The Dispatch Work Areas are created using
the DISPATCH or ALL IMS dump formatting options. The Dispatch Work Area eye catcher is *xDSP.

b. Scan each Dispatch Work Area (STM, CTL, restart data set, and so on) except for the DRC and
dependent region entries (labeled DEP, MPP, BMP, DBT, DRA, or IFP). Examine the QPOST field at
offset X'1C".

If the high-order bit of the QPOST field is off, note the address and type of Dispatch Work Area.

c. If, after scanning all Dispatch Work Areas, except for the DBRC (DRC) task and dependent regions,
you find that the QPOST high-order bit is always set, one of the following situations has occurred:

« IMSis in an IMS WAIT (IWAIT) state. Go to “Determine the type of WAIT or LOOP that is in
progress” on page 41 now.

- If at least one Dispatch Work Area has an incorrect high-order bit, a LOOP or operating system
WAIT has occurred. Continue with the next step.

6. Query the TCB/RB chain.

a. Find the current ECB, address space ID (ASID), and TCB address for each Dispatch Work Area noted
previously in step 5h.

« In IDSPWRK SECTION 1, find field CECB at offset X'28'". The field CECB at offset X'28' contains
the ECB of the current dispatched ECB.

« In IDSPWRK SECTION 1, find the field ASIDS at offset X'30". The first halfword of the field ASIDS
at offset X'30' contains the ASID number for the task; the second halfword contains the CTL
region ASID.

« In IDSPWRK SECTION 1, find the field TCB at offset X'40". The field TCB at offset X'40' contains
the TCB address for the task.

b. Find the formatted TCB/RB chain in the z/OS formatted dump. Use the IPCS SUMMARY FORMAT
ASID(X'__"') command for the ASID/TCB found in step 6a. Use the following FIND command to
locate the TCB:

F 'TCB: xxxxxxxx' 1 16

where xxxxxxxx is the 8-character TCB address, including leading zeros.
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c. Examine the request block (RB) structure (PRBs, SVRBs, or IRBs), focusing on the last RB in the
chain for that TCB. The TCBRBP field at offset X'00' contains the address of the last RB. Use the
following FIND command to locate the RB:

F 'RB: xxxxrxxxx' 1 16

where xxxxxxx is the 8-character RB address, including leading zeros.

Exception: Using the last RB in the TCBs RB chain is usually accurate. However, there are
occasions when additional RBs might be appended to the end of the chain to facilitate dump
processing, but they have nothing to do with the problem. X'00020033" in the WLIC field in

any RB in the RB chain normally indicates dump processing. In such a case, examine the RBs
prior to the RB with WLIC=X'000020033". If the RB before the RB containing WLIC=X'00020033'
contains WLIC=X'0002000C, it might be necessary to examine the RB before the RB containing
WLIC=X'00002000C"

Example:
PRB WLIC = X'00020006'
PRB WLIC = X'00020078'
SVRB WLIC = X'0002000C' Examine prior RB.
SVRB WLIC = X'00020033' <== Indicates dump processing
SVRB WLIC = X'00020078'

d. Examine the LINK field in the RB found in step 6c¢. The high-order byte of the LINK field is the wait
count field.

« If the wait count is X'00', the task is probably looping. Perform the following steps:

— Perform system loop diagnostics. Obtain the OPSW and registers from the looping RB, (located
in the following RB or in the TCB, if this is the last RB (TCBRBP)) for a snapshot of the loop.

— Obtain the PSW address from the z/0OS system trace table. Use the IPCS VERBX TRACE
ASID (xx) command to obtain the entries for the ASID in question. Focus on the entries
for the TCB found in step 6a. You can ignore entries between any SVC and associated SVCR
because they reflect necessary z/OS operating system activity indirectly involved in the loop.
(The IMS TYPE2 SVC is an exception to this since it results in execution of IMS code.) Sorting
the pertinent addresses by OPSW address greatly aids in laying out the loop.

— Resolve the PSW address found by using either IPCS BROWSE mode, the IPCS WHERE
command, or by using an LPA or NUCLEUS MAP to obtain the name of the modules involved
in the loop. The IPCS commands used to obtain the maps are LPAMAP, and VERBX NUCMAP.
Calculate the offset at which the instruction appears in the modules to outline the path of the
loop.

— Another source of information for the looping task can sometimes be found at the top of the
IMS SAPS AND SAVEAREA section (¥xSSA) of the IMS formatted dump. Look for the xxxx A C
T I V E **%xxsave area set nearest the top of the *xSSA with the SAPECB filed matching the
CECB field obtained in step 6a. The save area flow can indicate IMS modules involved in the
loop or those passing control to the looping function.

« If the wait count is not X'00' (that is, = X'01', or X'02', and so on), a system WAIT has probably
occurred. Perform the following steps:

— Obtain the address portion of the OPSW. It points to the waiting module.

— Resolve the PSW address found by using either IPCS BROWSE mode, the IPCS WHERE
command, or by using an LPA or NUCLEUS MAP to obtain the name of the waiting module.
The IPCS commands used to obtain the maps are LPAMAP, and VERBX NUCMAP, respectively.
Calculate the offset at which the wait occurred in the module. This information can be used for
APAR searches and to assist IBM Software Support representatives.

— Use the CECB field obtained in step 6a to find the related SAP save area by scanning for the
SAPECB match in the IMS formatted memory dump **SSA section.
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SAP analysis procedure

1. Find the formatted SAP AND SAVE AREA section in the IMS formatted dump.

Choose either the SAVEAREA, SYSTEM, ALL or SAVEAREA,SUM options of the IMS Offline Dump
Formatter. The eye catcher of the SAP AND SAVE AREA section is **SSA.

The following table defines the key fields in SAP analysis.

Table 3. Key fields in SAP analysis

Offset Field name Length

Field description

SAP+X'00" SAPFLAG1 1

X'80' = Active SAP
X'40' = Waiting SAP

SAP+X'01' SAPDSPCD 1

IMS TCB number. This number matches the
associated TCB number at offset X'3B' in the
dispatch work area.

SAP+X'14' SAPIWAIT 4

In waiting SAPs, this is the address of

the last active save area. Those below this
address are residual. In SAPs that are active
but not waiting, this field is residual and
should not be used.

Exception: SAPIWAIT might not be valid
for Fast Path save area sets (DBF-prefixed
modules). The active save area set usually
ends with DBFXSL30, the Fast Path wait
module, unless DFSIWAIT or DFSISERW
appears previously in a save area set.

SAP+X'18' SAPECB 4

Address of the ECB associated with this
ITASK. If the PST is used, this field points
to the beginning of the PST.

SAP+X'24' SAPCDSP 4

Address of the current dispatch work area.

SAP+X'30' SAPSDPNO 4

Dispatch number for the ITASK.

2. Begin SAP analysis at the end of the sorted SAPs.

Find the end of the sorted SAPS. Eye catcher *x*END OF SORTED SAP FORMATTING marks the end

of the list. SAPs are sorted by the SAPSDPNO (system dispatch number). The most recently dispatched
ITASKs are at the end of the sorted SAPs. These are the ITASKS that have been waiting the longest and
possibly causing the other ITASKS to wait behind them by holding a resource, such as a lock or a latch.

3. Scan backwards from the end, examining only active or waiting SAPs. Focus only on the active save
area sets (that is, SAPFLAG1 has the X'00' bit turned on (X'08', X'Cx', X'Dx', X'Fx")). Active save area
sets are marked with the eye catcher *%*xx W A I T I N G **xx%xor*%xx A C T I V E **x*x*,
To find waiting or active SAPs, use the following find command:

F ! *%xx ' PREV

The SAVEAREA,SUM option of the Offline Dump Formatter produces only active save area sets. Active
running SAPs are marked with the eye catcher RUN. The end of this formatting is marked by the eye

catcher xxxxxx END SAP SUMMARY.
4. Skip all normal save area sets.

This step describes all normal save area sets. After you have identified all types of normal save area
sets, you can disregard them because they are unrelated to the problem.
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a. WAITING save area sets in which module name DFSIWAIT appears after label EP at the second-
level save area are considered normal save area sets.

The following example shows a normal save area set at the second level:

**x%*SAVE AREA SET*x*x*
EP DFSQMRT0-11/13/94
SA 00133BC4 WD1 8091E430 HSA 80000000 LSA 00133C0C ...

EP DFSIWAIT
SA 00133C0C WD1 0000000  HSA 00133BC4  LSA 00133C54 ...

EP DFSFLLGO-220-PL46803
SA 00133C54 WD1 00000000 HSA 00133C0C LSA 00133CoC ...

b. The only normal save area sets in which the save area set contains DFSIWAIT at the third level are
shown in the following example. Ensure that register 08 contains a value of X'00000003' for any of
the first four save area sets, as shown in the example. Otherwise, it is abnormal and indicates an
intent conflict, as described in “Intent conflict” on page 53. Use the SAPSECB field to obtain the
PST address for use in the intent conflict procedure.

EP DFSSMICO --> EP SMSC2 --> EP DFSIWAIT with REGO8 = x'00000003'
EP DFSSMICO --> EP DFSSMSC2 --> EP DFSIWAIT with
REGO8 = x'00000003"
EP DFSSMICO® --> EP DFSSMSC1 --> EP DFSIWAIT with
REGO8 = x'00000003'
EP DFSSMICO® --> EP MPPENQOO® --> EP DFSIWAIT with REGO8 = x'0Q0000003'

EP DFSFXC30 --> EP DFSFXC30-WFITEST --> EP DFSIWAIT
EP DFSVTPOO --> EP VTPOWORK --> EP DFSIWAIT
EP DBFHCLOO --> EP DBFHGU10 --> DBFXSL30

c. The only normal save area sets in which the save area contains DFSIWAIT at the fourth level are
those shown in the following example. Ensure that register 08 in the DFSIWAIT save area set
contains X'00000003'. Otherwise, it is abnormal and indicates an intent conflict, as described in
“Intent conflict” on page 53. Use the SAPSECB field to obtain the PST address for use in the intent
conflict procedure.

The following examples show normal save area sets at the fourth level:

DFSSMICO --> DFSSMSCO --> SMSC1000 --> DFSIWAIT REGO8 = x'Q0000003'
DFSFXC30 --> DFSDLA30 --> DLA32000 --> DFSIWAIT

d. The following active save area sets are probably normal, so you can ignore them.

« Save area sets marked ACTIVE or RUN with SAPDSPCD=X'07". This is a DRC task SAP. This
condition is usually normal for the DBRC task.

» Save area sets marked ACTIVE or RUN with SAPDSPCD=X'0F'. This is the ESI task SAP if
SAPCDSP=X'00000000'.

« Dependent region save area sets marked ACTIVE with SAPDSPCD=X'03'(MPP), X'04'(BMP),
X'0D'(DRA), X'12' (IFP), X'13'(DBT), X'0C' (ESS), or X'00' (RESIDUAL), in which the top save area
indicates it was returned. (The last bit of the address in the field labeled RET, which is register 14,
is odd or has X'FF' in the high-order byte.)

« If the SAPDSPCD=X'13'(DBT), and the first save area EPA is marked UNKNOWN with the second-
level save area RET field marked returned (the last bit of the address in RET is odd), this is a
normal save area set if the first save area EPA is within module DFSDASCO or DFSDASTO.

5. Obtain abnormal save area set information.

The remaining save area sets (those that are ACTIVE or WAITING, but abnormal, as described in step
4 are involved in the wait in some way.

Recommendation: Concentrate on one save area set at a time, beginning with the first abnormal save
area set. Remember to start from the end of the sorted SAPs.
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If you find an abnormal save area set marked ***x A C T I V E #*%x% (SAPFLAG1=X'80"), the
problem is associated with the TCB/RB save area set. Use the address of the current dispatch area

in SAPCDSP to find the dispatch work area associated with this save area set. Go to step 6ain the
WAIT/LOOP procedure. Continue from there, using the ASID/TCB obtained from the dispatch work
area. If the high-order bit in QPOST is on (QPOST=X'8x"), this SAP is suspended. Record this save area
set and continue to the next abnormal save area set. Discontinue step 6a because this save area set
should probably be ignored. Otherwise, continue.

Record the following key fields from the abnormal save area sets flagged as:
**k*xx WA I TING *kk*

a. The address of the SAP.

b. For each save area in the save area set, from the first save area down to the save area pointed to
by the SAPIWAIT field, obtain the following information. (See exception for SAPIWAIT in Table 3 on
page 45 before proceeding.)

i) EP module name

i) APAR level (the APAR number and last few letters of the changelD string)
iii) RET address (this is register 14)
iv) EPA address

If the module name is UNKNOWN and the module save area set begins with DFSDLAOO, the EPA
address can probably be resolved in the DL/I region dump by using IPCS BROWSE mode for the
DL/I ASID.

c. The offset from which DFSIWAIT, DFSISERW, or DBFXSL was invoked from the calling module.

You can calculate the offset by subtracting the EPA address in the save area before the save area
pointed to by SAPIWAIT from the RET address of the save area pointed to by SAPIWAIT.

The following table shows key data from an abnormal save area set.

Table 4. Key data from an abnormal save area set

EP module APAR number Last few RET EPA Wait call
name ChangelDs offset
DFSCSTOO0 PL4A5938 abcde 80A7BA14 00A8E110

DFSDBDRO PL49770 ..mnopr 60A8E6D6 00AQ7A58

DFSBMLOO none 50A07AC2 0O0B5DAEOQ X'10E'
DFSIWAIT none 40B5DBEE 70A7C7F6

6. Identify the reason for the WAIT.
To identify the reason for the WAIT, do the following:

a. Assemble the module that issued the wait. Use the offset obtained in step 5 as an approximate
displacement into the module where an IWAIT or ISERWAIT was issued. Examine the code and
comments at that point. Most modules give the reason for the IWAIT in the comments above the
IWAIT issue point.

The EP name might not be the actual module name, but rather a CSECT within a module. To find
the actual module name, using IPCS BROWSE mode, scan backwards from the EPA address for the
actual module name.

7. Repeat steps 5 and 6 for the first three abnormal save area sets you found.

You should be able to gather enough information from the first three abnormal save area sets to
perform a search or determine the cause of the problem.
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Keyword: WAIT

At this point, you can be sure that you are in an IMS WAIT. Therefore, WAIT is an appropriate keyword for
the search argument.

Keyword: module name issuing IWAIT or ISERWAIT

The Module Name column in your worksheet indicates the modules that issued the IWAITs. These
modules can provide useful search arguments. Use the 8-character module name for this keyword.

Keyword: WAIT reason

The IWAIT REASON column in your worksheet indicates the reason or resource, or both, that is causing
the IMS WAIT.

For example, if the reason was a WAIT for the DPST latch, the IWAIT REASON keyword is DPST LATCH.

Keyword: additional related keywords

External events might trigger WAITs. These events might be indicated by console messages, or they might
be related to a procedure that was being performed at the time the WAIT began.

You can use each of these additional keywords in the search argument when applicable.

Search argument example
Consider this scenario:

« IMS went into a IWAIT after a WADS write error occurred.
 Multiple unusual save area sets were found from module DFSFLLGO.
« The reason for the IWAIT was found to be the LOG LATCH.

The broad search argument to use is:

565533800 WAIT LOG | LATCH | W ADS | DFSFLLGO

For a structured database search, use this search argument:

PIDS/565533800 WAIT PCSS/LOG | PCSS/LATCH | PCSS/WADS | RIDS/DFSFLLGO

With this search argument, you might receive numerous search results, which will probably contain the
APAR describing your problem. You can then take various combinations of the additional keywords that
were compared with the OR operator in the above example and use the AND operator on the keywords
instead. You can use this technique to narrow your field of search until you find the appropriate APAR.

PST analysis

This section deals with analyzing regions for possible problems in scheduling, intent conflicts, and so
forth.

1. Determine the number of active regions.
SCDREGCT at SCD+X'C8A' is a 2-byte field that contains the number of active regions, if any.

If SCDREGCT = X'0000', no regions are active. Go back to “Determine the type of WAIT or LOOP that is
in progress” on page 41.

If SCDREGCT is not equal to X'0000', go to step 2.
2. Determine if the scheduler sequence queues (SSQs) have any entries.
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Obtain the address of the transaction anchor block (TAB) from the SCDTAB field in the DSECT (label
TABEP in the formatted dump). The TAB, which is mapped by DSECT DFSTAB, consists of:

« TAB header

« Headers for each of the six subqueues (SSQ1 - SSQ6)
« Class vector table (CVT)

« Transaction class tables (TCTs)

If the count of partition specification tables (PSTs) waiting on any subqueue (field TABSCHQC) equals
0, no region should be waiting on any subqueue. However, you should also check each subqueue
header. Calculate the address of the subqueue header for a specific subqueue (SSQ#) as follows:

a. SSQ# x X'18' - X'8' = offset of header for SSQ#
b. Offset of header for SSQ# + SCDTAB address = address of header for SSQ#

Perform this calculation for each subqueue number. If field TABSSQnF, where n is the subqueue
number, is not zero, this field contains the address of an entry on the SSQ for the specified subqueue.

a. The SSQ consists of the following six subqueues. All subqueues are formatted in a dump.

Subqueue 1
Reserved for future use.

Subqueue 2
JMP region waiting for work.

Subqueue 3
MPP region waiting for work.

Subqueue 4
MPP/JMP region waiting for intent.

Subqueue 5
BMP/JBP region waiting for intent.

Subqueue 6
MPP/BMP/JMP region waiting for input.

b. Each subqueue represents a resource. A PST enqueued on a subqueue is waiting for that resource.
c. The TAB and SSQs are formatted after the SCD LATCH EXTENSION in an IMS formatted dump, as
follows:

**TAB - TRANSACTION ANCHOR BLOCK**

0D1873B0O OO05800FF 00000000 * .. *
0D1873CO 0OOCOOOOE 0OOOOOOO OOOOOEEO 0OOEOOOO ©aocoooo0c0cnoca0aa *
0D1873D0 00000000 O0EOOOEOO OOOEOOEO OOOOEOOO #96000000000000000 *
LINES 0D1873E0-OD1873EF  SAME AS THE ABOVE
0D1873F0 00000000 OOOOOOOO OCF18544 OCFOOC40 23000000000 1...0. %
0D187400 00000000 O0OOOOOOO 00003614 OOOOEOOO #96000000000000000 *
0D187410 0OCF18C40 OCF18C40 0000000 0OOEOOOO @odho odlo 00000000
0D187420 0OOOOG3AEB 00000000 OOOOOEOO O0OOEOOOO ©oocoooo0cacnoca0aa *
0D187430 00000000 000000 OOOO396E OOOOEOOO 96000000000000000 *
0D187440 00000000 OOOOOOOO OCOOOOEOO 0OOEOOOO 6000000000000000 *
0D187450 000010B4 0OOOO0OOO O0D187858 0D1878B0O ©oocoooo0cacnoca0aa *
0D187460 0©D187908 0D187960 0D1879B8 0D187A10 96000000000000000 *
0D187470 0©D187A68 ©D187ACO 0D187B18 0D187B70 6000000000000000 *

*%**SCHEDULER SEQUENCE QUEUES#***

DFSPSTQE 00000000 SuBQ 1 NOT ACTIVE
SUBQ 2 NOT ACTIVE
SUBQ 3 NOT ACTIVE
SUBQ 4 NOT ACTIVE
SUBQ 5 NOT ACTIVE
SUBQ 6 NOT ACTIVE

d. If the words NOT ACTIVE follow the subqueue entry, no PSTs are enqueued on that entry.
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e. If entries are listed for subqueue 3, go to “No work to do” on page 51.

f. If no entries are listed for subqueue 3, go to step 3.
3. Are there subqueue 4 or 5 entries?

Subqueue 4 does not apply to a DBCTL environment.
Entries on subqueue 4 or 5 are waiting for intent conflicts to be resolved.

a. If entries are listed for subqueue 4 or 5, go to “Intent conflict” on page 53.
b. If not, go to step 4.
4. Are there subqueue 6 entries?

This step does not apply to a DBCTL environment. Continue with the next step.
Entries on subqueue 6 are waiting for input.

a. If there are entries listed for subqueue 6, go to “WAIT for input” on page 54.

b. If there are no entries, go to step 5.
5. Are all regions accounted for?

Compare the number of regions in the SCDREGCT (SCD+X'C92") with the number of regions enqueued
on the subqueues. (The SCDREGCT is 2 bytes.)

a. If the numbers of regions are equal, go to step 6.

b. If the numbers of regions are not equal, all regions are unaccounted for. Go to the analysis for “PST
analysis” on page 48.

6. Report the problem.

This problem occurs when there are entries queued on the subqueues and no reason can be found to
prevent their scheduling, but nothing schedules. Report the problem to the IBM Support Center.

PST active

You reach this point in the analysis either when:

« The SCDREGCT field is not equal to zero, and there are no entries on the Scheduler Sequence Queues,
or

« No problem was found in analyzing the PSTs on the subqueues, and the number of PSTs on the
subqgueues is less than that in the SCDREGCT field.

1. Locate the PSTs.

Find the stack of dependent region PSTs in the dump. (Two stacks of PSTs exist in the dump. System
PSTs are printed separately from the dependent region PSTs.)

2. Is the PST scheduled?

a. Find all the PSTs with PSTTERM (X'1BC') = X'02' (ACTIVE) and PSTCODE1 (X'B7A") = X'10'
(SCHEDULED).

b. Ignore the PSTs without the SCHEDULED bit on.
3. For the scheduled PSTs, do SAP analysis.

a. PST at offset minus X'04' (field name PTR) is usually the SAP address. (The PTR field is the last
entry on the line above the X'0000' line in the dump.) If not, PST + X'5B8' (PSTSAV1) is the address
of the first Save Area in a set, and WD1 in that Save Area is the address of the SAP.

b. Go to “Determine the type of WAIT or LOOP that is in progress” on page 41. Return here after doing
SAP analysis for the scheduled PSTs only.

4. Are there any ACTIVE non WAITING SAPs?
a. If any of the SAPs are marked ACTIVE go to step 5.
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b. If SAPs are found WAITING, use normal SAP analysis to report the problem. Use the search
argument format “Search argument example” on page 48.

5. Is the dependent region active within an IMS save area set?
a. If SAP +X'08' (SAPCNTRL) = X'10', this region is in a DL/I call within IMS. Go to step 6.
b. Otherwise go to step 7.

6. Analyze the region dump.

You must analyze the region dump using the PSW address to identify the problem. Refer to “WAIT/
LOOP procedure” on page 41, steps 6¢ and 6d.

7. Determine what the application program is doing.
You must analyze the region dump using the PSW address to identify what the application program is
doing.

In a DBCTL environment, you must analyze the CCTL region dump using the PSW address to find out
what the DRA, CCTL, or application program is doing. Refer to “WAIT/LOOP procedure” on page 41,
steps 6¢ and 6d.

8. Determine the reason the latch is not freed.

If a latch is being waited for, and the owner is not waiting for I/O, use SAP analysis to identify the
reason for the WAIT.

No work to do

This section does not apply to a DBCTL environment.
You came to this point because subqueue 3 contains PSTs.
1. Locate the PSTs on subqueue 3.

The addresses under the field name SQPSTADD are the PST addresses. In the formatted dump, the
PSTs start with the eye catcher *xx DB PST AREA #**%.Locate the PSTs that are on subqueue 3.

2. Find the classes the PSTs can execute.

PST + X'C68' (PSTCLASS) is an 8-byte field. Each byte indicates a class transaction that the PST is
allowed to process. For example, if PSTCLASS = 00010003 00050006, the PST can process classes
0001, 0003, 0005, and 0006.

3. For each PST on subqueue 3, locate the transaction class table (TCT) for each class that the PST can
process. There is one TCT for each class.

a. Obtain the TAB address from the SCDTAB. SCD+B88 points to SCDTAB and is labeled TABEP in
IMS Dump Formatter.

. Take the first PSTCLASS value and subtract 1.
. Multiply this result by 4.
. Add this value to the TABCLASS offset value + X'AQ".
. TCT = 4 x (first PSTCLASS value - 1) + X'AQ".
When the high-order byte contains a X'80' this indicates the TCT class is not active.
4. Can any SMBs be scheduled?

TCT +X'04' = zero or the address of an SMB that can be scheduled.

O QO o O

a. If zero, no SMBs can be scheduled. Go to step 7.
b. If SMBs can be scheduled, locate the SMBs and then go to step 5.
5. Is SMB locked or stopped?

a. If SMB +X'24' (SMBSTATS) = X'10' (STOPPED) or X'08' (LOCKED), go to step 6.
b. Otherwise, go to step 9.

Chapter 4. How to search problem-reporting databases 51



6. Are there any more SMBs on this class?

a. If SMB+X'04' (SMBQEFP) is not equal to zero, it is the address of the next SMB. Move on to the
next SMB and repeat step 5.

b. If SMB+X'04' (SMBQEFP) = zero, there are no more SMBs. Go to step 7.
7. Are all classes accounted for?

a. If all classes found in PST + X'C68' (PSTCLASS) are not accounted for, repeat step 4 for each
remaining class.

b. Otherwise, go to step 8.
8. Are all regions accounted for?

To determine whether all regions are accounted for, use SCODREGCT (SCD + X'C8A"). The SCDREGCT is
2 bytes. There is one PST for each region.

a. If the number of PSTs on subqueue 3 is equal to the SCDREGCT and they have been examined
and accounted for, there are no transactions scheduled for the regions. This is a normal WAIT, and
there is no work for IMS to perform. This is not a problem.

b. Otherwise, go back to 3 to continue the scheduler queue analysis.
9. Locate the PSB directory (PDIR).
If the SMB is not locked or stopped, locate the PDIR: SMB+X'3C' (SMBPDIR) = address of the PDIR.
10. Can PDIR schedule?
Locate the PDIR entry. When any of the following bits are ON, the PDIR is unable to schedule.
PDIR +X'20' (PDIRCODE) =
X'40'X'10'X'08'X'02"
a. If the PDIR cannot schedule, go back to step 6.
b. Otherwise, go to step 11.
11. Is PDIR marked parallel?

a. If the PDIR is marked scheduled but not parallel:

PDIR+X'20' (PDIRCODE) = X'04' (Scheduled)
ana:
PDIR+X'21' (PDIROPTC) is not equal to X'04' (Not parallel)
If there are entries listed for subqueue 6, go to “WAIT for input” on page 54 to determine if any

of the waiters on subqueue 6 are pseudo WFIs scheduled against the same PDIR. If there is a
pseudo WFI scheduled against the same PDIR, report the problem to the IBM Support Center.

If there are no entries listed for subqueue 6 or none of the waiters on subqueue 6 point to the
same PDIR, go back to step 6.

b. If marked parallel (PDIR +X'21' = X'04"), go to step 12.
12. Are enough messages enqueued for another PST?

If the PDIR is marked parallel, check if enough messages are enqueued on the SMB to schedule
another PST.

a. You do this by finding:

i) SMB+X'46' (SMBPARLM) = number of messages per region (2 bytes).
i) SMB+X'44' (SMBRGNS) = number of message regions scheduled for the SMB (2 bytes).

iii) SMB+X'1A'(SMBENQCT) minus SMB +X'18' (SMBDEQCT) = number of messages currently
enqueued. (To find the number currently enqueued, subtract the messages dequeued from
those enqueued.)

b. If the number of messages currently enqueued (step 12a3) is greater than the number of
messages per region (step 12al) multiplied by the number of message regions scheduled (step
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12a2), there are enough messages enqueued on the SMB to schedule another PST. Go back to
step 6.

c. Otherwise, go to step 13.
13. Report the problem.

At this point, regions are waiting, enqueued on subqueue 3 with transactions that can be scheduled.
Report the problem to the IBM Support Center.

Intent conflict

You reach this point by having entries on subqueue 4 or 5.
An intent problem is indicated when the PST is on the intent queue.

1. Locate the PSTs that are on subqueue 4 or subqueue 5, or both.

The addresses under the field name SQPSTADD are the PST addresses. To analyze the INTENT
CONFLICT fields in a PST, you must locate the PST in the unformatted section of the dump.

. Is the PSB work pool too small?

a. If PST + X'B7A' (PSTCODE1) = X'06', the PST is on the PSB WAIT queue for pool space. The
PSB work pool is too small. You must increase the size of the PSBW parameter in the DFSPBxxx
member.

b. Otherwise, go to step 3.
. Is the Data Management Block (DMB) pool too small?

a. If PST + X'B7A' (PSTCODE1) = X'20', the DMB pool is too small. You must increase the size of the
DMB parameter in the DFSPBxxx member.

b. Otherwise, go to step 4.
. Can intent be satisfied?
a. If PST + X'B7A' (PSTCODE1) = X'40', the intent cannot be satisfied. Go to step 6.
b. Otherwise, go to step 5.
. Is the region scheduled?
a. If any PST has the following:
« PST +X'B7A' (PSTCODE1) = X'10'(SCHEDULED)
- and:
e PST +X'1BC' (PSTTERM) = X'02'(ACTIVE)

the region is scheduled, and this a normal WAIT for subqueue 4 and subqueue 5. Usually this is not
a problem. Go back to the subqueue 6 entry of “PST analysis” on page 48, step 4 and continue.

b. Otherwise, go to step 7.
. There is an intent conflict.

If you reach this point, there is an intent conflict. Usually, the intent conflict is caused by a PSB having
the exclusive option. This option is defined during the PSBGEN. See the PSBGEN section of IMS Version
15.3 System Utilities. If the exclusive option did not cause the intent conflict, report the problem to the
IBM Support Center.

. Report the problem.

If you reach this point, the problem is that the last region to terminate should have posted the PST on
subqueue 4 and subqueue 5 and did not. In a DBCTL environment, the last thread to unschedule a PSB
did not post subqueue 4 or 5. Thus, there is a WAIT with a PST on subqueue 4 or subqueue 5 with no
scheduled regions. Use subqueue 4 or subqueue 5 in your search argument, or report the problem to
the IBM Support Center.
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WAIT for input

You can reach this point only by having entries on subqueue 6.
1. Find the PSTs on subqueue 6.

The addresses under the field name SQPSTADD are the PST addresses. The PSTs are found in the stack
of PSTs.

2. Find Scheduler Message Blocks (SMBs) for the PSTs.

For each PST enqueued on subqueue 6, find the related SMB: PST +X'C4' (PSTSMB) = address of the
SMB.

3. Are any of the regions on subqueue 6 pseudo WFIs?
« If SMB+X'27' (SMBFLAG3) = X'08' (WFI transaction), the region is not a pseudo WFI.

- If the region is a pseudo WFI, check if the region is holding any resources needed by transactions
waiting to be processed.

4. Are any messages enqueued on SMB?
There should be no messages enqueued on the SMB.
« SMB+X'1A' (SMBENQCT) minus SMB+X'18' (SMBDEQCT) = number of messages enqueued
— If there are messages enqueued on the SMB, go to step 6.
— If no messages are enqueued, go to step 5.
5. Are all regions accounted for?

Compare the count of regions enqueued on the subqueues with the count in SCDREGCT (SCD + X'C92")
(2 bytes).

- If the counts are equal, all regions are accounted for, and the IMS regions are in a normal scheduling
environment. The problem is not with scheduling.

- If not equal, other regions are active in IMS. Go to “PST active” on page 50.

6. Report the problem.

The problem is that IMS messages are enqueued on the SMB and wait-for-input (subqueue 6) is not
posted. Report the problem to the IBM Support Center.

Loop
Use standard z/OS system diagnostic procedures for loops.

Using the RB found in step 6¢ of “WAIT/LOOP procedure” on page 41, determine the PSW address. The
PSW address is labeled OPSW. The PSW address is always the second word following the label. This PSW
address belongs to one of the modules involved in the loop.

You can use the z/OS system trace to examine entries for the ASID and TCB indicated in the Dispatch
Work Area at step 5 of the “WAIT/LOOP procedure” on page 41. The PSW address in the system trace
entries indicates the modules involved in the loop.

Locate the PSW addresses in the storage section of the dump and scan backward through the eye
catchers on the right side of the dump until you find a module identifier.

The looping module might not be an IMS module. Sometimes, the addresses are in the Link Pack Area
(LPA) or the nucleus and might require an LPA or nucleus map.

Create the search argument

You can use the following additional keywords in the search argument to narrow the search, but they
might not be necessary.
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Keyword: LOOP

At this point, you can be sure that you are in a loop situation. Therefore, LOOP is an appropriate keyword
for the search argument.

Keyword: module names involved in the loop

The module names derived in the loop procedure above are also valid keywords.

Keyword: label in module

Ifitis a tight loop, labels from the assembly listing of the modules involved might be useful keywords.

Keyword: additional related keywords

External events can trigger loops. These events might be indicated by console messages or be related to a
procedure that was being performed at the time the LOOP began.

Search argument example
Consider the following scenario:

« IMS went into a loop.

« The active modules indicated in the RB chain and the z/OS system trace table were DFSCFEIO and
DFSCFEOO.

« The loop began after the operator issued a /DISPLAY NODE command.

The broad search argument to use is:

565533800 LOOP DFSCFEG® | DFSCFEIO | DISPLAY | NODE

For a structured database search, use this search argument:

PIDS/565533800 LOOP RIDS/DFSCFEGO | RIDS/DFSCFEI® | PCSS/DIS | PCSS/NODE

With this search argument you might receive numerous hits, which will probably contain the APAR
describing your problem. You can then take various combinations of the additional keywords that were
compared with the OR operator in the above example and use the AND operator on them instead. You can
use this technique to narrow the field of search until you find the appropriate APAR.

If the loop was not in an IMS module, do not use the IMS component ID, 565533800.

System wait

Use standard z/0S systems diagnostic procedures.

If the PSW address is for a system module, include that information when reporting the problem. You can
use the module name in your search along with the WAIT keyword.

Shutdown processing

Use this analysis if the operator issued a /CHECKPOINT FREEZE, DUMPQ, or PURGE to IMS and

IMS failed to come down normally. Before taking IMS out of the system, be sure to use a /DISPLAY
SHUTDOWN STATUS command. Obtain the listing of the /DISPLAY command and any subsequent activity
to find any unusual conditions that might have prevented an orderly termination of IMS.

You should also use this analysis if IMS shut itself down and failed to terminate normally. For example,
when IMS runs low on message queue space, it shuts itself down.
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Before starting this procedure, you need to obtain an IMS dump in order to examine bit settings. Be aware
that if you received only the first part of the DFS9941 message during shutdown processing, VTAM might
be involved in the failure. (For a DBCTL environment, ignore any further instructions that refer to VTAM in
this topic and in the next topic, “Shutdown analysis (CHE FREEZE, DUMPQ, or PURGE)” on page 56.) If
you received the DFS9941 xxx (FREEZE, DUMPQ, PURGE), but not DFS9941 IMS SHUTDOWN COMPLETED,
be sure to obtain a dump of VTAM and IMS. Here are two ways to get a dump:

« Enter the z/OS DUMP command to dump the VTAM address space and then modify IMS down with a
dump.

« Enter the z/OS DUMP command to dump the VTAM, IMS control, DL/I, and CCTL address spaces, and
then modify IMS down without a dump.

Be sure to include the RGN option along with the other standard SDATA defaults in the DUMP command.
In the section "Shutdown Analysis" that follows, note the following:

« Displacements and test conditions can change when maintenance is applied to a system.

« The bit settings shown are cumulative. This means that they usually combine with any bits already set
in the byte. Check the bit settings as described. If a bit was not set or reset as shown, include both the
module name and the cumulative bit settings in each byte in your search argument.

« SET turns the bit ON. RESET turns the bit OFF. Other bits in the byte might already be ON.

- Itis essential in using the following analysis to find out if the indicated bits were SET or RESET and to
use only the DUMPQ/FREEZE or PURGE sections where applicable.

« The Save Areas (SAs) might not always identify the last module to have control. In some cases, control
is passed back to the initiating module (such as DFSCST00), and you can find no trace of any lower
modules in the SAs.

« The main control block in shutdown problem analysis is the system contents directory (SCD). This flow
of control lists most of the modules involved. When you find a field that does not have the bits SET or
RESET as indicated, stop the analysis and report the problem.

- Be aware that defective code can produce results that appear to contradict this information.

- The following analysis does not list every action that is taking place in IMS shutdown processing, but
only activity that causes bit setting to be changed in key SCD fields.

- Comments scattered throughout the analysis are for information only. For example, the statement, "If
input or output is pending, return to DFSICIOO0 with RC=C to complete", is for information. Do not look at
return codes, but examine only the bit settings.

Shutdown analysis (CHE FREEZE, DUMPQ, or PURGE)

Remember that in this analysis you will be looking at bit settings, not hexadecimal values.
These sections do not apply to DBCTL shutdown:

- PURGE

DFSICL20

DFSICLX0

DFSICIOO0

DFSIPCPO

DFSCPCPO

— DFSICL20
- If PURGE, then set SCDCKCTL(X'C08') = X'34' and then set SCDSTOP1(X'C02') = X'80"
- If not PURGE, then:
« If DUMPQ, set SCDCKCTL(X'C08'") = X'1C'
« If FREEZE, set SCDCKCTL(X'C08'") = X'14'
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— Reset POLL the lines and then (not applicable to DBCTL)
— Set SCDSTOP1(X'C02'") = X'CO' (for DBCTL, set AWE to TRM1)
— DFSICLXO
— DFSICIOO0
— DFSIPCPO
- If SCDCFLGL1(X'AC7') = X'08', then
« Set SCDCQFLG(X'AC8') = X'04"' and
« Set SCDCNXW4(X'ACF') = X'40'
- Ifinput or output is pending, return to DFSICIOO with RC=C to complete.
- When there is no input or output pending, or when the input or output is finished, then:
« Set SCDCPCTL(X'AC4") = X'80"
- Set AWE to TRM1
— DFSCSTO00
— DFSTRMOO
For PURGE
AWE = TRM1, First phase of termination
If SCDIDCNT +1 (X'BC8'") is not equal to X'000000' and SCDCKCTL(X'C08'") = X'20' (PURGE):
- Set SCDSTOP1(X'C02") = X'10"
- Set SCDSTOP1(X'C02") = X'02"

If SCDFTFLG(X'290") = X'20' (Fast Path active), DBFTERMO posts the Fast Path regions for
SHUTDOWN

DFSTRMOO
For DUMPQ or FREEZE

— If SCDIDCNT+1(X'BC8") is not equal to X'000000' and SCDCKCTL(X'C08") is not equal to X'20"
(Not PURGE)

- Set SCDSTOP1(X'C02") = X'04'
- Set SCDSTOP1(X'C02") = X'02'

— If SCDFTFLG(X'290") = X'20' (Fast Path Active), DBFTERMO posts the Fast Path regions for
SHUTDOWN

For DUMPQ, PURGE, or FREEZE

— If Fast Path was active on return from DBFTERMO, or if Fast Path was not active, and
SCDREGCT(X'C8A") is not equal to X'0000' (ACTIVE REGIONS), then post the PSTs waiting in
the scheduler.

— If SCDSHFL1(X'3A4") = X'80"' (IRLM in system) or SCDIDCNT+1(X'BC8'), or both, is not equal
to X'000000' then return to DFSCSTOO to wait for regions to end, If DBCTL, notify DRA before
returning to DFSCSTOO.

— When or if SCDIDCNT+1(X'BC8') = X'000000' (REGIONS ENDED), set SCDSTOP1(X'C02") = X'01".
For PURGE only

— If SCDCKCTL(X'C08') = X'20' (PURGE)

— Set SCDSTOP1(X'C02') = X'20"

— IWAIT for all output to go.

For DUMPQ, PURGE, or FREEZE
When all output is done for PURGE or FREEZE or DUMPQ, then:
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— If SCDFTFLG(X'290") = X'20' (Fast Path active), DBFTERM1 closes the areas.
— If SCDFTFLG(X'290") is not equal to X'20' or when Fast Path areas are closed then:

- If SCDSMMS1(X'033") = X'02' (DLI SAS), then:
« Tell the DL/I region to close the databases (DFSSDL40).
« IWAIT for the databases to close.

- If not DLI/SAS, then let DFSDLOCO close the databases.

Then when all databases and areas are closed: Set SCDSTOP1+1(X'C02") = X'04'.
— DFSCPCPO
Set return code (RC) = 8 to ask DFSIPCPO if communication is still going on.
— DFSIPCPO (DFSIPCP2)
- If no output or no messages on Q3, set return code (RC) = 0 to inform DFSCPCPO.

- If output or messages on Q3, set return code (RC) = 4 to inform DFSCPCPO, which causes
DFSCPCPO to IWAIT.

— DFSCPCPO
- If output is pending (RC = 4)
« Set SCDCPCTL(X'AC4") = X'08'
« Set SCDSTOP1(X'C02") = X'40"
« IWAIT for DC to finish.
- If no output or when output finishes
« Set off SCDCPCTL(X'AC4") = X'08' (reset the bit)
« Set SCDSTOP1+1(X'C02') = X'08'
« Reset Poll all lines that are candidates for the SHUTDOWN message
« Set CTBFLAG3(0D) = X'10' (for all terminals that are to receive the shutdown message)
— DFSICLXO
— DFSICIOO0
— DFSIPCPO
- Ifany CTBFLAG3(0D) = X'10":
« Set CTBACTL(10) = X'20'
« Set CTBACTL(10) = X'10'
« RC = 8to DFSICIOO (send SHUTDOWN message)
- If NO CTBFLAG3(0D) = X'10":
« Set SCDDFLGS(X'718") = X'80'
« Set SCDCPCTL(X'AC4") = X'20'
« RC =4 to DFSICIOO (quiesce lines)
— DFSICIOO0
- If RC =4, idle the lines
- If RC =8, send DFS991 - IMS SHUTDOWN message
- The WRITE interrupt from the SHUTDOWN message results in the following:
- Set off CTBFLAG5(0F) = X'80' (reset)
« Set off CTBFLAG3(0D) = X'10' (the)
« Set off CTBACTL (10) = X'30' (bits)
— DFSIPCPO
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When all line activity is stopped
— DFSCPCPO
— DFSTRMOO

- If DBCTL set SCDSTOP =SCDSTSNT, then set SCDSTOP1+1(X'C02") = X'01"'
— DFSRCRTO
— DFSRCPOO

- Send "DFS9941 *CHKPT yyddd/hhmmss*ctype" (first part of DFS9941 message)
- Set AWE ="TRM2"
- Set off SCDCKCTL(X'C08') = X'04' (reset the bit)

— DFSTRMOO

Set SCDTRMFL(X'430") = X'40'
— DFSCSTO00
- DFSTRMOO

- If DLI/SAS SCDSMMS1(X'033") = X'02', pass AWE to DFSSDL40 to begin Normal Termination
- If not DLI/SAS or when DFSSDL4O0 returns
- If SCDRFPIN(X'C32') = X'80' (Fast Path errors):

« Print error message

« Set off SCDRFPIN(X'C32") = X'80' (reset the bit)

« Close queue data sets (not applicable to DBCTL)

« IWAIT for closing

« Set off SCDSTOPL(X'C02') = X'08' (reset the bit)
— DFSTERMO

- Terminate DASD log

Set off SCDRECTL(X'146") = X'80' (reset the bit)
Terminate RDS

- Terminate IMS system type tasks

Signoff DBRC

Ouit IRLM

Close VTAM ACB (not applicable to DBCTL)

If DLI/SAS, SCDSMMS1(X'033") = X'02' and the ECB at SCDRSETF(X'D1C") is not equal to X'40'
(posted) :

« IWAIT for the DL/I region to end

« Set AWE = "TRM3"

« Set SCDTRMFL(X'430") = X'20'

« Send "DFS9941 IMS SHUTDOWN COMPLETED" (second part of DFS994I message)
— DFSTRMOO
— DFSCSTO00

IRLM procedure

WAIT states can be encountered during IRLM processing in four areas:

 “Deadlock involving non-IRLM resources” on page 60

 “Deadlock involving only IRLM resources” on page 60
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« “Lock request not granted because holder did not release lock” on page 60
« “IRLM latch unavailable” on page 61

Deadlock involving non-IRLM resources

Failure Description
Application programs waiting for non-IRLM resources and holding IRLM resources are waiting for
other applications also holding IRLM resources. The IRLM cannot detect deadlocks involving non-

IRLM resources.

Detection
Use the IMS WAIT diagnostic procedures to discover the non-IRLM resources being waited for. Follow
the RLB chains representing resources held or requested for each requesting work unit (WHB) to
discover the IRLM resources being waited for. If the wait state occurred as a result of an IRLM error,

the function/subfunction is IRLM/DEADLK.

An example of a search argument is:

569516401 AR101 WAIT IRLM IRLM/DEADLK

For a structured database search, use this search argument:

PIDS/569516401 LVLS/101 WAIT RIDS/IRLM RIDS/DEADLK

Deadlock involving only IRLM resources

Failure Description
Application programs are deadlocked for IRLM resources. If all the application programs are waiting
for IRLM resources (there are no application programs running which could release the locks that the
other application programs are waiting for), this is a deadlock. The IRLM should detect this condition
and post one of the waiters as unable to obtain the lock because of a deadlock.

Detection
Follow the RLB chains representing resources held or requested for each requesting work unit (WHB)
to discover the IRLM resources being waited for. If the wait state occurred as a result of an IRLM error,

the function/subfunction is IRLM/DEADLK.

An example of a search argument is:
569516401 AR101 WAIT IRLM IRLM/DEADLK
For structured database search, use this search argument:

PIDS/569516401 LVLS/101 WAIT RIDS/IRLM RIDS/DEADLK

Lock request not granted because holder did not release lock

Failure Description
An application program requested a lock, but the request was not granted because the holder of the
resource did not release it. This does not result in a deadlock. However, If the requester is not timed
out, its task and any others waiting after it might enter a wait state.

An example of a search argument is:

569516401 AR101 WAIT IRLM

For structured database search, use this search argument:
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PIDS/569516401 LVLS/101 WAIT RIDS/IRLM

IRLM latch unavailable

Failure Description
An error in IRLM processing can result in an IRLM latch being permanently unavailable. If this
condition exists, no new IRLM requests can be processed.

If this error occurs, call the IBM Support Center for help in diagnosing the problem. The support
representative will tell you what type of documentation to gather.

Related tasks

“Receive-any buffer analysis” on page 316

While talking with level 1 or level 2 IBM Software Support representatives, you might need to determine
if you are out of receive-any (RECANY) buffers. Use either the IMS IPCS panel interface or the manual
procedure to help you determine if this is the case. As you proceed through the steps, write down the
information you gather.

IMS keyword dictionary

You can use free-form searches to retrieve the RETAIN records that contain all the search keywords that
you specify. The IMS keyword dictionary describes the conventions for free-form search keywords.

The following table describes the IMS keywords.

Table 5. IMS keyword dictionary

Category/keyword Examples RETAIN keyword
Abends System 0C4 ABENDOC4
User 0845 ABENDU0845
Access methods OSAM OSAM
VSAM VSAM
Automatic Operator Interface AOI
APARs PL12345
Checkpoint processing Checkpoint CHKPT
Extended Checkpoint XCHKPT
CICS interface CICS
IMS commands (sample list) JASSIGN CMDASS
/CHECKPOINT CMDCHE
/ERESTART CMDERE
/TRACE CMDTRA
/STOP CMDSTO
DBRC commands INIT.RECON INITRECON
CHANGE.PRILOG CHANGEPRILOG

Condition code

X'CC08' (hexadecimal)

Control blocks

Data Control Block DCB

Database Descriptor DBD
Database organization HDAM
Database pre-open PRE-OPEN
Data-sharing environment DATA SHARING
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Table 5. IMS keyword dictionary (continued)

Category/keyword Examples RETAIN keyword
Devices 3270 D/T3270
LU TYPEL SLU1
DL/I address space DLISAS
DSECTs IDSPWRK
Emergency restart processing ERE
Error codes (DBRC) EC0182062
Extended restart XRST
Fast Path Fast path area FASTPATH
Second CI FPAREA
Main storage database DMAC
Sequential dependent MSDB
SDEP

Feedback code

FDBKOC (HEX)

Fields PSTUSID PSTUSID

Function sub-function SYS CHKRT

Function codes FC0291

System definition ACB ACBGEN
NUCLEUS NUC

IRLM IRLM

Labels LOOPNEXT LOOPNEXT
FREEMAIN FREEMAIN

Log records TYPE 18 TYPE18
TYPE 67FF TYPE67FF

Macros RWOS RWOS
TERMINAL TERMINAL

Master Terminal Operator MTO

Messages DFS0451 MSGDFS0451
IEC0301I MSGIEC0301

Modules DFSPCC20 DFSPCC20

Online change oLC

Online data set OLDS

Online image copy OLIC

Parameters ERROPT=ACCEPT ERROPT=ACCEPT
Processing options PROCOPT=GO PROCOPT=GO
Publication numbers GC18-9717 GC189717
Reason codes RSNO08 (HEX)

Use RSN as the prefix and use the hexadecimal
reason code of any length. Do not include leading

Zeros.

Registers

General purpose registers
Control registers
Floating point registers

REG13 (DECIMAL)
CREG10
FPREGO1
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Table 5. IMS keyword dictionary (continued)

Category/keyword Examples RETAIN keyword

Restart processing RSTRT

Return codes: Return code 12 (X'0C") RCOC

Minimum of 2 digits. If there are more than 2

digits, do not include leading zeros.

Sense codes Sense 080B SNS080B

Status codes Status code GE STATUSGE
Status blank BLANK STATUS4040

Sub-code SUBCODE101

SVC numbers

SVC255 (DECIMAL)

Trace entry function code

TRACEE6 (DL/T)
TRACEO3 (DISP)

XRF environments

XRF
Takeover
Alternate

IMSXRF
TAKEOVER
ALTERNATE

Dependency keywords

Dependency keywords can be used with the keyword string to select only those APARs that apply to a
certain environment. These keys are useful when a search yields a large number of hits and you suspect
that the program failure occurs only in a specific environment.

Keyword
D/CICS

D/CONVPROC

D/FP
D/GSAM
D/HDAM
D/HIDAM
D/IRLM

D/MFS
D/MSC
D/MVS
D/None
D/OSAM
D/SB
D/SECINDX
D/SHISAM
D/SLU1
D/SLU2

Environment

CICS

Conversational

Processing

Fast Path

GSAM

HDAM

HIDAM

MS/VS Resource Lock Manager
(Intersystem Communication)
Message Format Service (MFS)
Multiple System Coupling
z/0S

No dependencies

0SAM

Sequential Buffering
Secondary Index

Simple HISAM

VTAM Type SLU 1

VTAM Type SLU 2

Keyword
D/TRKREC
D/TWX
D/UCF
D/VSAM
D/VTAM
D/1050
D/2260
D/2770
D/2980
D/3270
D/3270L
D/3270R
D/3274
D/3276
D/3278
D/3279
D/3284
D/3286
D/3287
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Environment
Track Recovery
Teletype

Utility Control Facility
VSAM

VTAM

1050 Device Type
2260 Device Type
2770 Device Type
2980 Device Type
3270 Large Screen
3270 Local

3270 Remote
3274 Device Type
3276 Device Type
3278 Device Type
3279 Device Type
3284 Device Type
3286 Device Type
3287 Device Type



Keyword
D/SLU4
D/SLUP
D/SYSGEN

Environment Keyword Environment

VTAM Type SLU 4 D/3350 3350 Device Type
VTAM Type SLU P D/3375 3375 Device Type
PTFs that should be D/3380 3380 Device Type
applied prior to system definition D/3600 3600 Device Types
D/3790 3790 Device Types

Searching the database

To find out if a problem like the one you experienced has already been reported, you use the keyword
string you completed to search an IBM Software Support database (such as Software Support Facility), or
you can use it when talking to your Level 1 support representative.

1. Determine the maintenance level of the IMS system by identifying the APARs and PTFs that have been
applied.

Run the SMP PTF list program or have access to online SMP/E dialogs.

Tip: You can extract the current maintenance level of your IMS system (or of a specific IMS load
module) by using the /DIAGNOSE SNAP MODULE(modname) command.

2. Search SSF, using the keyword string developed by following procedures from “Selecting the
keywords” on page 32. Your search is most successful if you follow these guidelines:

Start with a broad search argument so you receive all problem descriptions that might match your
problem.

If you find too many Authorized Program Analysis Reports (APARs) to examine, add the logical
operators AND or OR to the keyword string in various combinations gradually to reduce the number
of database matches (hits). If the keywords are connected by the logical operator AND (a blank), a
record is selected if it contains both words separated by the blank. If the keywords are connected
by the logical operator OR (|), a record is selected if it contains either of the words separated by the
character, |.

You can use dependency keywords with the keyword string to select only those APARs that apply
to a certain environment. These can be particularly useful when a search yields a large number
of database matches and you are almost certain that the program failure occurred in a specific
environment. For the list of dependency keywords, see “Dependency keywords” on page 63.

Recommendation: Use dependency keywords only if you are sure the problem is limited to that
dependency. If you do not get any database matches, eliminate the dependency keyword.

If you want to narrow the search to a specific release level, you can add the logical operators AND
or OR for the release level keywords to the search argument. The following list describes the release
level keywords for IMS 15.3:

AR100
IMS Services

AR101
Database Manager

AR102
Transaction Manager

AR103

Extended Terminal Option
AR104

Recovery-level Tracking

AR105
Database-level Tracking
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AR106
IMS Java™ On Demand features

R220
Internal Resource Lock Manager (IRLM) 2.2

R230
Internal Resource Lock Manager (IRLM) 2.3

For a structured database search, the release level keywords are:

LVLS/100

IMS Services
LVLS/101

Database Manager
LVLS/102

Transaction Manager
LVLS/103

Extended Terminal Option
LVLS/104

Recovery-level Tracking
LVLS/105

Database-level Tracking
LVLS/106

IMS Java On Demand features
LVLS/R220

Internal Resource Lock Manager (IRLM) 2.2
LVLS/R230

Internal Resource Lock Manager (IRLM) 2.3
Examples:

— For the Database Manager, type
— For a structured database search, type:

Tip: If you do not get any database matches, remove the release level from your search argument.
3. Eliminate the APARs that also appear in the SMP PTF list from the list of database matches. These will
have already been applied.

4. Compare each remaining APAR with the current failure symptoms. Analyze trace output for your
problem situation, looking for similarities in the situations described by APARs that you are reviewing.
Frequently, APAR descriptions include information about the traces that were run for those problems.

5. If you find an appropriate APAR, determine if it has been closed. If it has been closed, you can correct
the problem by applying the fix that is associated with the APAR. If it has not been closed, contact IBM
Software Support for information about what you can do until it is closed.

6. If you do not find an appropriate APAR, verify that the problem is not caused by a user specification
error.

7. If you find no user specification error, contact IBM Software Support for assistance.

Procedures for preparing an APAR

An Authorized Program Analysis Report (APAR) might be necessary if the keyword search proves
unsuccessful. Call IBM Software Support for help in determining if an APAR is necessary. Only authorized
IBM personnel can generate APARs.

The information in the following table describes the procedures for preparing an APAR.
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Table 6. Procedures for preparing an APAR

Procedure Action
Reporting a To report a problem, contact IBM Software Support. Be prepared to supply such
problem information as:
« Customer number.
« Release level.
« Current maintenance level (from PTF list).
Tip: You can extract the current maintenance level of your IMS system (or of a
specific IMS load module) from your IMS system by using the /DIAGNOSE SNAP
MODULE(modname) command.
« The keyword string or strings used to search the IBM Software Support database.
Gathering APAR You might be asked to supply various types of information that describe the IMS

documentation

nucleus, database, environment, or activities. Include applicable items from the
following list with the APAR.

 JCL listings

- Address space storage dumps at time of failure—the entire machine-readable
dump data set (normally copied to tape) and the JCL used to copy the dump to
tape

« Bind map

« z/OS console printout. A partial console is generally in the offline formatted dump.
« Master terminal printout
 Local/remote terminal printout
« IMS log data sets

- IMSGEN listing

« DBD listing

- PSB listing

« ACB generation output

- Log trace

« Consolidated trace output

- Transmittal notes explaining any unusual events leading up to the problem
symptoms

» SNAPs produced before and after the failing call by DFSDDLTO
« Type X'67FF' SNAP log records

« Type X'6705' SNAP log records

- DBRC RECON data set

* LPAmap

» LOGREC (especially software diagnostic records)
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Table 6. Procedures for preparing an APAR (continued)

Procedure Action

Submitting APAR  When submitting material for an APAR to IBM, carefully pack and clearly label all
documentation materials sent to IBM with the following information:

1. The APAR number assigned by IBM
2. A list of data sets on the tape, including JCL, if any
3. A description of how the tape was made, including:
« The exact JCL listing or the list of commands used
« The recording mode and density
 Tape labeling
« The record format and block size used for each data set
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Chapter 5. Data areas and record formats

This section describes the major IMS control blocks and their interrelationships. It also describes the
formats of records that you need to analyze when diagnosing problems.

Finding more information on modules, control blocks, and record
formats

You can find the module directory, IMS control block DSECTs, and the log record formats on Service Link.
Contact your systems engineer for further information on accessing Service Link.

Control block linkage

The IMS.ACBLIB is a partitioned data set whose members are pre-system-generated, expanded PSB

and DMB control blocks. You can view the formats of these control blocks by assembling the database
DSECT and CSECT control blocks macro IDLI. You can also find the layout of IMS.ACBLIB members in the
ACBGEN module, DFSUACBO, and the Write-PSBs-and-DMBs-to-ACBLIB module, DFSUAMBO.

The following figure provides an overview of the linkage between the major control blocks used for
diagnosis.
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Figure 3. IMS control block linkage for a static DB/DC environment

Table of control block definitions

All of the control blocks are listed, and for each control block the acronyms, macros and descriptions are
given.

Table 7. Control block definitions

Control block
acronym Mapping macro Description
ADSC DBFADSC Area data set control block.
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Table 7. Control block definitions (continued)

Control block

acronym Mapping macro Description

ALDS DBFAREA Area list data set.

AMPB IDLI DMBBASE=0 Access method prefix block. Contains information relative to a
data set belonging to a database.

BALG DBFBALG Balancing group control block.

BFSP IDLIVSAM BFSP DL/I VSAM buffer handler pool prefix.

BFUS IDLIVSAM BFUS Subpool statistics block.

BHDR BHDR MSDB header.

BLOCKHDR DFSSPBLK Block header used by DFSPOOL Storage Manager.

BSPH IDLIVSAM BSPH Buffer subpool header block. Contains the number of buffers in
this subpool.

BUFC IDLIVSAM BUFC Buffer control block. Contains pointers to buffers.

BUFENTRY DFSSPBLK Used by DFSPOOL Storage Manager to map the buffer size entries
within the pool header.

CADSECT ICADSECT Communication area block. Contains the main dump formatter
control block.

CBT DFSCBTS Control block. Represents storage pools (IPAGES) defined in
DFSCBTOO.

CCB ICLI CCBBASE=0 Conversational control block. Controls resources for
conversational tasks.

CIB ICLI CIBBASE=0 Communication interface block. Contains information the device-
dependent module needs to determine Message Format Service
(MFS) operation.

CIRCA IPST IMS control region interregion communication area.

CLB ICLI CLBBASE=0 Communication line block. One exists for each communication
line and for each node.

CLLE DFSCLLE Common Latch List Element. There is one block for each IMS
ITASK, which is maintained in Key 7 storage.

CNT ICLI CNTBASE=0 Communication name table. One exists for each named logical
terminal and component.

CPM (generated) Communication password matrix. Length varies based upon the
number of passwords in the CPT.

CPT (generated) Communication password table. Defined by user.

CRB ICLI CRBBASE=0 Communication restart block.

CSAB (o]6{0] Callable Service Anchor Block. Used by IMS callable services
modules.

CSVT DFSCSVT Callable Services Vector Table. Used by IMS callable services
modules.

CTB ICLI CTBBASE=0 Communication terminal block. One exists for each terminal and

for each subpool in the system.
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Table 7. Control block definitions (continued)

Control block

acronym Mapping macro Description

CT™M (generated) Communication terminal matrix. Length varies based upon the
number of logical terminals (CNTSs).

CTT ICLI CTTBASE=0 Communication terminal table. There is one for each different
type of terminal, as well as different features.

CULE DFSCULE Common Use List Element. Used in latching by the IMS Use
Manager.

CVB ICLI CVBBASE=0 Communication verb block. Reflects the relationship between the
command message verbs and the passwords. It also reflects
logical terminals associated with those commands.

CXB (generated) Communication extension block. Contains information that is
required for control of a particular terminal. It is a logical
extension of the CTB.

DBPCB IDLI DPCBASE=0 DL/I DB PCB.

DCB IDCBOSD Data communication block. Contains data pertinent to the current
use of a data set.

DCB-EXT DFSDCBEX OSAM extension to the DCB.

DDIR IDLI DDRBASE=0 DMB directory entry. Contains an entry for each DMB known to
IMS.

DFSAVEC DFSAVECT Dump formatter vector table.

DFSDOPTE DFSDOPTB Dump option entry block. It is the dump formatter CBTE request
definition block.

DFSDPBFH DFSDBPFH Dump buffer pool blocks. Used for buffering offline dump storage.

DFSSBWO DFSSBWA Work area used by sequential buffering.

DMAC DBFDMAC DEDB area control block.

DMB IDLI DMBBASE=0 Data management block. There is one for each database
descriptor entry described in the DDIR.

DMBSEC IDLI DMBBASE=0 Secondary list. There is one or more entry for each logically
related segment and each index relationship.

DMCB DBFDMCB DEDB master control block.

DMHR DBFDMHR The buffer header for Fast Path. Describes the status of a
particular buffer. The buffer headers (and buffers) are allocated in
DBFCONTO. ESCDDMHR points to the first buffer and ESCDMBFN
contains the number of headers. The relationship between
buffer headers and buffers is fixed during IMS control region
initialization.

DSEB DFSDSPDS Dynamic SAP Extension Block. Used to manage dynamic SAPs.

DSG IDLI DSGBASE=0 Data set group control block. There is typically one for each data
set group referenced by the DBPCB.

DSPWRK1 IDSPWRK Dispatcher work area. There is one for each VS task (TCB) in an

IMS environment.
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Table 7. Control block definitions (continued)

Control block

acronym Mapping macro Description

ECB z/0S macro Event control block. Describes the status of an event in an IMS
environment.

ECNT DBFECNT Extended communications name table. (Fast Path)

EDSG DFSSBDSG Sequential buffering extension to the DSG.

EMHB DBFEMHB Expedited message handler block. (Fast Path)

EIB DFSPCA Partition Exit Interface Block Prefix.

EPCB DBFEPCB Extended PCB. (Fast Path)

EPF IEPF ECB prefix. Used to indicate the current status of the ECB and to
connect the ECB to the appropriate SAP.

EPST DBFEPST Extended partition specification table. (Fast Path)

EQEL DFSEQEL Recoverable in-doubt structure queue elements. Identifies
inaccessible data due to in-doubt status.

ESCD DBFESCD Extended system contents directory. (Fast Path)

ESRB DBFESRB Extended service request block. (Fast Path)

ESRT DBFESRT Expedited message handling region insert buffer. This buffer is
a temporary save area for a message input. ESRTs are allocated
in module DBFCONTO by IMS control region initialization with a
length equal to the largest terminal buffer defined. ESCDESRT
points to the first ESRT. EPSTESRT points to a related ESRT. (Fast
Path)

FAQE DFSSPBLK Free allocated queue element. Used by the DFSISMNO Storage
Manager to manage storage within a pool.

FDB IDLI FDBBASE=0 Field descriptor block.

FDT DBFMFDB Field description table.

FEDB ICLI FEDBBASE=0 Front end directory block. Stores global information about the
front end switching facility.

FEIB ICLI FEIBBASE=0 Front end interface block. Contains data to allow the front end
switching user exit to communicate with the transaction manager.

FRB DFSFRB Fast restart block.

GB IGLI GSAM data set control block. Contains information concerning the
data set operation and pointers to other control blocks used for
accessing records.

GBCB IGLI GSAM buffer control block. Contains the address of a unique
buffer.

GLT IGLI GSAM load table. Provides all addresses of the GSAM load
modules necessary for initialization.

GPT IGLI GSAM pointer table. Provides information required by resident
and nonresident GSAM routines.

GQCB IGLI GSAM queues control block. Contains first and last pointers for

the four queues of GSAM GBCBs used by GSAM BUFFIO.
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Table 7. Control block definitions (continued)

Control block

acronym Mapping macro Description

HSSR DBFHSSR Holds area range information from SETR statements. HSSR is
formatted in the offline dump.

HSSO DBFHSSO Holds image copy (IC) information from SETO statements.

HSSD DBFHSSD Holds information for the /DISPLAY HSSP command. HSSD is
formatted in the offline dump.

HSSP DBFHSSPS Skeleton block. Temporarily holds HSSO/HSSR/HSSD information
before scheduling.

IBFPRF IBFPRF Buffer prefix. There is one for each buffer described in each
subpool used by the OSAM buffer manager.

IBPOOL IBPOOL OSAM buffer handler main buffer pool. Contains statistics and
vectors to OSAM buffer subpools.

IDSC DBFIDSC IDSC is the image copy data set control block. It represents the
Image Copy data set (IDS) the same way the area data set control
block (ADSC) represents the area data set (ADS). IDSC also uses
the same control block structure as the ADSC. An IDSC contains
a description of the Image Copy data set. There are up to two
IDSCs for each DEDB area with the Image Copy option. An IDSC
is built dynamically at the first call to the area that is running as
HSSP with the Image Copy option requested. The ISDC is released
during Image Copy termination.

The IDSC control block is formatted in the offline dump.

IEEQE DFSIEQE In-doubt error queue element. Contains buffers of changed data
(data in the in-doubt state).

ISPL ISUBPL OSAM buffer subpool. Provides a base for fixed length buffers and
statistics about the buffers.

ISL DXRRLISL IRLM identified subsystem list. Contains the name of each
subsystem and its status.

JCB IDLI JCBBASE=0 Job control block. There is one for each PCB. It contains level
tables and segment blocks and a trace table of the previous calls.

LCB LCB Link control block. Represents the link for channel to channel,
memory to memory, VTAM, and binary synchronous connections
in MSC.

LCD LCDSECT Log contents directory. Controls the interface between the logical
and physical loggers in a DB/DC environment.

LCRE DFSLCRE Local current recovery element. Contains the sync point,
checkpoint recovery information relative to each PST.

LEV IDLI LEVBASE=0 Level table. Consists of two parts: previous call and current call
that is filled in by the call analyzer.

LIPARMS PARMBLK Language interface parameter block.

LLB ICLI CLBBASE=0 Link line block.

LTB ICLI CTBBASE=0 Link terminal block.

LXB LXB Link extension block.
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Table 7. Control block definitions (continued)

Control block

acronym Mapping macro Description

MRMB DBFMRMB DEDB randomizing module block.

MSNB MSNB Message Control/Error exit interface block. Contains the block
content before and after calling Message Control/Error exit
DFSCMUXO or during the interface processing.

PAC DFSPAC Database Resource Adapter (DRA) control block.

PAPL DFSPAPL DRA architected parameter list.

PARMLIST ICADSECT Dump formatter bulk print interface block.

PAT DFSPAT DRA thread control block.

PATE DFSPAT DRA thread entry control block.

PCA DFSPCA Partition Communication Area.

PCIB ICLI PCIBASE=0 Partition communication interface block.

PCPARMS PARMBLK Program control parameter block.

PCT DFSPCT Partition chaining table.

PDAE DFSPSEIB Partition Definition Area Prefix. Partition Definition Area Entry.

PDEX DFSDDIR Partition Directory Extension

PDIR IDLI PDRBASE=0 Program specification block directory. Contains entries for every
program known to IMS.

PDL DFSPDL DRA dump parameter list.

PECA DFSPSEIB Partition Exit Communication Area.

PNT DFSPNT Partition Name Table.

POOLHDR DFSSPBLK Storage pool header used by the DFSPOOL storage manager to
keep track of pool information.

PPRE DFSPPRE Standard IPAGE prefix mapping macro. Used for all IPAGEs
created in IMS.

PQE DFSPOQE DRA queuing element.

PSB IDLI PSBBASE=0 Program specification block. Relates to the application program
and contains the PCBs associated with this PSB.

PSDB IDLI DMBBASE=0 Physical segment descriptor block. Describes each segment in the
database.

PST IPST Partition specification table. There is one for each message or
batch region; it contains a DECB for this partition, I/O terminal
PCB, and parameters required for this region.

PTBWA DXRPTBWA IRLM pass-the-buck work area.

PTE DFSPNT Partition Table Entry.

PTK DFSPTK Partition Key Index Table.

PTX DFSPTX Partition Entry Index Table.

PXPARMS PARMBLK Parameter Anchor Block.
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Table 7. Control block definitions (continued)

Control block

acronym Mapping macro Description

QCB IAPS SMBBASE=0 Queue control block.

QEL IAPS SMBBASE=0 Queue Element.

OMBA DFSQMGR Queue Manager Buffer Area.

RCPARMS IDLI PSTBASE=0 Region control parameter block.

RCTE DBFRCTE Routing code table entry.

RDLWA DXRRDLWA IRLM deadlock process work area. Contains information that must
be communicated between the deadlock process modules.

RHB DXRRHB IRLM resource header block. Represents a resource.

RHT DXRRHT IRLM resource hash table. Provides a series of anchors for
resource chains.

RLB DXRRLB IRLM resource lock block. Represents a request for a lock or a
lock held on a resource.

RLCBT DXRRLCBT IRLM private area control block and table. Contains addresses of
IRLM entry points.

RLMCB DXRRLMCB IRLM master control block. Contains branch entry addresses for
all RLMREQ as well as queue anchors.

RLPL DXRRLPL IRLM request parameter list. This is the parameter list for all
functional requests for the resource lock manager.

RLOQD DXRRLQD IRLM query mapping macro. Maps IRLM control blocks/structures
returned to the IMS invoker of QUERY.

RPL IDLIVSAM Request parameter list. Contains parameters passed to VSAM
from IMS and the status returned to IMS from VSAM.

RPST DFSRPST Restart PST. Contains identifying information and characteristics
of units of recovery.

RRE DFSRRE Residual recovery element. Contains sync point actions, such as
Commit and Abort, relative to eachDb2 for z/OS connection out
of a dependent region and is used for BMP restart processing,
in-doubt processing, and restartable backout processing.

SAP ISAP Save area prefix. Relates to a save area set.

SBHE DFSSBHE Sequential buffering hash entry. Used to hash or anchor SDCB
control blocks and to serialize the sequential buffer SDCB and
SDSG control block subsystem chains. The SBHEs are part of the
SBSCD.

SBPARMS DFSSBPAR Sequential buffering extension to PXPARMS.

SBPSS DFSSBPSS Small section of the SBPST that needs to be in CSA.

SBPST DFSSBPST Sequential buffering extension to the PST.

SBSCD DFSSBSCD Sequential buffering extension to the SCD. This extension
contains the SBHE hash entries.

SBUE DFSSBBUF Sequential buffering buffer extension. There is one SBUE for each
SBUF.
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Table 7. Control block definitions (continued)

Control block
acronym

Mapping macro

Description

SBUF

IBFPRF SBEXT=YES

Sequential buffering buffer. One SBUF control block is used by
sequential buffering to control each SB buffer. The SBUF control
blocks of one SB buffer pool are contiguous in storage and are
formatted as one entity.

SCAR

DFSSBCAR

Control block containing the interpreted data of one SBPARM
control statement in the //DFSCTL file.

SCAl

DFSSBCAR

Control block containing the uninterpreted data of one SBPARM
control statement in the //DFSCTL file.

SCD

ISCD

System contents directory. Produced at system definition time, it
contains major entry points for all facilities and system control
information.

SDB

IDLI SDBBASE=0

Segment descriptor block. Contains a logical description of the
segment.

SDCB

DFSSBDCB

Sequential buffering extension to the DCB. Is for those DB data
sets that are buffered by sequential buffering.

SDSG

DFSSBDSG

Sequential buffering extension to the DSG. Describes one I/0
process. There is typically one SDSG control block for each data
set group control block (DSG) that might potentially be buffered
by sequential buffering.

SDWA

IHASDWA

System diagnostic work area.

SGT

DFSPRSGT

Segment table. Describes the segments used by the partial
reorganization process. It is built during the DBD analysis phase.
Its address is held in the common area field (COMASGT). The
segment extension table (SGX) holds additional information about
the segments.

SIDB

DXRSIDB

IRLM subsystem identification block. Used to identify each
subsystem that relates to IRLM.

SIDX

DFSSSIE

Subsystem index entry.

SMB

IAPS

Scheduler message block. Related to a transaction.

SPQB

ICLI SPQBASE=0

Subpool queue block. The SPQB represents the dynamic user for
an ETO terminal and represents a set of static queues (CNTs) for a
static ISC parallel session terminal.

SQPST

ISQPST

PST queue. Associated with the scheduler sequence queue.

SRAN

DFSSBRAN

Sequential range. Used in sequential buffering to describe a
recently referenced set of consecutive DB blocks. Sequential
buffering allocates one Sequential SRAN control block for each
buffer set of each buffer pool. SB also allocates Random SRAN
control blocks to each buffer pool. The Sequential SRANs and
Random SRANSs of one SB buffer pool are contiguous in storage
and are formatted as one entity.

SSIB

IEFJSSIB

Subsystem identification block. Identifies the subsystem that
requested services.
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Table 7. Control block definitions (continued)

Control block

acronym Mapping macro Description

SSOB IEFJSSOB Subsystem options block. Used to request a particular function
from the z/0S subsystem.

SSVP DFSSSVPL System Services Parameter List. Used by IMS System Macros for
parameter lists for mailing out of line calls. There is one SSVP per
ITASK, anchored off of the SAP.

TAB DFSTAB Transaction anchor block.

TCT DFSTAB Transaction class table. Used for queuing of messages in a priority
sequence within a specified class.

TPPCB IDLI TPCBASE=0 Program communication block. There is one for each logical
database being referenced by the application program.

UEHB UEHB User exit header block. Used for automated operator exit interface
processing.

UXDT DFSUSRX User Exit Definition Table. Contains control information and user
exit addresses for user exits managed by IMS standard user exit
service.

UXRB DBRUXRB A unit of work (UOW) is represented by a UOW exclusive resource
control block (UXRB), similar to the XCRB representing the CI. The
UXRB contains information about the UOW (for example, Area,
RBA) and is used for resolving potential UOW resource contention
among dependent regions. Other UXRB fields include the lock
token, number of associated XCRBs, the owning EPST, the update
intent flag, and the PCB.

The UXRB control block is formatted in the offline dump.

VSI IDLIVSAM VSI VSAM sharing information control block. Controls VSAM sharing
between subsystems.

WHB DXRWHB IRLM work unit block. Contains the anchor for all requests
associated with that owner.

XCRB DBFXCRB Exclusive control resource block.

XMCA DFSXMC Cross-Memory Control-Address Spaces. There is one block for
each IMS subsystem, which is maintained in Key O storage.

XMCI DFSXMC Cross Memory Control-ITASKs. There is one block for each IMS
ITASK, which is maintained in Key 7 storage.

Z1B I71B Zone initialization block. Used by the DFSISMNO Storage Manager

to keep track of a buffer obtained using ICREATE.

Related reference
“Contents formatted for FMTIMS options” on page 523
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FMTIMS options can be specified on the FMTIMS statement in any order.

IMS Control Block Table (CBT) Pools

The IMS CBT storage manager (also known as the DFSBCB storage manager) manages pools of fixed-
length control blocks.

AllL CBT pools can be displayed by issuing the /DISPLAY POOL CBT. Issuing the /DISPLAY POOL
command with other keywords, such as DBB, DCC, DEP, DISP, FP, GEN, OSAM, SUM, and others, limits the
display of the CBT pools to those related to the functional area of IMS that the keyword represents.

All of the CBT pools are briefly described in the following alphabetical list.

AAB
Obsolete CBT entry
ADSC
Fast Path area data set control block
AESL
Fast Path DEDB ADS list
AHDR
ETO autologon LU header/ autologon hash table synonym
APST
Partition specification table - above the line
ATPW
Attach catalog PSB work area block
AWE
Asynchronous work element
BCPT
Checkpoint id table
BQEL
ISAM/OSAM/VSAM buffer queue element
BXQE
BCB queue elements for use by DFSBCBxx modules only
CATR
IMS catalog request block
CBLK
Used in place of message queue to keep track of CPI-C scheduling requests
ccB
Conversational control block
CFEZ
Block used to store local parms for DC trace re-entrancy
CLLE
Common latch list element
CM24
Common work unit, 24-bit
cCMWU
Common work unit
CRSP
OM command response block
CSAG
Callable services anchor block (CSAB) - global storage
CSAL

Callable services anchor block (CSAB) - local stoarge
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CSWA
Common system work area - global storage

CTBW

Communication terminal block work area
CULE

Common use list element
D1WA

Dispatcher work area 1
DACT

DL/I call accounting block
DBBD

Database (DDIR) descriptor
DBPB

Data base purge block
DBRC

DBRC work area
DCM

Obsolete CBT entry
DDIR

DMB directory entry
DDRE

DMB directory extension
DESC

LU 6.2 descriptor block
DG2wW

Global dispatcher area
DL2W

Local dispatcher area
DLWA

DL/I private work area
DMAC

Fast Path DEDB area control block for dynamic areas
DMHR

Fast Path VSO dynamic DHMRs for write staging area
DPST

Dependent region PST
DPXB

Dispatcher extension block
DSME

Fast Path data space mapping entry
DSML

Fast Path data space mapping list
EMAC

Obsolete CBT entry
EPST

Fast Path extended PST
EQEL

Resolve indoubt structure queue element
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EZS
External connection status element

FEIB
Front end message switch interface block

FMMC
Fast Path control block to contain VSAM extents

FNCB
Fast Path notify control block

FPB6
Fast Path DBFBPND®6 block for FP 64-bit buffer pools

FPCP
Fast Path command parameter list

FSRB
Fast Path SRB

GDS
Obsolete CBT entry

GESE
Global external subsystem entry

GIOB
Global IOSB

GOWA
Global OSWA

GPNT

Fast Path global name table
GQMW

Global queue manager work area

GSAV
Global save area

HSHE
Hash table element header

HSHS
Hash table slot header

HTEB
BPE LFS hash table services: hash table element block, CTL private

HTED
BPE LFS hash table services: hash table element block, DLI private

IAFP
IAFP dataset control block

IBKD
Interface Block for user exit services in DL/I region private storage. The IBKC control block is used
for working storage and a parameter list when invoking a user exit through IMS DFSUSRX user exit
service.

IBKP
Interface Block for user exit services in control region private storage. The IBKP control block is used
for working storage and a parameter list when invoking a user exit through IMS DFSUSRX user exit
service.

IDT
Identify table entry

1IEQE
Inflight/indoubt data buffers
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10SB
I/0 supervisor block

IPST
System PST in DLI/SAS private, 31-bit storage
IRLM
IRLM parameter area
KLSD
LSO dependent control block
L56X
Fast Path DBCTL log record
LCLL
Local common latch list element (local storage)
LCRE
Local current recovery entry
LG24
An LSAV below the 16m line
LGND
Logon descriptor control block sets
LGWA
Log work area
LGWX
Log work area extension (private)
LPNT
Fast Path local name table
LPST
Local PST block
LQB
Local queue block
LQMW
Local queue manager work area
LRA
Obsolete CBT entry
LS24
24-bit quick block, local save area / AWE
LSAV
Local save area
LSWA
Local system work area
LUB
LUB pool below 16 MB line for LU 6.2
LXB
Dynamic link extension block for VTAM and TCP/IP links. The LXB control block is mapped by the LXB
copy.
MMCL
OSAM Media Manager Interface module parameter list.
MMPL
Media Manager Services parameter list.
MMRQ

Media Manager Request Element prefix plus Media Manager Request Element.
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MPB
Obsolete CBT entry

MPCB

PCB block for MSC bandwidth. The MPCB control block is mapped by the DFSMSPCB macro.

MSCL

MSC logical link control blocks: LLB, two LTBs, and a CRB. The MSCL control block is mapped by the

DFSMSCL macro.
MSCP

MSC physical link control blocks: LCB and CTT. The MSCP control block is mapped by the DFSMSCP

macro.
MSEB

Work area for the TM and MSC Message Routing and Control User exit routine (DFSMSCEOQ). The MSEB

work area is mapped by the DFSMSCEB macro.
MSGP

Message pool
MUTE

OTMA MCB user table entry

OCMD
OM command instance block

OFB
Obsolete CBT entry

OLRK
OLR KSDS update entry

0SSA
OSAM save area block.

OSWA
OSAM work area (IOMA)

OTDD
OTMA destination descriptors

OTMD
OTMA member descriptors

PCIB
Partition CIB

PDEX
Partition directory extension

PDIR
PSB directory entry

PF62

Message prefix block for LU 6.2
PFQE

CQSPUT failure queue element

PGMD
Program (PDIR) descriptor

PST

Partition specification table
QAB

QAB pool for LU 6.2

QLST
Work area to hold queue manager parameter list
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QLTC
DEDB and area quiesce latch blocks for DEDB Alter

QMBA

Queue manager buffer area (large message)
QMBS

Queue manager buffer area (small message)
QQSN

Queue space notification area
QS24

Temporary save area set with parm areas - 24-bit storage
QSAV

Temporary save area set with parm areas - 31-bit storage
RACW

RACF work area used for racinit, fracheck, etc.
RBAT

Fast Path VSO RBA update table entries
RCNT

Remote communication name table. The RCNT control block is mapped by the RCNT copy.
RCTD

Fast Path routing code (RCTE) descriptor
RCTE

Fast Path routing code table entry
RECA

VTAM receive any buffer
RPST

Restart partition specification table
RRE

Residual recovery entry
RSCX

Resource extension block
SAA

Obsolete CBT entry
SAP

Save area prefix
SIDX

Subsystem index entry
SLOG

DC monitor work area
SMB

Scheduler message block
SOPB

Sign-on parameter block
SPQX

SPOB extension block
SQOF

Shared queues overflow hash table element
SRA

Obsolete CBT entry
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SRBC
Common SRB pool

STAT
DBCTL and DRA statistics area

STB
Obsolete CBT entry

STTR
DL/I trace stacks

SVPG
System service parameter lists - global

SVPL

System service parameter lists - local
TCBT

TCB table

TDBC
Obsolete CBT entry

TDCB
Obsolete CBT entry

TIB
TIB pool for LU 6.2

TLS
Transaction level statistics area

TPIP
TPIPE pool for OTMA

TRND
Transaction (SMB) descriptor

TT24

Trace table (24-bit storage)
TT3P

Trace table (31-bit, private storage)
TTAB

Trace table (31-bit storage)

UOWE
Unit of work table entry

USRD
User descriptor control blocks

USTB
Obsolete CBT entry

UXIC
User exit instance (common)

UXIP

User exit instance (private)
UXSC

User exit static area (common)

UXSP
User exit static area (private)

VRPL
VSAM RPL/save area stack
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VTCB
VTAM session control block

VWA
Volatile work area
WLMB
Work area of parameter list for the Workload Manager classification service.
X124
DL/I pool below 16m line
XMCI
Cross memory itask block
XMCL
Local XMCI block (ctl private)
XPST
Extended PST area (dependent region)
XT62
LU 6.2 and OTMA PST extension
YQAB

OTMA queue anchor block

Control block interrelationship diagrams

These diagrams show the interrelationships between major control blocks in an IMS environment.

Note: This information is intended for users with experience in obtaining and reading IMS system
dumps. The training course IMS Diagnostic Approaches provides an introduction to this information.
Further information about this training course is available on the Information Management Training and
Certification web site.

Subsections:

« “Online system contents directory (SCD)” on page 87
« “DFSPRPX0—parameter blocks” on page 93

« “DL/I OSAM buffer pool” on page 94

« “Sequential buffering control blocks” on page 95

« “Buffer handler pool (VSAM)” on page 97

« “OSAM DECB with IOB in use” on page 98

« “OSAM IOB pool showing available IOBs” on page 98

« “Storage management control block relationships created for the MAIN pool” on page 99

« “Storage management control block relationships for preallocated storage blocks” on page 100

« “Storage management control block relationships (DFSPOOL pools)” on page 102

« “Storage management control block relationships (DFSCBTOO pools)” on page 103

« “Database Manager control blocks for a representative database” on page 104

 “Database control blocks” on page 106
« “Diagram of a Data Management Block (DMB)” on page 108
« “Overview of Fast Path control blocks” on page 108

- “Relationships between buffer control blocks for Fast Path databases” on page 109

« “GSAM control block overview” on page 110
« “GSAM control blocks” on page 111
« “DL/I control block relationships” on page 112

« “IMS Transaction Manager control blocks” on page 114
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 “Intersystem communication control block structure” on page 114
« “VTCB load module” on page 115
« “Multiple Systems Coupling (MSC) control block overview” on page 117

« “Multiple Systems Coupling (MSC) main storage-to-main storage control block overview” on page 117

« “z/0S storage map showing IMS-to-IRLM interrelationships” on page 118

« “IRLM overall control block structure” on page 119

« “IRLM storage manager pools” on page 120

« “IRLM lock request examples” on page 121

« “Control block overview of Database Recovery Control (DBRC)” on page 121

« “Organization and basic linkages: DOF (Device Output Format) and MOD (Message Output Descriptor)”
on page 122

« “Organization and basic linkages: DIF (Device Input Format) and MID (Message Input Descriptor)” on
page 123

Online system contents directory (SCD)

The following graphics show the online system contents directory.
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Figure 4. Online system contents directory (SCD) Part 1 of 6
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Figure 6. Online system contents directory (SCD) Part 3 of 6
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Figure 7. Online system contents directory (SCD) Part 4 of 6
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Figure 8. Online system contents directory (SCD) Part 5 of 6
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Figure 9. Online system contents directory (SCD) Part 6 of 6

DFSPRPX0-parameter blocks
The following figure shows the parameter blocks for DFSPRPXO.
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« Note 1: See Figure 4 on page 88

« Note 2: See Figure 21 on page 106

« Note 3: See Figure 26 on page 111

Figure 10. DFSPRPX0-parameter blocks

DL/I OSAM buffer pool
The following figure shows the control blocks for DL/I OSAM buffer pool.
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Figure 11. DL/I OSAM buffer pool

Sequential buffering control blocks

The following figure shows the sequential buffering control blocks.
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Figure 12. Sequential buffering control blocks

Notes to Figure 12 on page 96:

1. SCD is the IMS systems content directory.

2. SBSCD is a sequential buffering extension to the SCD.

3. SBHEs are sequential buffering hash entries located within the SBSCD (sequential buffering

extension to the systems content directory). IMS uses SBHEs to:
« Anchor the sequential buffering extension to the DCB (SDCB)
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10.

« Serialize the SDCB and SDSG subsystem chains (defined in notes “4” on page 97 and “8” on page
97).

. SDCB is a sequential buffering extension to the data communication block. There is one SDCB for

each data set that is actively being sequentially buffered. There must be a separate SDCB for each
SBPST that references a HALDB partition, because information in the SDSG will change as the DL/I
calls go from partition to partition. As a result, multiple SBPSTs cannot share an SDCB, as is possible
for non-HALDB databases. For HALDB, there is one SDCB for each partition used by a PST. IMS uses
each SDCB to anchor any sequential buffering SDSGs that have buffer pools allocated to them.

. The chains of SDCBs and SDSGs anchored in the SBHEs are called the SDCB and SDSG subsystem

chains.

. The program specification blocks, DBPCBs, job control blocks, and the data set group control blocks

in the figure are DL/I control blocks.

. EDSG is a sequential buffering extension to the DSG. The field EDSGSDP points to the SDSG if the

data set group control block is potentially buffered by SB. If the DSG is not potentially buffered (but
another DSG for the same data set and same application is), then the field EDSGSDPR points to one
of the SDSGs of these "other" DSGs.

. SDSG is a sequential buffering extension to the data set group control block. The SDSG is present if

the user wants to have the DSG sequentially buffered. The SDSG is the control block that controls one
sequential buffering buffer pool.

. SRAN is a sequential buffering control block that describes references in one set of recently

referenced consecutive data set blocks.
SBUF is a sequential buffering control block that describes one individual buffer.

Buffer handler pool (VSAM)
The following figure shows the buffer handler pool (VSAM).
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Figure 13. Buffer handler pool (VSAM)
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OSAM DECB with IOB in use
The following figure shows the OSAM DECB with IOB in use.
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Figure 14. OSAM DECB with IOB in use

OSAM IOB pool showing available IOBs
The following figure shows OSAM IOB pool showing available IOBs.
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Figure 15. OSAM IOB pool showing available I0OBs

Storage allocated using the ICREATE/IDESTROY macros is obtained from the MAIN (WKAP) pool. The
control block relationship for the MAIN pool is shown in Figure 16 on page 100.

Storage management control block relationships created for the MAIN pool

The following figure shows storage management control block relationships created for the MAIN pool.
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Figure 16. Storage management control block relationships created for the MAIN pool

Storage management control block relationships for preallocated storage blocks

The following diagram shows the control block relationships for those pools managed by the DFSISMNO
Storage Manager.
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Figure 17. Storage management control block relationships for preallocated storage blocks

Figure 18 on page 103 shows the control block relationship for pools managed by the DFSPOOL Storage
Manager. Each pool consists of zero or more noncontiguous storage blocks anchored off a pool header. By
obtaining new blocks and releasing unused blocks, you can expand and contract a pool as needed during
the execution of IMS.

Each block is divided into a number of fixed-length buffers that are used to satisfy storage requirements.
The size and number of buffers can vary from block to block within a pool. Each block also has a block
header which contains various information on the block

Each pool can be allocated with a maximum of thirty-two different buffer sizes. The pool header contains
a noncompressible block pointer and a compressible block chain anchor for each buffer size available.

The pool header also contains an oversized block chain anchor. If the request size is larger than the
largest buffer size available, a block is obtained containing a single buffer of the requested size. Blocks
obtained in this manner are placed on the oversized chain. The intention of the oversized chain is to allow
for exceptional requests, since normal processing should not need any oversized buffers.

The first block allocated for each buffer size is referred to as the primary block. The number of buffers
contained within the primary block can vary from any secondary blocks of the same buffer size. If the
primary block is obtained when the pool is allocated, it is held until IMS termination. Because it cannot
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be compressed, serialization logic is not required when allocating or releasing a buffer from one of these
blocks.

If the primary block is not obtained until the first GET request, it along with any secondary blocks are
placed on the compressible block chain anchored off the pool header. Serialization logic must be used
when scanning the blocks on the compressible chains.

An 8-byte prefix and an 8-byte suffix is added to each buffer. The prefix and suffix are used by the Storage
Manager exclusively. The size of the prefix and suffix is included in the current pool size.

The buffer size used to satisfy an incoming request is determined on a best fit basis. Unless the size of

the buffer requested is the same size as the actual buffer, there is some unused storage between what the
caller views as the end of the buffer and the actual end of the buffer. The buffer the user receives appears
to be of the size requested. Any unused space is transparent.

The following pools are defined with user overlay detection: AOIP, CIOP, CMDP, DYNP, EMHB, HIOP,

LUMC, LUMP, and SPAP. If a pool is defined with user overlay detection, an 8-byte constant is added to the
user portion of the buffer. As far as the caller is concerned, the length of the buffer received is the length
requested, followed by an 8-byte constant. For example, if a caller requests a 100-byte buffer from a pool
with a user overlay detection, and the smallest buffer size available to satisfy the request is 128 bytes, the
user overlay detection constant is placed at an offset of 100 bytes into the buffer. Bytes 107 through 127
are unused.

The user overlay detection constant is used by IMS modules. The Storage Manager does not look at the
user overlay detection constant.

Storage management control block relationships (DFSPOOL pools)

The following figure shows storage management control block relationships (DFSPOOL pools).
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Figure 18. Storage management control block relationships (DFSPOOL pools)

Storage management control block relationships (DFSCBTO00 pools)
The following figure shows the Storage Management (DFSCBTOO Pools) control blocks relationships.
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Figure 19. Storage management control block relationships (DFSCBT00 pools)

Database Manager control blocks for a representative database

The following figure shows the Database Manager control blocks for a representative database.
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Figure 20. Database Manager control blocks for a representative database

Note the following HALDB differences for Figure 20 on page 105:

- The SDBs pointer to the DDIR always points to the HALDB Master's DDIR.

« The PSDBs are under the HALDB master DMB in the DMB pool. The partition DMBs do not contain
PSDBs.

« There is no separately defined DDIR or DMB for the primary INDEX database of a PHIDAM. Instead
there is an additional AMP in the partition DMB for the primary index.

« There is an ILE DSG for the ILDS which follows the Delete/Replace DSG.
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Database control blocks

The following figure shows the relationships between database control blocks.
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See the notes that follow Figure 21 on page 106.

Figure 21. Database control blocks: Part 1 of 2
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Figure 22. Database control blocks: Part 2 of 2

Notes to Figure 21 on page 106:

1. See Figure 4 on page 88.
2. See Figure 10 on page 94.
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3. This is a unique HALDB control block. This control block points the partition DDIR to each other and
points the partition DDIR to the master DDIR.

4. For HALDB, the SDB points to the Master DDIR.

Diagram of a Data Management Block (DMB)

The following figure shows a diagram of a Data Management Block (DMB).
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Field Description Black (FDB)
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One DCB or ACB for Each Diata Set of Each
Data Set Group

=

T

Figure 23. Diagram of a Data Management Block (DMB)

e

Note to Figure 23 on page 108: For a HALDB, dual DMBs exist in storage. When HALDB Online
Reorganization is not in progress, one DMB is active and the other inactive. When HALDB Online
Reorganization is in progress, both DMBs are active, with one DMB representing the input data sets,
and one DMB representing the output data sets.

Overview of Fast Path control blocks

The following figure shows an overview of Fast Path Control Blocks.
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Figure 24. Overview of Fast Path control blocks

Relationships between buffer control blocks for Fast Path databases

The following figure shows the relationships between buffer control blocks for Fast Path databases.
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Figure 25. Relationships between buffer control blocks for Fast Path databases

GSAM control block overview

The following figure shows a GSAM control block overview.
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Figure 26. GSAM control block overview

GSAM control blocks
The following figure shows the GSAM control blocks.
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Figure 27. GSAM control blocks

DL/I control block relationships

The following figure shows the DL/I control block relationships.
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Figure 28. DL/I control block relationships

Notes to Figure 28 on page 113:

1. The FSBLIST contains pointers to the Field Sensitivity Block (FSB). The FSB describes this user's
logical use of the sensitive field.

2. A partition HALDB DMB is not in the DMB pool. For HALDB, only the Master DMB is in the DMB pool.
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IMS Transaction Manager control blocks

The following figure shows the IMS Transaction Manager control blocks.
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Figure 29. IMS Transaction Manager control blocks

Intersystem communication control block structure

The following figure shows the intersystem communication control block structure.
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Figure 30. Intersystem communication control block structure

VTCB load module
The following figure shows the VTCB Load Module.
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Figure 31. VTCB load module

As illustrated in the following figure, IMS maintains a VTAM terminal control block (VTCB) for each VTAM
terminal except MSC VTAM terminals. A VTCB can contain a:

« Communication line block (CLB)

« Communication terminal block (CTB)

« Communication restart block (CRB)

« Communication interface block (CIB)

« Device-dependent module (DDM) work area

« Communication terminal table (CTT) (used only for ETO terminals)

The system of pointers between blocks within a VTCB is the same as the system of pointers used for
VTAM terminals.

Some terminals do not require all six blocks. For example, static VTAM blocks use a statically created CTT.
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You can find the VTCB for a terminal through the terminal's node name. To do so, you use the DFSCBTS
macro interface.

Multiple Systems Coupling (MSC) control block overview

The following figure shows the Multiple Systems Coupling (MSC) control block overview.
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Figure 32. Multiple Systems Coupling (MSC) control block overview

Multiple Systems Coupling (MSC) main storage-to-main storage control block overview

The following figure shows the Multiple Systems Coupling (MSC) Main Storage-to-Main Storage control
block overview.
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Figure 33. Multiple Systems Coupling (MSC) main storage-to-main storage control block overview

z/0S storage map showing IMS-to-IRLM interrelationships

The following figure shows a z/0S storage map displaying IMS-to-IRLM interrelationships.
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Figure 34. z/0S storage map showing IMS-to-IRLM interrelationships

Notes to Figure 34 on page 119:

1. (a), (b), and (c) are z/OS address spaces that make up one online IMS subsystem.

ga b~ W N

. (d) is a z/OS address space containing an IMS batch subsystem.

. (e) is an IRLM address space to which the two IMS subsystems are connected.

. The RLPLs used by both IMS subsystems reside in the z/OS common services area (CSA).

. To obtain and release global locks, the IMS subsystems branch to the IRLM code (The subsystems

enter the IRLM code through the RLMREQ branch vector within the RLMCB that resides in the CSA.)

o

. The IRLM control block structure that controls the global locks resides in the CSA.

7. When PC=YES is in effect, the RHT is in a private address space.

IRLM overall control block structure

The following figure shows the overall control block structure of IRLM.

Chapter 5. Data areas and record formats 119



IRLM
S5CVT
y b
b
PTBWA
GHT
16,364
RHWHA Enirias
i RLCET
RLMCE
E: RHE RHE ::I
RHT
16,384 —" ALe ALB
Entries
SI0B
BEVT _..|
WHT WHB
T
5iDE
Legend
BESCNT  IRLM Subsystermn Commanication Vector Table
WHT ALMCE  IRLM Master Control Block
ISL  identified Subsystem List
FTEWA Paesa-the-Buck Work Ares
RHWHKA Request Handler Work Ares
RLCET Control Block Table
AHT  Resource Hash Teble
SIDE  Subsystem ldentify Block
GHT  Global Hash Table
RHE  Resource Header Block
RLE  ReguestLock Block
WHE  Work Unit Header Block
I5L

Figure 35. IRLM overall control block structure

IRLM storage manager pools

The following figure shows the IRLM Storage Manager pools.
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Figure 36. IRLM storage manager pools

IRLM lock request examples

The following figure shows examples of IRLM lock requests.

RAHT RHB :] AHE ::|
RLB RLE

L — I
SIDE
WHT > WHB
{Onework unitholds alock ontwo resources. )
:
AHT RHB
RLE RLE

3
siDB

r

WHT WHB H WHB

{Two work units hold a lock onthe same resource. )

Figure 37. IRLM lock request examples

Control block overview of Database Recovery Control (DBRC)

The following figure shows an overview of the Database Recovery Control (DBRC) control blocks.
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DFSBRLSEP DFSRCWKB DBRC TRACE
4 DFSRCWKB | 4 # DFSRCWKA
4+ DSPGDB
X0 ‘DFSBALSE’ 4 DSPRETG -
DSPGORE DFSACWKA
'DSPGDB’
4 DSPRSTG
A DSPIRCAR
DSPRSTG
4 DFSBRLSBP
4 DBACTRACE

DSPIRCAR

RECON RECORD

+  ReconRecord

4 DEPVFILE

DEPVFILE

'FILEINFO'

Figure 38. Control block overview of Database Recovery Control (DBRC)

Organization and basic linkages: DOF (Device Output Format) and MOD (Message Output Descriptor)

The following figure shows the organization and basic linkages of Description Output Format (DOF) and
Message Output Descriptor (MOD).
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Figure 39. Organization and basic linkages: DOF (Device Output Format) and MOD (Message Output

Descriptor)

Organization and basic linkages: DIF (Device Input Format) and MID (Message Input Descriptor)

The following figure shows the organization and basic linkages between Device Input Format (DIT) and
Message Input Descriptor (MID).
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DL/I record formats

The DL/I address space has seven distinct record formats.

HSAM and SHSAM database

HSAM and SHSAM databases share the following record formats.

Segment Formats

The following figure shows the DL/I data record formats for

- PREFIX — DATA —»
.| SEG. | DEL.
HSAM: CODE ‘ ELAG ‘ DATA
——]—r—]—>
SHSAM: {NO PREFIX) DATA

Figure 41. HSAM and SHSAM segment format

Delete Byte (Flag) Format

The following figure shows the delete byte (flag) format.

BIT |BIT
4 | 5

BIT
0

BIT
1

BIT
3

BIT
2

BIT
6

BIT
7

+— 1 BYTE—*

Figure 42. Delete byte (flag) format

Bit
Description

0
Segment deleted (HISAM or index).
DB record deleted (HISAM or index).
Segment processed by DELETE.
Reserved.
Data and prefix are separated in storage.

Segment has been deleted on its physical path.

Segment has been deleted on its logical path.

HSAM and SHSAM databases.

Segment space available to be freed; bits 5 and 6 must also be set on.

Block Format for HSAM and SHSAM

There are no dependent segments in a SHSAM block. Block size must be a multiple of segment size.
The following figure shows the block format for HSAM and SHSAM.
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ROOT | DEPND.| DEPND. | DEPND. | 000

SEG. | SEG. SEG. SEG. 2

pepnD. | ROOT | pepnD. | DEPND. | DEPND.

SEG. SEG. SEG. SEG.
(3).

DEPND. 00000

SEG.

(4)

Figure 43. Block format for HSAM and SHSAM

Notes:

1.
Pad with zeros if no room for next segment.

Next database record starts immediately.

Pad with zeros in last block, after last segment.

HISAM and SHISAM database

ELOCK 1

BLOCK 2

BLOCK 3

HISAM and SHISAM databases share the following record formats.

Segment Format

Figure 44 on page 126 and Figure 45 on page 126 show the segment format of HISAM and SHISAM.

+—— PREFIX 4 DATA »
SEG. DEL. LP PTR OR
HISaM: | CODE | FLAG COUNTER OR DATA
LC POINTERS

+— 1 —#4— 1 —+4+— OPTIOMNAL —»

(1)
Figure 44. HISAM segment format

Note:

1.
This field can be omitted, or it can be used to hold:

« A 4-byte LP pointer (if this segment is an LC).
« A 4-byte counter (if this segment is an LP).

« One or more 4-byte LC pointers (if this segment is an LP).

SHSAM: (NO PREFIX) DATA

Figure 45. SHISAM segment format

Note: This diagram is for a root-only database.
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LRECL Format

The following figure shows the LRECL format.
I

FOINTER | SEGMENT | SEGMENT  SEGMENT | ZERO FOISEER RESIDUAL

(1) (2) (3 ZERO {5)
(4)

I
(B) —»

Figure 46. LRECL format

Notes:

1.
4-byte RBA of ESDS record containing additional dependent segments for this root occurrence.

SHISAM: This field is omitted.

HISAM: Segment includes prefix and data.
SHISAM: Segment includes only data (no prefix). (See Figure 45 on page 126)

1-byte of zeros indicates the end of segments in this LRECL.
This field is omitted.
Space not used.

VSAM LRECLs must have an even length.
VSAM Block Formats
The following figure shows the VSAM block formats.

WSAM:  LRECL LRECL | LRECL | CONTROL
INFO.
(1) (2)
Figure 47. VSAM block formats

Notes:

1.
LRECL length might change between KSDS and ESDS, depending on user definition.

10 bytes in a blocked data set; 7 bytes in an unblocked data set.

HDAM, HIDAM, PHDAM, or PHIDAM database
HDAM, HIDAM, PHDAM, and PHIDAM databases share the following record format.

Segment Format
The following figure shows the segment format of HDAM, HIDAM, PHDAM, and PHIDAM databases.
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«— PREFIX »«— DATA—»
SEG. DEL. | COUNTERAND | para | SEE
CODE | FLAG | POINTERS AREA NOTE

—]— ] — s .

Figure 48. HDAM, HIDAM, PHDAM, or PHIDAM segment format

In order for all segments to be half-word-aligned, a slack byte is added to the end of any segment whose
length is an odd number.

Prefix of a Segment
The following figure maps the prefix of a segment.

‘ Segment ‘

Prefix \\ Data

- —

S5|D|CTR | FTF | FTB | PP | LTF | LTB | LP | LCF | LCL | PCF | PCL EPS ILK

Mote4 | MNotes

‘ Mote 1 ‘ Mote 2 ‘ MNote 3

Figure 49. Mapping the prefix of a segment

Notes to Figure 49 on page 128:
1.

Prefix Flag
Prefix Flag Description

Segment code (S)

Delete flag (D)

The pointers that exist in this section of the prefix are identified in the PSDB field DMBPTR, as
shown in the following list:
X'80'
Counter (CTR) for logical relationships
X'40'
Physical twin forward (PTF)
X'20'
Physical twin backward (PTB)
X'10'
Physical parent (PP)
X'os'
Logical twin forward (LTF)
X'04'
Logical twin backward (LTB)
X'o2'
Logical parent (LP)
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xX'o1'
Hierarchical direct pointing (For twin-type pointing, this bit is off)

How to locate all logical children: logical child first (LCF); logical child last (LCL)

a.
At DMBFLAG, if flag DMBLCEX (X'20") is on, then DMBLST points to a secondary list for this
segment. Secondary lists are used for information concerning indexes, logical children, or the
logical parents.

Secondary list entries whose field DMBSCDE (SEC+0) has flag DMBSLC (X'02") on are
descriptions of logical children for a logical parent. Within these secondary lists, the field
DMBSLCFL (X'02') has the number of the first and last logical child pointers in the prefix of the
logical parent.

A logical parent can have multiple types of logical children; thus, there can be more than one
logical child secondary list entry for a logical parent. The last secondary list for each segment
has the DMBSND flag (X'80") set on in the field DMBSCDE (SEC+0).

How to locate all physical children: physical child first (PCF); physical child last (PCL)

a.
Physical child pointers are only present if this segment uses twin-type pointing rather than
hierarchic-type pointing. The PSDB entries for the children of the segment being mapped
indicate the number of the pointer in the prefix of the parent segment which points to the first
and last occurrence of the child segments.

The PSDB fields DMBPPFD and DMBPPBK are used for these numbers. The PSDB entries for
the children of the segment being mapped can be found by scanning the PSDBs for those
segments with a parent segment code (PSDB+1) that matches the segment code (PSDB+0) of
the segment being mapped.

An EPS (extended pointer set) that is 28 bytes in length is present in the prefix of an LC segment
prefix of a HALDB.

An ILK (indirect list entry key) that is 8 bytes in length is present in each segment of a PHIDAM or
PHDAM.

Related concepts

“Dump analysis introduction” on page 159

In a pseudoabend supervisor call (SVC) dump that is generated by module DFSERA20, you can find the
failing program specification table (PST) by searching the save areas for the caller of module DFSERA20.
In the save area flow, DFSERA20 is called INTERA20 and register 1 contains the failing PST address.

OSAM and VSAM ESDS block format
OSAM and VSAM ESDS blocks share the following format.

Block format
The following figure shows the OSAM and VSAM ESDS block format.
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RAP

FSEAP({1) SEGMENTS FSE
B I e

FREE | VSAM
(2) | (3)|(4) [ (5) | (6) | (7) [(B) | SPACE | INFO.
(9)

Figure 50. OSAM and VSAM ESDS block format

Notes:

1.
Free space element anchor point.

2-byte offset to first free space element; contains zeros in a bit map block.
2-byte length (see 7); value is zero.

4-byte root anchor point (RAP). The number per block is specified in DBDGEN, except if HIDAM with
TF (and not TB) is pointing at root level, one anchor point per block is provided and it heads a LIFO
chain of roots inserted in that block. If HIDAM or PHIDAM with TB or NT is pointing at the root level,
there are no anchor points provided.

User database segments (prefix and data). In a bit map block, the bit map starts here and extends to
the end of the block or to the VSAM control information.

2-byte offset to next free space element (FSE) from start of block.
2-byte length of free space, including 8-byte FSE.
4-byte identification of the task that freed this space.

7 bytes of VSAM control data; omitted for OSAM.

This format applies at the conclusion of initial load. The subsequent deletion of segments can result in
free space elements that alternate with user database segments.

VSAM LRECL for a primary index

The format of a VSAM LCRECL for a primary index depends on whether it is currently on a storage device,
in the buffer pool, or being returned by the buffer handler.

Format on a storage device or in the buffer pool

The following figure shows the format on a storage device or in the buffer pool.

DEL. PTR
FLAG ROOT KEY VALUE

(1)

Figure 51. LRECL format on storage device and in buffer pool

Note:
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Four-byte RBA pointer to VSAM database root segment whose key value is the same as the value in
the next field of this segment.

Format as returned by the buffer handler
The following figure shows the VSAM LRECL format as returned by buffer handler (1).

PTR | SEG. DEL. PTR
CODE | FLAG ROOT KEY VALUE

(1) | (2) (3) (4)
Figure 52. VSAM LRECL format as returned by buffer handler

Notes:

1.
Same as buffer pool format, except for pointer and segment code in front.

Four-byte pointer with value of zero.
The segment code value is 01.

Four-byte RBA pointer to VSAM database root segment whose key value is the same as the value in
the next field of this segment.

VSAM block format on a storage device or in the buffer pool

The following figure shows the VSAM block format on device and in buffer pool.

LRECL | LRECL | LRECL VSAM INFO.

Figure 53. VSAM block format on device and in buffer pool

Secondary index or PSINDEX database (VSAM only)

The LRECL Format on Device and in Buffer Pool are described.

LRECL Format on Device and in Buffer Pool

One segment per LRECL. The following figure shows the LRECL Format on Device and in Buffer Pool.
4 PREFIX b DATA -

PTR DEL. | PTR | EPS RKEY | INDEX DATA
FLAG (Sea segment data format)

(1) @] 3 (4)
4 —ed—] a4 JR ] 256>

Figure 54. LRECL format on device and in buffer pool

Notes:

1.
Nonunique keys: This points to ESDS LRECL with the same key value. Unique keys or PSINDEX: This
field is omitted.
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Direct pointer to index target segment. Omit this field if symbolic pointing is used or if this is a HALDB
PSINDEX.

The EPS is present only if this is a HALDB PSINDEX. The 4-byte pointer to the target segment is
included in the EPS.

RKEY means root key. The RKEY field is present only if this is a HALDB PSINDEX. This is the key value
for the root of the target segment and its length can be from 1 to 256 bytes.

LRECL as Returned by Buffer Handler
The following figure shows LRECL as returned by buffer handler.

PTR | 5EG DEL. | PTR | EPS RKEY | INDEX DATA
CODE | FLAG

Q| @) 3 @ 6 (6)
o —pt— ] —pt— ] —pt—  —pd— 2 —>41-256»

Figure 55. LRECL as returned by buffer handler

Notes:

1.
Four-byte pointer contains zeros.

2.
Code value is 01.

3.
Direct pointer to index target segment. Omit this field if symbolic pointing is used or if this is a
HALDB PSINDEX.

q
The EPS is present only if this is a HALDB PSINDEX. The 4-byte pointer to the target segment is
included in the EPS.

5
The RKEY field is present only if this is a HALDB PSINDEX. This is the key value for the root of the
target segment and its length can be from 1 to 256 bytes.

6

Sequential segment data format.

Block Format on Device and in Buffer Pool
The following figure shows the block format on device and in buffer pool.

LRECL | LRECL | LRECL VSAM INFO.

+ 10 *

Figure 56. VSAM block format on device and in buffer pool

Segment Data Format
The following figure shows the segment data format.

COMNSTANT SEARCH SUBSEQUEMCE DUPLICATE COMNCAT USER
FIELD FIELD DATA KEY DATA
(Optional) (Optional) {Optional) (Optional) | (Optional)

Figure 57. Segment data format
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Variable-length segments
The HISAM, HDAM, HIDAM, PHDAM, and PHIDAM Segment Format are described.

HISAM, HDAM, HIDAM, PHDAM, and PHIDAM Segment Format
The following figure shows the HISAM, HDAM, HIDAM, PHDAM, and PHIDAM Segment Format.

+— PREFIX > DATA——»

SEG. DEL. CHR. SIZE

CODE | FLAG | PNTRS | FIELD AU B A

+—J—*

Figure 58. HISAM, HDAM, HIDAM, PHDAM, and PHIDAM segment format

Note: Variable-length segment must have a 2-byte length field at the front of the DATA portion.

HDAM, HIDAM, PHDAM, and PHIDAM
When prefix and data are separated. The following figure shows HDAM, HIDAM, PHDAM, and PHIDAM.

SEG. DEL. CMR. DATA
CODE | FLAG | PNTRS | PNTR FREE SPACE
(1) (2)

+— PREFIX —»+ DATA >
SEG. | DEL. | SIZE
CODE | FLAG | FIELD OTHER DATA

(3)

Figure 59. HDAM, HIDAM, PHDAM, and PHIDAM

Notes:

1.
DEL FLAG containing X'08' indicates that the data has been separated from the prefix.
DATA PNTR is a direct pointer to the segment containing the "other data".

The flag value is X'FF'.
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Chapter 6. CQS - Common Queue Server service aids

Use trace records, log records, and utilities to analyze problems in Common Queue Server (CQS).

Diaghosing a CQS related problem

CQS produces SDUMPs for internal errors. The CQS dumps are in the SYS1.DUMP data sets. CQS can also
produce LOGREC data set entries for errors.

CQS related problems
For a CQS environment, related problems might include:

« IMS WAIT problems

« CQS WAIT/HANG problems

« CQS checkpoint problems

» CQS restart problems

« CQS structure rebuild problems

Implement normal operating procedures to preserve the following documentation close to the time the
error occurred:

« Additional manual dump intervention
« z/0S log stream (for problems related to IMS shared queues)
« Most recent SRDS (structure recovery data set) for each dumped structure

For a CQS WAIT/HANG problem, obtain dumps and syslogs of CQS address spaces in the sysplex such as:

e One dump and syslog from the master CQS

* One dump and syslog from the non-master CQS
« One dump and syslog from the error CQS

e One dump and syslog from the normal CQS

A sysplex contains only one master CQS and, most likely, one error CQS in a sysplex. Thus, the maximum
number of CQS dumps and syslogs taken is three. If the sysplex contains fewer than three CQS address
spaces, then dumps and syslogs of all CQS address spaces are needed.

Before obtaining the syslog, issue the following z/OS DISPLAY commands to write the sysplex
information to the syslog:

D CF,CFNAME=cfname
D XCF,CF
D XCF,STRUCTURE,STRNAME=strname

For a CQS loop problem, obtain two dumps. To obtain the two dumps:

1. Obtain a z/OS SVC dump of the CQS and its associated IMS control region address space by issuing the
following command:

DUMP COMM=(dump title)
R id,JOBNAME=(j1,32),
SDATA=(CSA,PSA,RGN,SQA,SUM,TRT) ,END

In this command, j1 is the CQS job name, and j2 is the IMS control region job name.
2. Save the IMS log data sets that are created during the error period.
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3. Save the current z/0S log data sets that are created. You can copy the current z/OS log data sets for
the CQS log stream by using the IEBGENER utility. No z/OS log data sets are logged (unlike the IMS
logger, which does have log archive capability through SLDS).

If an isolated event type within CQS encounters an error, IBM Software Support might request additional
trace level settings for the various trace types. If a structure rebuild or structure checkpoint related
problem occurs, you will also need to dump the CQS address spaces for any CQS associated with

the given structure, and save the associated SRDS (structure recovery data set) for the CQS structure
checkpoints and CQS system checkpoints.

CQS additional manual intervention for dump creation

Additional considerations for dump creation are presented.

Additional dump considerations
CQS environment additional dump considerations include:

 Structure dumps

« CQS regions and other CQS clients with their related CQS regions

« CQS regions and other CQS clients with their related CQS regions from other IMSplex members
- z/OS Logger

CQS structure dump contents

CQS structure dumps should include the primary structures, the overflow structures, and the associated
lock entries.

CQS structure dump example
The following example shows the STRLIST for a dump:

DUMP COMM=(MSGQ STRUCTURE DUMP)

R nn,
STRLIST=(STRNAME=imsmsgq@1, LOCKE, (LISTNUM=ALL,ADJ=CAPTURE, EDATA=UNSER),
STRNAME=imsmsgq@loflw, LOCKE, (LISTNUM=ALL,ADJ=CAPTURE, EDATA=UNSER) ) ,END

Where imsmsgq01 is the main structure name, and imsmsgq021oflw is the overflow structure name.

When an IMS structure dump is necessary, the z/OS Logger function might be involved with the problem.
The following example dumps the z/OS Logger address spaces, the logger structure, and the IMS CF
structure.

DUMP COMM=(CQS/LOGR STRUCTURE DUMP)
R axx, STRLIST=(STRNAME=imsmsgqO1, LOCKE,
(LISTNUM=ALL,ADJ=CAPTURE, EDATA=UNSER) ,CONT
R xx, STRNAME=imsmsgqO@loflw, LOCKE,
(LISTNUM=ALL,ADJ=CAPTURE, EDATA=UNSER) , CONT
R zxx, STRNAME=mvsloggmsg@l1,LOCKE,ACC=NOLIM,
(LISTNUM=ALL ,EDATA=UNSER,ADJ=CAPTURE) ) ,CONT
R aa, JOBNAME=(IXGLOGR) ,DSPNAME=("'IXGLOGR'.SYSLOGRO) ,b CONT
R xx,SDATA=(COUPLE,ALLNUC,LPA,LSQA,PSA,RGN,SQA, TRT,CSA,GRSQ,XESDATA) , END

Where:

imsmsgq01
The main structure name.

imsmsgqO0loflw
The overflow structure name.

mvslogmsg01
The associated logger structure.
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CQS - IEADMCxx example with structures

Create three SYS1.PARMLIB members named IEADMCIA, IEADMCIB, and IEADMCIC by issuing the
following command:

JOBNAME=(j1, j2, j3, j4,j5) ,SDATA=(CSA, PSA, RGN, SQA, SUM, TRT, GRSQ) ,
REMOTE=(SYSLIST=(%('j1', 'j2",'j3", 'j4", 'j5'),SDATA))

Where:
j1

IMS Control Region Jobname.
j2

IMS DLI Region Jobname.
j3

DBRC Region Jobname.
j4

IRLM Region Jobname.
j5

IMS CQS Region.

JOBNAME=(j6, j7, j8,j9,j10) ,SDATA=(CSA,PSA,RGN,SQA, SUM, TRT, XESDATA) ,
REMOTE=(SYSLIST=(*('j6"', 'j7*, 'j8"', 'j9", 'j10"),SDATA))

Where:
j6

APPC Region.
j7

APPC Scheduler.
j8

VTAM.
j9

Other CQS Client Region.
ji0

Other CQS Region.

JOBNAME=(IXGLOGR) ,DSPNAME=('IXGLOGR'.SYSLOGRO),

SDATA=(COUPLE,ALLNUC, LPA,PSA,RGN,SQA, TRT, CSA, GRSQ, XESDATA) ,
STRLIST=(STRNAME=imsmsgq@1, LOCKE, (LISTNUM=ALL,ADJ=CAPTURE, EDATA=UNSER) ,
STRNAME=imsmsgq@loflw, LOCKE, (LISTNUM=ALL,ADJ=CAPTURE, EDATA=UNSER) ,
STRNAME=mvslogqmsg0@1, LOCKE,ACC=NOLIM, (LISTNUM=ALL,EDATA=UNSER, ADJ=CAPTURE))

Where:

imsmsgq01
The main structure name.

imsmsgqO0lofiw
The overflow structure name.

mvsloggmsg01
The associated logger structure.

CQS - IEADMCxx dump activation

To create a dump from the IEADMCIA, IEADDMCIB and IEADMCIC parmlib members, issue the following
z/0OS command: DUMP TITLE=(DUMP OF IMSplex and Partners),PARMLIB=(IA,6IB,IC).

Three dump data sets are created on the z/OS image from which the command is issued. Two dump
data sets are created on each image in the sysplex that matches the REMOTE specifications for the
JOBNAMEs.
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Recommendation: Provide the z/0S logger address space from the system experiencing problems to
z/OS logger support.

CQS - z/0S log stream example

The merged z/0S log stream can be used to examine CQS log records. IEBGENER can be used along with
the default log stream subsystem exit routine, IXGSEXIT, to copy the log records at time of failure for later
analysis.

//CQSCPYLG JOB USERID,USERID,MSGLEVEL=1,CLASS=K
[/ Feedek ek sk ek o ek ok ek ok o ek ok e ok ok ok ek ok e okok ok ok ok e okok ok ok ok e kok ok ek ok o kok ok ek ok o kok ok sk ok ok ok ok
//* This job copies a CQS log stream to a dataset (max 32K / record) =*

//* *
//* - Replace the DSN on the SYSUT1 card with your CQS logstream *
//* name. *
//* *
//* - Replace the DSN on the SYSUT2 card with your desired output =
//* dataset name. You may also need to adjust the space *
//* allocations, depending on the size of your logstream. *
[ [ Fkkd ke kkokok ok ek kkok ok ok ek kok ok ok ok ke ok okok ok ok ok ok kok ok ok ke ke ok ok ok ok ok ke ok kok ok ok ok ok kok ok ok ok ok ok ok ok ok ok ko k ok

//STEP1 EXEC PGM=IEBGENER,REGION=1024K
//SYSPRINT DD SYSOUT=*

//SYSUDUMP DD SYSOUT=*

//SYSIN DD DUMMY

//SYSUT1 DD DSN=SYSLOG.MSGQO1.LOG,

// SUBSYS=(LOGR, IXGSEXIT),

// DCB=(BLKSIZE=32760)
//SYSUT2 DD DSN=CQS.LOG.COPY,

// DISP=(NEW, KEEP,DELETE),
// VOL=SER=USERO5,

// SPACE=(CYL, (2,10)),

// UNIT=SYSDA

CQS structure recovery data set

Save the most recent CQS SRDS (structure recovery data set) for each structure that is dumped. Use the
IDCAMS REPRO command if the LRECL is acceptable (less than 32 761).

CQS checkpoint problems

There are two types of CQS checkpoints: system checkpoint and structure checkpoints.

CQS checkpoint messages

Most problems are of structure checkpoint type because it is a sysplex-wide operation with shared
resources (SRDS data set, structures on the CF), and it needs cooperation through z/OS IXLUSYNC
between all CQSs within the sysplex. Sometimes, another CQS process (initialization, termination, rebuild,
overflow threshold, or overflow scan) can interfere with the checkpoint process and cause it to fail.

CQS System Checkpoint Messages

1. CQS0030I for a successful CQS system checkpoint.

2. CQS0035E for a failed CQS system checkpoint. If the CQS system checkpoint failed with
CQSO0035E, refer to "CQS messages" in IMS Version 15.3 Messages and Codes, Volume 2: Non-DFS
Messages for the details of the failure and the recommended system programmer action.

CQS Structure Checkpoint Messages
The syslog of a successful CQS structure checkpoint will contain five CQS messages in the following
order:

CQS0220I CQS cgsname START STRUCTURE CHECKPOINT FOR STRUCTURE strname
CQS0200I STRUCTURE strname QUIESCED FOR STRUCTURE CHECKPOINT

CQS0201I STRUCTURE strname RESUME AFTER STRUCTURE CHECKPOINT

CQSOO30I SYSTEM CHECKPOINT COMPLETE, STRUCTURE strname LOGTOKEN logtoken
CQS0221I CQS COMPLETE STRUCTURE CHECKPOINT FOR STRUCTURE strname
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If the CQS structure checkpoint failed with a CQS0222E message, refer to the "CQS messages"
section in IMS Version 15.3 Messages and Codes, Volume 2: Non-DFS Messages for the details of the
failure and the recommended system programmer action.

If message CQS0222E is not displayed and all five of the normal structure checkpoint messages did
not appear on the console, CQS probably has encountered a serious WAIT/HANG problem.

The CQS log records, the structure dump of the related structure, and the SRDSs (structure recovery
data sets) are helpful in diagnosing the problem. After collecting all the documents, you can stop the
CQS in error and restart it to resolve the WAIT/HANG problem.

CQS structure rebuild problems

The most common structure rebuild problem is a rebuild failure. Some environmental situations can occur
that cause rebuild to fail.

Rebuild failures

Other types of rebuild problems are much more rare, such as rebuild hanging, rebuild not being
initiated when required, work hanging after a successful rebuild, rebuild losing data objects, and rebuild
duplicating data objects. Follow these general steps to address any rebuild failure you encounter:

« Collect SYSLOGs

Collect the syslog for each LPAR that is running a CQS that is sharing queues. Evaluate each syslog for
the following information:

— How the rebuild was initiated (operator command, structure failure, CF failure, link failure).
— How the rebuild was stopped (operator command or CQS).

— Rebuild master (CQS0240I message).

— Rebuild type (COPY or RECOVERY in CQS0240I message).

— Structure quiesced or resumed messages:

- COS0200I STRUCTURE strname QUIESCED FOR reason

- CQS0201I STRUCTURE strname RESUMED AFTER reason
— Structure status change messages (CQS0202I).
— Structure rebuild messages:

CQS0240I CQS cgsname STARTED STRUCTURE copy/recovery FOR STRUCTURE strname
CQS02411 CQS cgsname COMPLETED STRUCTURE copy/recovery FOR STRUCTURE strname
CQS0242E CQS FAILED STRUCTURE copy/recovery/rebuild FOR STRUCTURE strname
CQS0243E CQS cqgsname UNABLE TO PARTICIPATE IN REBUILD FOR STRUCTURE strname

CQS0244E STRUCTURE RECOVERY REQUIRED AFTER RECOVERY FAILURE FOR STRUCTURE
strname

- CQS0245E STRUCTURE strname REBUILD ERROR
« Consult the CQS Restart and Rebuild Error Reason Codes table
« Check rebuild status

Check the rebuild status by issuing the following command on every LPAR where a CQS participating in
the rebuild resides:

D XCF,STRUCTURE, STRNAME=strname

If the output indicates that rebuild is waiting for a particular event, a CQS might not be responding to
a rebuild event because it is hung or in a loop, which hangs the rebuild. Consider dumping the CQS
address space and canceling the CQS that is not responding to the rebuild event, to see if that enables
the rebuild to continue.
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« Analyze if structure still viable

If a structure copy initiated by an operator failed, no action needs to be taken to restore access to the
structure. The structure is still viable and you still have access. Analyze why the structure copy failed, to
determine whether you need to take action to prevent a subsequent rebuild failure.

« Restore link, if applicable

If a structure rebuild was initiated because of a link failure and the structure rebuild failed, try to restore
the link to restore access to the structure. The structure is still viable. Analyze why the structure rebuild
failed, to determine whether you need to take action to prevent a subsequent rebuild failure.

- Contact IBM
If you are unable to resolve the problem, take the following actions:

— Copy the SYSLOG, including the D XCF,STRUCTURE , STRNAME=strname output from every LPAR.

— Dump all the CQS address spaces, including the rebuild master CQS address space. Message
CQS0240I indicates the rebuild master name.

— Retain the CQS log records. The CQS log might contain important log records pertaining to data
objects put on the structure, moved on the structure, or deleted from the structure. The CQS log
might also contain important log records pertaining to rebuild, such as:

- Rebuild begin log record (4301).

- Rebuild end log record (4302).

- Rebuild failed log record (4303).

- Rebuild lost UOW list log record (4304).

- Request log records (03xx, 07xx, 08xx, 0Bxx, 0Dxx).
— Retain the IMS log records.

— Create a structure dump if you suspect a rebuild hang. The structure dump might contain important
information about structure locks.

— Call the IBM Software Support for help.

CQS trace records

Analyze CQS trace records in a formatted dump to determine which function encountered an error, and
whether a problem is environmental or internal.

Trace tables

Trace record eye catchers in a formatted dump provide clues about which functions resulted in errors. You
might be able to correct environmental problems immediately. Refer internal IBM problems to IBM with
appropriate documentation, such as system console logs and dumps.

CQS trace records are written to one or more of the trace tables shown in the following table.

Table 8. Trace tables that contain CQS trace records

Table name Number of tables Table description

ERR 1 Errors

CQS 1 CQS activity, including errors

INTF 1 COS interface events

OFLW 1 per structure (EMHQ, MSGQ) Structure overflow events

SEVT 1 per structure (EMHQ, MSGOQ) Structure event activity

STR 1 per structure (EMHQ, MSGQ) Client activity for this structure, including
errors
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Each CQS trace record is 32 bytes long, except records in the SEVT and OFLW tables. Those tables use

an expanded 64-byte format. In a standard 32-byte trace entry, the first byte is the trace code and the
second byte is the trace subcode. Many trace records contain a structure ID that identifies which structure
the trace record applies to: the MSGQ primary structure, the MSGQ overflow structure, the EMHQ primary
structure, or the EMHQ overflow structure. Trace records that apply to a client request contain a client ID
that identifies the client that issued the request. The last 8 bytes are the STCK time stamp of when the
trace record was written. The mapping of the rest of the bytes in the trace record is unique to the trace
code and subcode.

The expanded 64-byte format used by trace records in the SEVT and OFLW tables contains 16 words of
trace data in the following format:

Word 0
Byte 0 contains the trace code of the event.

Byte 1 contains the trace subcode of the event.
Byte 2 contains data dependent on the type of event, typically the structure ID.
Byte 3 contains data dependent on the type of event, typically the client ID.

Word 1 - word 12
These 48 bytes contain trace data generated by the event. The exact content is dependent on the type
of event.

Word 13
This word contains the ID of the event control block (ECB) of the task that wrote the trace record in
the table.

Word 14 - word 15
These 8 bytes contain the time stamp of the event in STCK format.

CQS trace records are mapped by macros that use the naming convention CQSTRxxx, where xxx
represents the function that is being traced. For example, CQSTRPUT maps trace records associated
with the CQSPUT request. Trace record mapping is based upon the trace code and the trace subcode.

Find the CQS trace code in the following table to locate the CQS macro that maps the trace record. The
following table shows the CQS trace codes, the macro that maps the trace code, and a description of the
trace macro.

Table 9. CQS trace codes and mapping macros

Trace code Macro Description

3 CQSTRCON CQSCONN request
4 CQSTRDSC CQSDISC request

5 CQOSTRRSY CQSRSYNC request
6 COSTRINF CQSINFRM request
7 COSTRPUT CQSPUT request

8 CQSTRRD CQSREAD request
9 CQSTRBRW CQSBRWSE request
0A CQSTRUNL CQSUNLCK request
0B COSTRMOQV CQSMOVE request
ocC COSTRRCV CQSRECVR request
0D CQSTRDEL CQSDEL request

E CQOSTRQORY CQSQUERY request
OF CQSTRCHK CQSCHKPT request
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Table 9. CQS trace codes and mapping macros (continued)

Trace code Macro Description

10 CQSTRSHT CQSSHUT request

11 COSTRUPD CQSUPD request

30 CQSTRICQ CQS initialization

31 COSTRTCOQ CQS termination

32 CQSTRYCH System checkpoint

40 CQSTRIST Structure initialization

41 CQSTRSTS Structure service

42 CQSTRTCH Structure checkpoint

43 CQSTRRBL Rebuild

44 COSTROFL Overflow

45 CQSTRSTE Structure event

50 CQSTRLOG Log services

51 CQSTRTBL Table services

52 CQSTRDYA Dynamic allocation services

53 CQSTRDSS Data set services

54 CQSTRDSP Data space services

55 CQSTRLRR Log record router

56 CQSTRXCF z/0S cross-system coupling
facility interface

57 CQSTRCMD Command

60 CQSTRSTT Statistics

70 CQSTRINT CQS client interface

Trace codes for CQS requests are defined in the CQSRQTYP macro. Trace codes for other CQS functions

are defined in the CQSCODES macro. CQS trace records in a formatted dump might contain eye catchers
that provide clues about which function encountered an error, such as "overflow," "rbld," "str chkpt," and
"duplex."

CQS request trace records sometimes contain a return code, reason code, and completion code from the
request. CQS request return codes, reason codes, and completion codes are mapped by macros that use
the naming convention CQSRRxxx, where xxx represents the function that is being traced. For example,
the macro CQSRRPUT maps return codes, reason codes, and completion codes that are associated with
the CQSPUT request. The following table shows the macros that define the return codes, reason codes,
and completion codes for CQS requests.

Table 10. CQS mapping macros and request trace records

Macro CQS request macro for return codes, reason codes, and completion
codes

CQSRRCON CQSCONN

CQSRRDSC CQSDISC
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Table 10. CQS mapping macros and request trace records (continued)

Macro CQS request macro for return codes, reason codes, and completion
codes
CQSRRRSY CQSRSYNC
CQSRRINF CQSINFRM
CQSRRPUT CQSPUT
CQSRRRD CQSREAD
CQSRRBRW CQSBRWSE
CQSRRUNL CQSUNLCK
CQSRRMOV CQSMOVE
CQSRRRCV CQSRECVR
CQSRRDEL CQSDEL
CQSRRQRY CQSQUERY
CQSRRCHK CQSCHKPT
CQSRRSHT CQSSHUT
CQSRRUPD CQSUPD

CQS trace records in formatted dumps contain eye catchers that identify the trace code and the trace
subcode.

The following example shows a CQS trace record with eye catchers:

INFRM: INF DONE FOR Q 06090101 O5E3F3F2 F7FOD3C1 40404040
40404040 05541160 AF975E81 59426906

The trace code is in the first byte (X'06"), which the CQSRQTYP macro documents as the CQSINFRM
request. The eye catcher is INFRM. The CQSTRINF macro maps the trace records for trace code X'06'.

The trace subcode is in the second byte (X'09'), which the CQSTRINF macro documents as "inform done
for queue." The eye catcheris INF DONE FOR Q.

The CQSTRINF macro documents byte 3 for trace code X'06' as containing the structure ID (X'01").
Structure ID X'01' indicates the primary MSGQ structure.

The CQSTRINF macro documents byte 4 for trace subcode X'06' as containing the client ID (X'01").

Client ID X'01' represents the client that issued the CQSINFRM request. The CQSTRINF macro documents
words 2, 3, 4, and 5 for trace subcode X'06' as containing the name of the queue for which the inform was
done. This queue name is for queue type 05 (the IMS transaction queue). The queue name is T3270LA
(X'E3F3F2F7F0OD3C1").

The CQSTRINF macro documents word 6 for trace subcode X'06' as the ECB of the task that wrote this
trace record (X'05541160").

The CQSTRINF macro documents words 7 and 8 as the STCK time of when the trace record was written.

CQS log records

You can use Common Queue Server (CQS) log records to diagnose problems related to the CQS address
space and generate various reports, such as statistics about the number of requests.

CQS writes records to the z/0S log stream that contains all CQS log records from all CQSs that are
connected to a structure pair. You can use the log records to:

« Diagnose problems related to the CQS address space.
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For CQS internal errors, the IBM support representative will direct you to print the appropriate log
records.

You can sometimes use information in the log records to set up a keyword string to search APAR
descriptions and compare them to your own problem.

« Generate various reports related to the CQS address space, such as statistics about the number of
requests.

By knowing the content and format of the log records, you can set up a DFSERAL0 job to format and
print the specific log records you want.

Each CQS log record contains a log record prefix, followed by data that is unique to the record. Macro
CQSLGPFX maps the log record prefix.

You can view the CQS log record formats by assembling mapping macro CQSLGREC with TYPE=ALL.

Individual log record DSECTs can be obtained by assembling the ILOGREG macro while including a format
statement for the desired log record.

Table 11. CQS log records

Mapping
Type Subtype macro Conditions for writing the log record
X'03' X'01' CQSLGCON CQSCONN request: The client connect to a structure completed.
X'04' X'o1' CQSLGDSC CQSDISC request: The client disconnect from a structure completed.
X'07' X'01' COSLGPUT CQSPUT OBJECT request completed.
X'02' CQSPUT COMMIT request completed.
X'03' CQSPUT START request completed.
X'04' CQSPUT FORGET request completed.
X'05" CQSPUT ABORT request completed.
X'06' CQSPUT request failed.
X'07' CQSPUT system checkpoint record was written.
X'08' CQSPUT FORGET request completed. This is a batched log record.
X'08' X'o1' CQSLGRD CQSREAD request completed.
X'02' CQSREAD request failed.
X'03' CQSREAD system checkpoint record was written.
CQSLGCHD This system checkpoint header record is not a complete log record, but
it is used in CQSLGPUT and CQSLGRD system checkpoint log records.
X'0B' X'01' COSLGMOV CQSMOVE or CQSUNLCK request completed.
X'02' CQSMOVE or CQSUNLCK request failed.
X'03' CQSMOVE or CQSUNLCK request moved an object between the primary
and overflow structure.
X'oD' X'01' CQSLGDEL CQSDEL request: Delete-type 1 (delete by token) completed.
X'02' CQSDEL request: Delete-type 2 (delete by queue name) completed.
X'03' CQSDEL request: Delete-type 3 (delete by queue name and UOW)
completed.
X'04' CQSDEL request: Delete-type 1 (delete by token) completed. Thisis a

batched log record.

144 IMS: Diagnosis



Table 11. CQS log records (continued)

Mapping
Type Subtype macro Conditions for writing the log record
CQSLGBHD This batched log record header record is not a complete log record, but
is used in CQSLGPUT and CQSLGDEL batched log records.
X'10' X'o1' CQSLGSHT CQSSHUT request completed.
X'32' X'o1' CQSLGYCH System checkpoint started.
X'02' System checkpoint ended.
X'03' System checkpoint failed.
X'40' X'01' CQSLGIST Beginning of log stream.
X'42' X'01' CQSLGTCH Structure checkpoint started.
X'02' Structure checkpoint ended.
X'03' Structure checkpoint failed.
X43' X'01' CQSLGRBL Structure rebuild started. Statistics about
the old structure, the rebuild structure,
and rebuild failure are mapped by CQSSSTT6.
X'02' . .
Structure rebuild ended. Statistics about
the old structure, the rebuild structure,
and rebuild failure are mapped by CQSSSTT6.
X'03' Structure rebuild failed. Statistics about
the old structure, the rebuild structure,
and rebuild failure are mapped by CQSSSTTé6.
X'04' . . )
Structure rebuild resulted in a lost UOW list.
This record lists the lost UOWs.
X'44' X'01' CQSLGOFL Overflow threshold began.
X'02' Overflow threshold ended.
X'03' Overflow threshold failed.
X'04' Overflow mode ended.
X'05" Overflow status change.
X'06' QOnames were moved to overflow.
X'07" QOnames were removed from overflow.
X'08' CQSOVERFLOWQNMR, a control list entry containing the list of queue
names deleted from overflow, was deleted.
X'09' Overflow Scan Begin.
X'0A' Overflow Scan End.
X'0B' Private Queue Scan Begin.
X'oc' Structure to be deleted.
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Table 11. CQS log records (continued)

Mapping
Type Subtype macro Conditions for writing the log record
X'60' X'0o1' COSLGSTT Structure statistics were written at the end of system checkpoint.
Individual statistics areas are mapped by CQSSSTT1, CQSSSTT2,
CQSSSTT3, CQSSSTT4, and CQSSSTTS.
X'co' Internal BPE service statistics were written at the end of system

checkpoint. BPE statistics areas are mapped by macro BPESSTA.

Printing CQS log records

To print the CQS log records from the z/OS system log, use the IMS File Select and Formatting Print utility
(DFSERA10) with exit routine CQSERA30.

Example JCL to print CQS log records

The following example shows the required JCL to print the log records from a z/OS system log. This JCL
causes the z/0S logger to invoke the default log stream subsystem exit routine, IXGSEXIT, to copy the log
records. The exit routine returns a maximum of 32 760 bytes of data for each log record even though CQS
supports larger log records. You can specify the name of a different exit routine, if necessary.

Use the following JCL to print the CQS log records:

//CQSERA10 JOB  MSGLEVEL=1,MSGCLASS=A,CLASS=K
//STEP1 EXEC PGM=DFSERA10

//STEPLIB DD DISP=SHR, DSN=IMS.SDFSRESL
//SYSPRINT DD SYSOUT=A

//TRPUNCH DD SYSOUT=A,DCB=BLKSIZE=80
//SYSUT1 DD DSN=SYSLOG.MSGQO1.LOG,

// SUBSYS=(LOGR, IXGSEXIT),
// DCB=(BLKSIZE=32760)
//SYSIN DD =«

CONTROL  CNTL H=EOF

OPTION PRINT EXITR=CQSERA30

END

//

DD statements

STEPLIB
DSN= points to IMS.SDFSRESL, which contains the IMS File Select and Formatting Print utility
(DFSERA10).

SYSUT1
DSN= points to the CQS log stream name that was specified in the LOGNAME= parameter in the
CQSSGxxx PROCLIB member.

Control Statements

H=
Specifies the number of log records to print. H=EOF prints all log records.
EXITR=CQSERA30
The CQS log record routine that is called to format each log record. This routine prints the record

type and time-stamp information for each record, and dumps the contents of the record (up to a
maximum of 32 760 bytes (X'7FF8')).

Limiting Log Data to a Specified Time Range
You can limit the log records you print to those in a particular interval of time by using the FROM and
TO parameters on the SUBSYS statement. For example, the following DD card:

//SYSUT1 DD DSN=SYSLOG.MSGQO1.LOG,
// SUBSYS=(LOGR, IXGSEXIT,
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// 'FROM=(2001/042,11:00:00) ,T0=(2001/042,12:00:00) '),
// DCB=(BLKSIZE=32760)

would pass log records only from 11:00 to 12:00 on day 42 of the year 2001 to the DFSERAL0
program. Dates and times specified in this manner are in GMT, and the seconds field of the time
values is optional. If you want to use local dates and times, add the LOCAL keyword to the statement:

//SYSUT1 DD DSN=SYSLOG.MSGQO1.LOG,

// SUBSYS=(LOGR, IXGSEXIT,

// 'FROM=(2001/042,11:00:00) ,T0=(2001/042,12:00:00) ,LOCAL"),
// DCB=(BLKSIZE=32760)

Copying CQS log records for diagnostics

IBM Software Support sometimes requires a copy of a range of CQS log records for problem
determination. You can use the IEBGENER utility program to copy some or all of the CQS log for a
structure to a BSAM data set for sending to IBM Software Support.

IEBGENER utility program example

The copy made by the IEBGENER utility is a binary image of the log records. The following JCL is a job
that copies CQS log records between 15:10 and 15:30 local time on day 89 of 2001 to a data set named
CQS.LOG.COPY:

//CQSCPYLG JOB MSGLEVEL=1,CLASS=K
//*********************************************************************
//* THIS JOB COPIES A CQS LOG STREAM TO A DATASET (MAX 32K / RECORD) =*
A A K KA KA AR A KA KKK KKK KA AR A KA KR A KA
//STEP1 EXEC PGM=IEBGENER
//SYSPRINT DD SYSOUT=x
//SYSUDUMP DD SYSOUT=*
//SYSIN DD DUMMY
//SYSUT1 DD DSN=SYSLOG.MSGQO1.LOG,
SUBSYS=(LOGR, IXGSEXIT,
'FROM=(2001/089,15:10) ,T0=(2001/089,15:30) ,LOCAL"),
DCB=(BLKSIZE=32760)
SYSUT2 DD DSN=CQS.LOG.COPY,
DISP=(NEW, KEEP,DELETE) ,
VOL=SER=EDSDMP,
SPACE=(CYL, (10,10)),
UNIT=SYSDA

NSNS NN
~— e e

If you copy CQS log records using the IEBGENER utility, the following guidelines apply:

« The copied records cannot be used by CQS in any way (such as restart or recovery). They are for
diagnostic purposes only.

« CQS log records that are greater than 32 KB in length are truncated. The SUBSYS exit supports a
maximum of a 32 KB record size.
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Chapter 7. CSL - Common Service Layer service aids

Common Service Layer (CSL) and Resource Manager (RM) trace records can help you analyze problems in
CSL.

Related tasks

“Collecting data about CSL-related problems” on page 22

The Common Service Layer address spaces, Open Database Manager (ODBM), Operations Manager,
Structured Call Interface, and Resource Manager, produce SDUMPs for internal errors. The CSL dumps
are in the SYS1.DUMP data sets.

CSL trace records

You can analyze CSL address space trace records (for example OM, RM, or SCI) in a formatted dump to
determine whether a problem is environmental or internal.

Trace records

Trace record eye catchers in a formatted dump provide clues about which function resulted in an error.
You might be able to take action to correct environmental problems immediately. Refer internal problems
to IBM with appropriate documentation, such as system console logs and dumps.

ODBM trace records are written to one or more of the trace tables shown in the following table.

Table 12. Trace tables for ODBM trace records

Table name Number of tables Table description

CSL 1 CSL activity, including errors
ERR 1 Errors

ODBM 1 ODBM activity

PLEX 1 per IMSplex IMSplex activity, including errors

OM trace records are written to one or more of the trace tables shown in the following table.

Table 13. Trace tables for OM trace records

Table name Number of tables Table description

CsL 1 CSL activity, including errors
ERR 1 Errors

oM 1 OM activity

PLEX 1 per IMSplex IMSplex activity, including errors

RM trace records are written to one or more of the trace tables shown in the following table.

Table 14. Trace tables for RM trace records

Table name Number of tables Table description

CSL 1 CSL activity, including errors
ERR 1 Errors

PLEX 1 per IMSplex IMSplex activity, including errors
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Table 14. Trace tables for RM trace records (continued)

Table name Number of tables Table description
REPO 1 IMSRSC repository activity, including errors
RM 1 RM activity, including errors

SCI trace records are written to one or more of the trace tables shown in the following table.

Table 15. Trace tables for SCI trace records

Table name Number of tables Table description

CSL 1 CSL activity, including errors
ERPL 1 Parmlist errors

ERR 1 Errors

INTF 1 SCI interface activity

INTP 1 Interface parmlist

PLEX 1 per IMSplex IMSplex activity, including errors
SCI 1 SCI activity, including errors

Each CSL trace record contains 32 bytes (the ERPL and INTP tables in the SCI address space contain
records that are 256 bytes). The first byte is the trace code, which indicates the function that wrote

the trace record. Examples of trace code functions include address space initialization, address space
termination, the CSLOMCMD request, the CSLRMUPD request, and the CSLSCRQS request. The second
byte is the trace subcode, which indicates the category of the trace record. Examples of trace subcode
categories include begin request, end request, CQS error, and SCI error. Most trace records include a
2-byte module identifier of the module that wrote the trace record. The last 8 bytes are the STCK time
stamp of when the trace record was written. Trace record mapping of the rest of the fields is unique to the
trace subcode.

CSL address space trace codes and other common codes used in trace records are mapped by a macro
following the naming convention of CSLxCODE macro, where x represents the CSL address space as
shown in the following table.

Table 16. CSL address space trace code mapping macros

Codes macro name Description

CSLDCODE ODBM codes

CSLOCODE OM codes

CSLRCODE RM codes

CSLSCODE SCI codes

CSLZCODE CSL codes common to multiple CSL address spaces

CSL address space trace records are mapped by a macro following the naming convention of CSLXxTRC
macro, where x represents the CSL address space as shown in the following table.

Table 17. CSL address space trace record mapping macros

Trace macro name Description
CSLDTRC ODBM trace records
CSLOTRC OM trace records
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Table 17. CSL address space trace record mapping macros (continued)

Trace macro hame Description

CSLRTRC RM trace records

CSLSTRC SCI trace records

CSLZTRC CSL trace records common to multiple CSL address spaces

Trace record mapping is based upon the trace subcode, which identifies the category of trace record.
One particular trace subcode can apply to many trace codes. Each trace record mapping also includes a
pictorial representation in a comment block. Use the trace subcode to locate the trace record mapping in
the CSLXTRC macro. Some trace codes are unique to a particular CSL address space, others are common
to more than one CSL address space.

The CSLxCODE macro includes 2-byte module identifier codes that are used in trace records and
messages when it is necessary to identify a CSL module. The module identifier represents the module
that wrote the trace record. Module identifier codes are defined as follows:

CSL address spaces
X'0001'-X'6FFF'

CSLZ modules
X'7000'-X"77FF'

BPE modules
X'7800'-X"7FFF'

Not used
X'8000'

Reserved for BPE tracing
X'8001'-X'FFFF'

CSL request trace records sometimes contain a return code, reason code, and completion code from the
request. CSL request return codes, reason codes, and completion codes are mapped by macros following
the naming convention CSLXRR, where x represents the CSL address space as shown in the following
table. These macros are in the IMS.SDFSMAC data set.

Table 18. CSL request return, reason, and completion codes mapping macros

Macro Description

CSLDRR ODBM return codes, reason codes, and completion codes
CSLORR OM return codes, reason codes, and completion codes
CSLRRR RM return codes, reason codes, and completion codes
CSLSRR SCI return codes, reason codes, and completion codes

CSL trace records in formatted dumps contain eye catchers that identify the trace code, the trace
subcode, and the module that wrote the trace record. The EPL and INTF trace tables in SCI contain
parameter lists, tables, and other data areas that cross the SCI interface. These data areas are formatted
in the SCI dump.

Related concepts

Overview of the IMSRSC repository (System Definition)

Related reference

BPE configuration parameter member of the IMS PROCLIB data set (System Definition)
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RM trace record example

An example of an RM trace record with eye catchers is described.

RM trace record with eye catchers

CEVTX:*CQS SERVICE ERR RCQE 60110000 03000042 0000000C 00000304 00000008 OBC6OC20 B6B1AFO9 07C68FO8

The trace code is in the first byte (X'60"), which the CSLRCODE macro documents as CQS Event Exit. The
eye catcher for this is CEVTX. The trace subcode is in the second byte (X'11"), which the CSLRTRC macro
documents as a miscellaneous CQS service error. The eye catcher for this is xCQS SERVICE ERR. The
asterisk at the beginning of the eye catcher indicates an error.

The CSLRTRC macro documents byte 5 for trace subcode X'11' as containing the service request X'03,
which is the CQSCONN request.

The CSLRTRC macro documents byte 8 for trace subcode X'11' as containing the module ID X'0042/,
which the CSLRCODE macro defines as module CSLRCQEOQ. The module name is included in the eye
catcher on RCQE. The CSLRTRC macro documents word 3 for trace subcode X'11' as containing the
CQSCONN return code X'0000000C'. The CQSRRCON macro defines the CQSCONN return codes, reason
codes, and completion codes. The CQSRRCON macro defines return code X'0000000C" as a list error.

The CSLRTRC macro documents word 4 for trace subcode X'11' as containing the CQSCONN reason code
X'00000304'. The CQSRRCON macro defines reason code X'00000304' as no requests successful.

The CSLRTRC macro documents word 5 for trace subcode X'11' as containing the CQSCONN completion
code X'00000008'. CQSRRCON macro defines completion code X'00000008' as no resource structure is
defined. RM was unable to connect to the resource structure because it is not defined. This is probably an
environmental problem where the resource structure was not correctly defined to CQS.

The CSLRTRC macro documents word 6 for trace subcode X'11' as containing the ECB address
(X'0BC60C20".

152 IMS: Diagnosis



Chapter 8. DB - Database service aids

You can use service aids, such as the IMS test program (DFSDDLTO), as well as various diagnostic
techniques, to analyze problems with IMS databases.

Job control block trace

The job control block (JCB) trace is one of most useful diagnosis tools for any application problem that
might occur. The trace is an easy way to determine the last five calls that were issued, and what their
return codes were.

Analyzing the JCB trace

Analyzing the JCB trace is a good way to identify application problems. For example, sometimes the
application programmer forgets to handle a certain status code, even though it identifies an error
situation. Seeing the call and its return code draws attention to this application error and makes it easier
to resolve.

The JCB trace is always on (you do not need to do anything to turn it on), and is included in every IMS
dump. The job control block portion of the dump is formatted under the heading, JCB. The JCB trace is a
wrap-around area that consists of six 2-byte entries. The first entry begins at the offset of JCBTRACE in
the JCB portion of the dump and is followed immediately by the remaining five entries. As the entries are
inserted into the trace area, previous entries are shifted left.

In the first through fifth entries, the first byte identifies the DL/I call. The second byte in these entries
contains the second character of the DL/I I/O status code (return code). The sixth entry contains
information about the call that immediately preceded the call that was being processed when the abend
occurred; this information can be useful in determining what occurred prior to the failure. The function of
that prior call is identified in field JCBPREVF of the JCB, and the status code of the prior call is in field
JCBPREVR.

If one of the 2-byte fields in the JCB trace contains X'0000', no call was made.

Example JCB trace

The JCB trace might contain the following six fields:

0000 0000 0205 0305 0140 0140

This trace indicates that only four calls were made, the most recent of which was a get-unique call (either
GU or GHU), as indicated by the first-byte code of X'01". The status code for the most recent call was X'40'.

Related concepts

“Dump analysis introduction” on page 159

In a pseudoabend supervisor call (SVC) dump that is generated by module DFSERA20, you can find the
failing program specification table (PST) by searching the save areas for the caller of module DFSERA20.
In the save area flow, DFSERA20 is called INTERA20 and register 1 contains the failing PST address.

Sample JCB trace

A sample JCB trace is shown.

JCB dump example

The following table shows an example of a JCB dump.
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JCEBTRACE
|_

Status coda
‘L_JGB o ¢ Function code
00190B68 00150BBO 0019F40C 0019F6S4 ADCBIF3C | 2140 0149|2140 0205 || 0305 0140l

OO19CFR0 059C0010 00000080 00000000 000040C0  7OO10

Figure 60. Example of a ICB dump

JCB trace call function codes

DL/I user calls are listed, including codes and calls.

DL/I user call encoded functions

The following table shows the DL/I user call encoded functions, which are contained in DFSDLAQO, at
label FUNCSTRT.

Table 19. DL/I user call encoded functions

Code Call Code Call

00 GB 65 LOG

00 GBT 70 RELOAD
00 GHB 80 OPEN
00 GHBT 81 CLOSE
00 GHP 82 STOP

00 GL 83 CHANGE
00 GND 84 SNAP
00 GNX 85 CHECK POINT
00 GP 86 STATISTICS REQUEST
01 GHU 87 CMD

01 GU 88 GCMD
03 GHN 89 ROLB

03 GN 90 PURGE
04 GHNP AO UNLD
04 GNP Al GSCD
20 DLET or REPL A2 MOVE
21 REPL BO SPND
22 DLET F1 XSET

23 DLET or REPL F2 XRUN
40 ISRT F3 XFIN

41 ISRT F4 XSCD
42 ASRT F5 XOFF
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Table 19. DL/I user call encoded functions (continued)
Code Call Code Call
60 DEQ

DL/I test program - DFSDDLTO

The DL/I test program is an IMS application that issues calls to DL/I based on control statement
information. For diagnostic purposes, this allows you a means of separating the application logic from
DL/I logic to resolve problems.

Optionally, the DL/I test program compares the results of the calls with expected results provided in
control statements. If the returned results do not match the expected results, the program can provide a
SNAP of any combination of DL/I blocks, I/O buffer pool, subpools 0-127, and the entire region. The test
program can also invoke the IMS SNAP call, by means of its control statements, during normal execution
to provide diagnostic information on the DL/I calls that are executing correctly.

COMPARE statement SNAPs

When a DL/I call does not produce the results you expect, you can use the COMPARE statement to
compare the actual results of a call with the expected results. The normal output of this statement usually
provides enough information to determine what is causing the problem.

When the output from a COMPARE statement does not provide enough information, you can use the SNAP
option of the COMPARE statement to obtain additional diagnostic information. Specifically, the I/O buffer
pool and the DL/I blocks are dumped. You can use the generated diagnostic output, in conjunction with
IMS Version 15.3 Messages and Codes, Volume 3: IMS Abend Codes to determine the cause of the user
abend you are diagnosing.

A Attention: The COMPARE SNAP statement is a call to DL/I. Therefore, when a SNAP option is
issued, some data in the captured area might be changed as a result. To prevent inadvertent
change to data that is not involved in the problem, use a COMPARE SNAP statement only for the
specific data that is involved in the problem.

Some control blocks are always dumped. Others are dumped only when you request them in the SNAP
options.

The following control blocks are always dumped:

« The SCD
« The PST (save areas related to the current DL/I task are a part of the PST)
« The Retrieve trace area

The following SNAP option requests dump the control blocks or buffers listed:
« A request for the buffer pool dumps:

— OSAM buffer pool prefix and buffer pool, if present
— VSAM subpool prefix and buffer prefix and subpools
— Header for the DL/I, dispatcher, scheduler, and latch trace tables
— The DL/I trace table
— The dispatcher trace table
— The scheduler trace table
— The latch trace table
— Hierarchical direct (HD) trace table, if present
— Sequential buffering control blocks and buffer pools, if present
» A request for the current DB PCB or all PSB-related control block dumps:
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— Delete/replace work areas, when allocated

— ENQ/DEQ trace table, if present

— PSB and PSB work areas

— PCB information, including JCB, DSGs, and level table

— The block of SDBs, SDB expansion blocks, and generated SDBs
— DMB directories

— DMBs for the current PSB

— PNTs associated with partition DMBs

If you also requested buffers, a request for the current DB PCB or all PSB-related control block dumps:
— Any HISAM/QSAM buffers
— Any VSAM LRECs for each qualifying DSG
- Arequest for the entire region, or subpools 0-127, dumps the entire region or the subpools.
A SNAP of the entire region or subpools is sent to a SNAP data set.

If the SNAP destination is the IMS log, the request is changed to a SNAP of all control blocks, regardless
of other option specifications.

A region or subpool SNAP, when requested, appears before any additional SNAPs that were requested.

If the destination of the SNAP is the IMS log, you can select and format these records (type X'67FD')
from the log by using the File Select and Formatting Print utility (DFSERA10) with formatting exit routine
DFSERA30.

SNAPs on exceptional conditions

IMS produces SNAPs of DL/I control blocks on the IMS log (or the CICS system log).

The SNAP call facility identifies calling routines that generate snap dumps. Supervisor call (SVC) dumps
are generated only for the intended abend codes or status codes, and for unknown calling routines.

IMS produces SNAPs of DL/I control blocks on the IMS log (or the CICS system log) in the following
exceptional situations:

« A pseudoabend condition is encountered in a DL/I module.
« A system or user abend occurs for either a message region or a batch message region.

Control block SNAPs are produced in the same format as those produced by a DL/I SNAP call specifying
ALL or YYY as SNAP options.

The SNAP IMS log records are record type X'67', subrecord type X'FF'. You can select these log records
from the IMS log with the File Select and Formatting Print utility (DFSERA10). You can format output
selected from the log with the formatting edit routine DFSERA3O0.

Internal IMS functions can request the snapping of specific virtual storage areas by issuing a SNAP
Specific call to DFSERA20.

The following IMS functions request or use the SNAP Specific facility:

« SBSNAP option, on completion of calls from IMS modules to the Sequential Buffering buffer handler
- SBESNAP option, during SB evaluation

- SB COMPARE option, when detecting a mismatch between the buffer content that the SB buffer handler
was returning to the OSAM buffer handler and the content of the database block as it is stored on DASD

For IMS online regions and CICS, these SNAPs are written to the IMS log. For IMS batch regions, these
SNAPs can be written to either the log or to a data set specified on another DD statement.
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When written to the log, the IMS log records have a record type X'67' and a subrecord type X'E'. The value
of the low-order half-byte of the subrecord type depends on the IMS function that requests the SNAP. The
subrecord types are:
X'ED'

SBESNAP option
X'EE'

SBSNAP option
X'EF'

SB COMPARE option

The formatting edit routine DFSERA30 can format output selected from the log.

Related reference

“Printing log records and trace table entries” on page 503

You can use the File Select and Formatting Print utility (DFSERA10) to print both log records from the IMS
log data set and the externalized trace table entries that are recorded in the DFSTRAXxx data set.

“Sequential buffering service aids” on page 224

When you receive a message or abend that indicates a problem with sequential buffering (SB), several
diagnostic tools are available. Some of these tools are useful for diagnosing other IMS database-related
problems.

DL/I call image capture

DL/I call image capture (module DFSDLTRO) enables you to trace and record all DL/I calls issued by
an application program. The trace output is in a format acceptable as input to the DL/I test program
DFSDDLTO.

DL/I call image capture is a useful debugging tool because it allows you to rerun an application program
and generate the DL/I calls necessary to duplicate the condition that caused the program failure. This run
provides you with documentation to assist you in problem determination.

You can run the trace in either a batch or DB/DC environment.

Related tasks

“DL/I call image capture program” on page 219

The DFSDLTRO program, which operates independently, traces and records all DL/I calls issued by an
application or multiple applications. The output is in a format acceptable as input to the DL/I test program
DFSDDLTO.

Batch environment

In a batch environment, you start DL/I call image capture using the DLITRACE control statement in the
DFSVSAMP DD data set.

The control statement allows you to trace either all DL/I calls issued by an application program or a range
of calls. The traced information can be put in a sequential data set, the IMS log data set, or into both
concurrently.

Online environment

In a DB/DC, DCCTL, or DBCTL environment, you start and terminate DL/I call image capture by issuing
the /TRACE command from the master terminal (DB/DC and DCCTL only) or from the system console.

For example, to trace full-function database calls for a named PSB and send the output to an external
data set, issue the following command:

/TRACE SET ON PSB psbname OPTION LOG
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How to retrieve DL/I call image capture data from the log data set

If trace data is sent to the IMS log data set, you can retrieve it using the File Select and Formatting Print
utility (DFSERAZ10) and the DL/I call image capture exit DFSERA5O0.

To use DFSERASOQ, you need to insert a DD statement defining the output data set in the DFSERAL0 input
stream. The default ddname for this DD statement is TRCPUNCH. The statement must specify LRECL=80.

DL/I analysis

Debugging suggestions for a batch environment, including DL/I and DBB regions are described.

These debugging suggestions are useful in a batch environment. The information is valid for DL/I or DBB
regions.

Before diagnosing abends in a batch region, review the external conditions. Verify that your environment
is correct by asking the following questions:

« Are the JOBLIB/STEPLIB DD statements pointing to the correct libraries?

« Are the PSBLIBs and DBDLIBs at the same level as the JOBLIB/STEPLIB modules?

« If running with an ACBLIB, was the ACBGEN run under the same level of IMS you are currently running
on?

« Were the databases correctly allocated and intact before starting the current run?

Related tasks

“Locating database-related traces” on page 162
Locating Retrieve trace, JCBTRACE, DL/I trace and LOG data set are shown.

IMS abends

User abends and system abends are discussed.
In general, abend dumps have two causes:

« An abend issued by an IMS module (user abend)
A program check within an IMS module (system abend)

AlLIMS abends are issued with the dump option.

User abends
There are two methods by which an IMS module can issue an abend when an error condition is detected.

« The first method is the standard ABEND macro issued by the code at the point of error detection. With
this method, the PSW, at entry to the abend, points at the code within the module that both detected
the error and issued the abend.

- With the second method, the module that detects the error does not issue the abend, but instead
passes the error indication back to the program request handler, which then issues a real abend. The
PSW, at entry to the abend, now points to the program request handler rather than to the module
that detected the error. The pseudoabend method is used by DL/I modules that abend an application
program in a dependent region but do not abend the IMS control region in a DB/DC environment.

When the DL/I test program is used as the application program, the pseudoabend is passed back to
the test program rather than to the program request handler. This allows the test program to request a
formatted SNAP rather than only an abend dump.
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Dump analysis introduction

In a pseudoabend supervisor call (SVC) dump that is generated by module DFSERA20, you can find the
failing program specification table (PST) by searching the save areas for the caller of module DFSERA20.
In the save area flow, DFSERA20 is called INTERA20 and register 1 contains the failing PST address.

The SNAP call facility identifies calling routines that generate snap dumps. SVC dumps are generated only
for the intended abend codes or status codes, and for unknown calling routines.

The following list provides general considerations for dump analysis:

« The first request block (RB) on the RB chain represents the IMS batch region controller (DFSRRC00).
The second RB on the RB chain represents the batch program controller (DFSPCC30). Module
DFSPCC30 always links to the application program that is named in the parameter field of the EXEC
statement. Therefore, the application program must be represented by the third RB. However, if the
application program uses an IMS service, and that service abends, the third RB points to the offending
IMS routine.

 The last two SVRBs represent ABEND and ABDUMP. The register contents at the time of abend are
usually found in the first abend SVRB. The IMS STAE work area (DFSFSWAOQ) and the RTM work area in
z/0S are also used to hold the register contents at abend time.

« There are two PSTs in a batch environment. One is used for all application calls and the second is used
for background write whenever it is activated.

« Each PST has a 20-level save area set as part of the PST. When the abend occurs, ABDUMP prints the
save areas that are associated with the active PST.

- At abend time, the IMS STAE routine gets control to flush the database buffers and close the log data
set. It builds six additional save areas and chains them to the last save area in the active PST. The
IMS STAE routine is partially contained within module DFSPCC30 and has an entry ID starting with the
characters PCE.

« Most IMS modules use register 12 as a base register.

Related concepts

“Job control block trace” on page 153

The job control block (JCB) trace is one of most useful diagnosis tools for any application problem that
might occur. The trace is an easy way to determine the last five calls that were issued, and what their
return codes were.

“DL/I trace formats” on page 164

The figures in this section show the formats of the most commonly used DL/I trace entries. The figures
are included to help you understand the DL/I trace entries in order to communicate more effectively with
IBM Software Support representatives and to build a valid search argument.

Related reference

“HDAM, HIDAM, PHDAM, or PHIDAM database” on page 127
HDAM, HIDAM, PHDAM, and PHIDAM databases share the following record format.

Dump analysis - detailed

To thoroughly analyze a dump, you need to understand the save area, DL/I call sequence, and the buffer
handler request sequence. This section discusses each of these elements.

Save areas

A DL/I call passes from the application program to the DL/I language interface (DFSLI000), to the
program request handler (DFSPR000), to the batch nucleus (DFSBNUCO), and then to the DL/I call
analyzer (DFSDLAOQO).

If everything works properly, the save area trace shows the contents of the registers at entry to the
application program, the program request handler, and the DL/I analyzer. The DL/I analyzer passes the
first save area in the PST to a DL/I module. This PST save area is the first save area below the save area
that holds the contents of the registers at entry to the DL/I analyzer.
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The contents of register 1 at entry to the DL/I analyzer is a pointer to the PST. This is the only register
passed to the analyzer (the user call list pointer is passed to the analyzer in PSTIQPRM).

If the abend is a program check or an inline abend, the save area trace always gives a true indication
of the flow of control between DL/I modules and the current depth of save area set usage. Most DL/I
modules or X'01"' with the low-order byte of register 14 on return to a higher-level module.

If the abend is a pseudoabend, the save areas below the analyzer might have been reused and therefore
would not reflect the conditions at the time the abend condition was detected; for example, the DB
Monitor might have been called by the analyzer.

Note: When pseudoabends are detected by some modules, the registers 14 to 12 at error, are stored at
PSTSAVL+12. The high order byte in PSTSAVL+12 will contain a one-byte code for the module detecting
the error. Here are the modules which will save registers and their corresponding codes in PSTSAVL+12:
X'AA'

DFSDLROO
X'BB'

DFSDDLEO
X'cc'

DFSDLDOO
X'DD!

DFSDXMTO
X'EE'

DFSURGUO
X'FF'

DFSRCHBO

Here is an example from the formatted PST of an abend U0853:

WD1 000EEOO0 HSA 202C6BC8 LSA 2CD73BO8 RET AA049128 EPA 30BO2F40 RO 30000355
R1 212ADO40 R2 2CD78790 R3 2FB6F5B4 R4 8004911E R5 2FB6FA8C R6 01410254
R7 21748060 R8 2FB6F82C R9 00000002 R10 30BO53CO R11 000401EO R12 00047DCO

Since "RET" (PSTSAVL+12) contains X'AA', module DFSDLROO detected this pseudoabend.

DL/I call sequence

You can determine the current DL/I call and the sequence of calls leading up to the failure by scanning the
DL/I trace table. Find the last entry made in the trace table by using the current entry pointer and then
scanning backward in the table for the last entry made by the DL/I analyzer (entry code AA). This entry
represents the current DL/I call.

You can determine the call sequence by continuing the backward scan, noting each entry made by the
analyzer. Along with the call function, the analyzer also records the PCB address that was passed in the
user's call list.

Buffer handler request sequence

The buffer handler router traces each request to the buffer handler from a DL/I module. When the router
receives the request, it passes the request to the OSAM buffer handler or the VSAM interface module.
When the call is complete, control returns to the router. The router obtains the next available trace table
entry and stores information describing the input and output for the buffer handler call.

By looking at all buffer handler entries between two DL/I analyzer DFSDLAQOQ entries (two specific DL/I
calls), you can determine all requests made to the buffer handler to satisfy any specific DL/I call. A typical
request to the buffer handler is a GET by relative byte address from the retrieve module. The entry made
for this GET by relative byte address has a function code of E2, the RBA requested, and, if the request was
satisfied (return code 0), the address of the segment read into the buffer pool.
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Generalized DL/I problem analysis

One method of problem analysis is discussed. Not all DL/I abends can be diagnosed using this sequence,
but you can use the steps as a guide to DL/I debugging. All numbers are in hexadecimal.

1.

The following approaches are valid if the IMS dependent region subtask appears in the dump.

« Look at the user's call list for the current or last call. PSTIQPRM points to the call list. For all
dependent region types, if the reentrant DL/I language interface, DFSLIOOQO, is used, the user's
call list address can be found in the contents of register 1 in the save area set at entry point to
DFSPROXO0-115 from the save area trace.

« To find the last call parameters in a MPP or BMP dump, locate module DFSFSWAO in the dump. Scan
this module for ECP. At offset X'104' from ECP is a pointer to the parameters that made the last call
to DL/I.

« To find the PCBs in an MPP or BMP dump, find DIRCA in module DFSFSWAO. The word immediately
following DIRCA contains the address of an area of storage obtained by the GETMAIN macro
instruction. This area contains the PCB list and all non-GSAM PCBs. The format of this area is:

— At offset X'14" is the beginning of the PCB list passed to the program.
— Immediately following the end of the PCB list is a copy of the I/O PCB, if one exists.
— The next PCB (and subsequent PCBs) follow the end of the I/0 PCB.

« Because they exist elsewhere in the dump, GSAM PCBs are not copied here. The pointers to the
GSAM PCBs can be found in the PCB list at offset X'14.'

. If the abend occurred after the DL/I analyzer received the call, but before the application program got

control back, the last call entry (code AA) in the DL/I trace table matches the current call. Use the
technique described in “DL/I call sequence” on page 160 to determine the call sequence as far back
as possible, noting the PCB address associated with each call.

. Compare the contents of PSTDBPCB to the PCB address in the last call entry in the trace table. If they

are different, index maintenance is probably in control using its PCB within the PSB. Check the save
area trace to verify this.

. Find the current PCB from the address in the trace table, and then find the JCB. Starting at label

JCBTRACE in the JCB are six 2-byte trace entries for the last six calls issued against this PCB. The
oldest entry is at the beginning and the newest entry is at the end of JCBTRACE. The first byte of an
entry is the encoded call function and the second byte is the last half of the status code for that call.
For example, an 0140 is an entry for a GET UNIQUE call that resulted in a blank status code. This trace
is maintained by the DL/I analyzer at the completion of the call.

. Look at the contents of JCBLEV1C. If the call is a get or an insert, the retrieve module zeros this word

at entry and then stores a pointer to each level table entry when it completes the call for that particular
level. If the word is zero, retrieve is still trying to satisfy the call at the root level. Generally, JDBLEV1C
reflects the lowest level satisfied during the current or last get or insert call.

. Check each level table entry to see if it holds a valid current position. Valid position is indicated by the

absence of the empty bit in FLAG1 (LEVEMPTY in LEVF1, bit 1 byte 1). If this bit is off (valid position),
LEVSDB points to the SDB currently in use or the last one used for this level. At the same time, LEVTTR,
which contains either a relative byte address (RBA) or a relative record number (RRN), should match
the current position saved in the SDB (SDBPOSC). In addition, if the database is HISAM, LEVSEGOF
matches SDBPOSN. This is the offset into the current relative record number.

. Look at the key feedback area—level table position. The key feedback area contains the fully

concatenated key of the segment currently positioned on. If a level table entry contains a valid
position, the contents of the key feedback area for that level is the key (if any) of the segment

whose SDB is pointed to by LEVSDB and whose database position is contained within LEVTTR and
LEVSEGOF. The contents of the key feedback area are never cleared or blanked out. Therefore, unless
the level table entry indicates it has a valid position, the residue in the key feedback area might not be
meaningful.

. Map the database structure involved in the failure. Starting with the root SDB, which you can find with

a pointer in the JCB (JCBSDB1), take each SDB in the sequence it is found in the dump and examine
the field SDBPARA. This field is a pointer to the parent SDB (the root SDB points at the PCB). Map
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the structure according to SDBPARA,; the result should match the logical structure defined at PSBGEN
time. When mapping the structure, note the contents of SDBTARG. If this field is nonzero, the segment
is involved in either logical relationships or indexing. The code in the high-order byte indicates which is
the case.

9. Use the DL/I trace table to analyze the sequence of buffer handler calls. The buffer handler trace is the
most useful debugging tool for DL/I. The trace is available in both batch and DB/DC environments, and
the entries are identical

- Get calls are the most common, so this section uses a get call as an example. In an attempt to satisfy
a get call, the retrieve module must examine a segment or a series of segments to see if it meets the
call requirements. All segments must be requested from the buffer handler and the request must be
in the form of an RBA, RRN, or a specific key request.

« The most common request from retrieve to the buffer handler is a byte locate. The parameters
passed to the buffer handler are the function (byte locate), the RBA requested, and the data set in
which the RBA exists. At exit to the buffer handler router, the next available trace entry is obtained
and the code of the function requested is stored in the first byte. The buffer handler function codes
are listed in the PST DSECT under PSTFNCTN. The byte locate function code is E2. The second byte
of the trace entry is the relative PST number responsible for the request, which in batch is always an
01.

« Along with the function code, the DSG and RBA are placed into the entry. When the call to the buffer
handler (OSAM or VSAM) is completed, the results are traced, again by the buffer handler router.
The return code is stored in the third byte. The return codes are listed in the PST DSECT under
PSTRTCDE. If the call is successful, the address of the segment within the buffer pool is stored at
displacement C. This trace now shows each segment (RBA) requested by retrieve; by examining the
buffer pools the contents of the segments and their prefixes can be seen. RBAs found in the trace
table can be compared to position fields in the SDB and level table to accurately re-create the get
call.

Locating database-related traces
Locating Retrieve trace, JCBTRACE, DL/I trace and LOG data set are shown.

The following figure shows how to locate the following traces:
« Retrieve trace—records the flow through the retrieve module subroutines.
- JCBTRACE—traces the status of the prior six calls.

« DL/I trace—shows calls made to the call analyzer, buffer handler, and hierarchic direct space
management, as well as information on Delete/Replace.

« LOG data set—records database changes, before and after images.

162 IMS: Diagnosis



SCD

Trace control block

[{DFETRA)
—_——»
SCOTRBLK
DL/ltracetable
oL
B _nl_‘___! Header
* Current entry
PCB
* —— e e e = = = = ]
JCB
_________ N N
JCBRTVTR
JCETRACE Retrievetrace
_________ S "
(1
> Call start
PST
—  PSTDBPCB M
Callend
PETRATVTR - ! |- - _ Log
(1) (Data seth
PSTHOTRI g HDmoduletrace
Maote (1). A1-byieindex
PETRTHDX (offset)
- table.

Figure 61. How to locate the database traces

Related concepts
“DL/I analysis” on page 158
Debugging suggestions for a batch environment, including DL/I and DBB regions are described.

DL/I trace

The DL/I trace table is a combined trace consisting of entries from DL/I calls, the DL/I buffer handler, DL/I
OPEN/CLOSE, HD space management, lock activity (using PI or IRLM), OSAM, DFP interface, HALDB OLR
trace, and ABENDUO0427.

IMS always sets the DL/I and lock trace on at initialization except for batch, for which the default for
traces is off. The trace level is set to high and it is written in memory.

The DL/I trace and the DL/I Call Image trace are different traces. The DLITRACE statement in
IMS.PROCLIB member DFSVSMxx sets the DL/I Call Image trace on, the DL/I trace does not.

If the trace was written to the log, you can use the File Select and Formatting Print utility (DFSERA10)
with an exit routine (DFSERA40 or DFSERA60).

« The Knowledge-Based Log Analysis (KBLA) panel interface.
« The File Select and Formatting Print utility (DFSERA10) with an exit routine (DFSERA40 or DFSERA60).
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Related reference

“Type-1 trace table interface” on page 565

For each trace, you can learn about the trace identifier, the events that are traced, and, if the trace
is documented in this information, the topic where you can find more information. You use the trace
identifier as an eye catcher to locate a trace in a dump.

“Sequential buffering service aids” on page 224

When you receive a message or abend that indicates a problem with sequential buffering (SB), several
diagnostic tools are available. Some of these tools are useful for diagnosing other IMS database-related
problems.

Using the DL/I trace facility

The DL/I trace facility is an important diagnostic tool that can help you determine the cause of a problem.
Frequently, a problem occurs as a result of the interaction between two separate tasks. Interpreting the
DL/I trace entries can be the best way of determining what each task was doing, and when.

Example for using the DL/I trace facility

An IMS Fast Path application receives an abend 1027, and the user reports the problem to the support
staff. Some of the steps the diagnostician might take are:

1. Find the abend code in IMS Version 15.3 Messages and Codes, Volume 3: IMS Abend Codes. This
information indicates that the return code is in register 15.

2. Register 15 in the dump contains a value of X'0D.'

IMS Version 15.3 Messages and Codes, Volume 3: IMS Abend Codes indicates that this return code
indicates that an enqueue or dequeue call was issued by module DBFBENQO, and the return code from
DFSLRHOO was X'12," which indicates an invalid call.

3. Look at the DL/I trace to determine what resource was involved (if the DL/I trace was on at the time
of the abend). If the DL/I trace was not on, it might be necessary to create the problem again with the
DL/I trace facility on.

The list of trace entry IDs in “DL/I trace formats” on page 164 indicates that one of the trace entries is
"Exclusive control ENQ/DEQ PI trace entry" (“The X'CA' trace entry for Fast Path calls” on page 179).
This is a good place to start the DL/I trace analysis.

What you learn from the DL/I trace might help you to:

« Identify and resolve an application error.
« Review APAR descriptions to see if this problem has occurred previously.
» Report the problem to IBM Software Support.

Related concepts

“DL/I trace formats” on page 164

The figures in this section show the formats of the most commonly used DL/I trace entries. The figures
are included to help you understand the DL/I trace entries in order to communicate more effectively with
IBM Software Support representatives and to build a valid search argument.

Related reference

“X'C4' trace entry” on page 174
The X'C4' trace entry is shown.

DL/I trace formats

The figures in this section show the formats of the most commonly used DL/I trace entries. The figures
are included to help you understand the DL/I trace entries in order to communicate more effectively with
IBM Software Support representatives and to build a valid search argument.

Exception: Not every trace entry is shown. You can obtain the entries that are not described by
assembling IDLIVSAM TRACENT from IMS.SDFSMAC.
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Related concepts

“Dump analysis introduction” on page 159

In a pseudoabend supervisor call (SVC) dump that is generated by module DFSERA20, you can find the
failing program specification table (PST) by searching the save areas for the caller of module DFSERA20.
In the save area flow, DFSERA20 is called INTERA20 and register 1 contains the failing PST address.

“Using the DL/I trace facility” on page 164

The DL/I trace facility is an important diagnostic tool that can help you determine the cause of a problem.
Frequently, a problem occurs as a result of the interaction between two separate tasks. Interpreting the
DL/I trace entries can be the best way of determining what each task was doing, and when.

Related tasks

“Program isolation trace” on page 218
The program isolation (PI) trace traces all calls to the IMS enqueue/dequeue module (DFSFXC10) and
writes the trace entries to the system log as type X'67FA' records.

X'0C' trace entry

The X'0OC' trace entry is shown.

TRACE ID = X'OC'

word @ — byte 1 - X'OGC' - DL/I OPEN/CLOSE trace entry for each
data set. This entry shows a successful OPEN/CLOSE.
For an error during OPEN/CLOSE, the data in ENTRYé6 and
ENTRY7, X'18' and X'1C' respectively, is shown in the
"error condition"
byte 2 - PST number
bytes 3-4 - Trace sequence number description.
word 1 — byte 1 - PSTFNCTN (See note below)
bytes 2-3 - DMB number
byte 4 - DCB number

word 2 — DCB address

word 3 — DD name

word 4 — DD name

word 5 — PSTDBPCB - database PCB address

word 6 — DMB address (Error condition) - Offset in DFSDLOCO where error was
detected.

word 7 — bytes 1-3 - PSTPSB-PSB address - database PCB address (Error

condition) - Word "LKER" or reason codes described in
message DFS0730I
byte 4 - Not used

X'31', X'32', X'34', X'B1', and X'B2' trace entries
The X'31', X'32', X'34', X'B1', and X'B2' trace entries are shown.

Example of X'31', X'32', X'34', X'B1', and X'B2' trace entries
TRACE ID = X'31', X'32', X'34', X'B1', X'B2'

word @ — byte 1 - X'31', X'32', X'34', X'B1', or X'B2' - Function code for
HD space management (see note 1 below)
byte 2 - PST number
bytes 3-4 - Trace sequence number
word 1 — bytes 1-2 - Length of request (see note 3 below)
bytes 3- 4 - Offset (requested or returned)

word 2 — byte 1 PSTTRNID (ID of module calling space management)
byte 2 - PSTTRMSC (subcode of module calling the buffer handler -
see note 4 below)
byte 3 - Not used
byte 4 - PSTRTCDE (return code from space management)
word 3 — byte 1 - Flag byte (X'80' - entry already in use)
bytes 2-4 - PSTDATA (core address - see note 5 below)
word 4 — PSTBYTNM (RBA or RRN - see note 6 below)
word 5 — RBA of space given to caller
word 6 — bytes 1-2 - DMB number

byte 3 - DCB number
byte 4 - Reserved
word 7 — MSG/ABEND feedback
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Notes:

1. You need the X'32' entries to resolve this problem.

2. Numbers 3 and 4 are very important. In most cases, the segment was deleted by another task (see
PST number), and this task (see PST number) tried to enqueue on the segment that waited while the
other PST finished its processing. During the attempt, an FSE was found and abend U0832 resulted. An

IMS internal error usually causes this problem.
3. The length of the segment that was freed.

4. The real storage address of the segment during the time of deletion.
5. The PSTBYTNM is the key field in the trace table. Look for a X'32' entry with the PSTBYTNM field equal

to the PSTBYTNM field found in the buffer trace.

X'60' trace entry

The X'60' trace entry is shown.

The X'60' trace entry

TRACE ID

word

word
word
word
word
word
word

0

cCOabhWNBE

word 7

X'e0'

— byte 1 - X'60' O0SAM START I/O
byte 2 - Zero (no PST number)
bytes 3-4 - Trace sequence number
— IOSB address
— START I/0 — DECB address
— START I/0 — RBN/M
— Buffer address
— Buffer data (offset X'40' into buffer)
— byte 1 - Request type
— byte 2 - not used
— byte 3 - 'M' DCBFDAD seek value (MBBCCHHR)
— byte 4 - 'C' DCBFDAD seek value (MBBCCHHR)
— CHHR DCBFDAD seek value (MBBCCHHR)

X'61' trace entry

The X'61' trace entry is shown.

The X'61' trace entry

TRACE ID

word

Woxr
WoIr
WoIr

WoIr
Woxr
WoIr

WoI!
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d
d
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d
d
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X'61'

— byte 1 - X'61' 0SAM POST
byte 2 - Zero (no PST number)
bytes 3-4 - Trace sequence number
— I0SB address
— DCB address

— byte
byte 2

bytes 3-4 - Sequence number of associated X'60' entry

— Buffer
— Buffer
— byte 1
byte 2 -
byte 3 -
byte 4 -

— CHHR

1

- DFSAOS70 INTERNAL TRACE BYTE
- TOTAL I/0 COUNT FOR THIS STARTIO

addzress

data (offset X'40' into buffer)

- POST code

not used

'M' DCBFDAD seek value (MBBCCHHR)
'C' DCBFDAD seek value (MBBCCHHR)
DCBFDAD seek value (MBBCCHHR)



X'62' trace entry

The X'62' trace entry is shown.

The X'62' trace entry
TRACE ID = X'62'
word @ — byte 1 - X'62' OSAM trace entry for OPEN/CLOSE/EOV
— byte 2 - Zero (no PST number)
— bytes 3-4 - Trace sequence number
word 1 — Not used
word 2 — DCB address
word 3 — DCBRELA
word 4 — byte 1 - Not used
byte 2 - R15 return code
bytes 3-4 - Not used
word 5 — OPEN/CLOSE/EOV error code (same as in message DFS0730I)
word 6 — byte 1 - Caller's function
— byte 2 - Not used
- byte 3 - 'M' value from DCBFDAD
word 7 — byte 1 - 'CHHR' from DCBFDAD
X'63' trace entry

The X'63' trace entry is shown.

X'63' trace entry

TRACE ID = X'63'

word O — byte 1 - X'63' 0OSAM MM I/0 START
byte 2 - MM function code
bytes 3-4 - Trace sequence number

word 1 — MMRE address

word 2 — DECB address

word 3 — MMP address

word 4 — Buffer address

word 5 — Media Manager return code

word 6 — CI number

word 7 — not used

X'64' trace entry

The X'64' trace entry is shown.

TRACE ID = X'64'

word O — byte 1 - X'64' 0SAM MM I/0 POST
byte 2 - MM function code
bytes 3-4 - Trace sequence number
word 1 — MMRE address
word 2 — DECB address
word 3 — MMP address
word 4 — Buffer address
word 5 — not used
word 6&7 — byte 1 - post code
— bytes 2-3 - status code
— bytes 4-5 - sense code
— bytes 6-8 - not used
X'65' trace entry
The X'65' trace entry is shown.
TRACE ID = X'65'
word O — byte 1 - X'65' 0OSAM MM trace entry for OPEN/CLOSE/EQV
byte 2 - MM function code
bytes 3-4 - Trace sequence number
word 1 — MMIB address
word 2 — DECB address
word 3 — HURBA value
word 4 — HABRA value
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word 5 — Media Manager return code
word 6&7 — Media Manger feedback code

X'69' trace entry

The X'69' trace entry is shown.

The X'69' trace entry

TRACE ID = X'69'

word @ — byte 1 - X'69' - Sequential Buffering buffer invalidation
trace entry
byte 2 - PST number
bytes 3-4 - Trace sequence number
word 1 — bytes 1-2 - DMB number
- byte 3 - DCB number
- byte 4 - Function code at entry to DFSSBCIO (see note 1 below)
word 2 — bytes 1-2 - Number of processed DCBs
- bytes 3-4 - Number of invalidated SBH buffers
word 3 — DSG address of owner of the last invalidated SBH buffer
or zero
word 4 — byte 1 - SBPSTTGS - Global serialization trace (see
note 2 below)
byte 2-4 - Not used
word 5 — Not used
word 6 — SBH buffer CB address of last invalidated SBH buffer or zero
word 7 — Block number in call or zero

Notes:

1. X'00'
Sequential Buffering buffer invalidation trace entry.
x'o1'
Sequential Buffering buffer invalidation trace entry.
X'o2'
Invalidate specific according to OSAM buffer prefix.
2. X'80'
Global serialization entered (SBH search started).
X'40'
Waiting for PST to be posted.

X'6A' trace entry

The X'6A' trace entry is shown.

The X'6A trace entry

TRACE ID = X'6A'

word @ — byte 1 - X'6A' - Sequential Buffering buffer
evaluation trace entry
byte 2 - PST number
bytes 3-4 - Trace sequence number
word 1 — bytes 1-2 - DMB number

- byte 3 - DCB number
- byte 4 - Not used
word 2 — byte 1 - Type of evaluation (see note 1)
- byte 2 - Not used
- byte 3 - Result of evaluation of sequentially

(see note 2)
- byte 4 - Result of evaluation of I/0 rate (see note 2)
word 3 — DSG address
word 4 - SBPSTCNB (=SBH CALL NUMBER THIS PST)
word 5 - byte 1 - Not used
- bytes 2-4 - Threshold cost for SB logic
word 6 - byte 1 - Not used
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- bytes 2-4 - Current cost of SB logic
word 7 - bytes 1-2 - Threshold value for I/0 rate
- bytes 3-4 - Current value of I/0 rate

Notes:
1. C'P'
Periodical evaluation
C'E'
Early evaluation
2.C'P'
Evaluation is positive
C'N'
Evaluation is negative

X'6B' trace entry

The X'6B' trace entry is shown.

The X'6B' trace entry

TRACE ID X'6B'

word @ — byte 1 - X'6B' - Indicates why SB was or was not used
byte 2 - PST number
bytes 3-4 - Trace sequence number

word 1 — C'TERM'
word 2 — byte 1 - SCDSBFL - Sequential buffering flag (see note 1)
- byte 2 - Resource allocation failure (see note 2)
- byte 3 - Info from user exit routine (see note 3)
- byte 4 - SBPSTITR - Termination trace flag (see note 4)
word 3 — Not used

words 4-5 — Job name
words 6-7 — PSB name

Notes:
1.X'80"'
...SCDSBNSB: DON'T LOAD SB MODULES
X'20'
...SCDSBLER: ERROR WHILE LOADING SB MODULES SB
X'10'
...SCDSBOER: OTHER SB ERRORS

2.X's0’
...SBPSTGM1: GM ERROR FOR CB OR WORKAREA
X'40'
...SBPSTGM2: GM ERROR FOR SBH BUFFERS
X'20'
...SBPSTGM3: MAXSB= LIMIT EXHAUSTED
X'10'
...SBPSTGM4: MAX NBR OF I0SB EXHAUSTED
Xx'os'
...SBPSTGM5: GETIOSB FAILURE
Xx'o4'
...SBPSTGM6: PAGE-FIX ERROR
X'02'
...SBPSTGM7: I/O-ITASK INIT FAILURE
x'o1'
...SBPSTGM8: GM ERROR FOR CB OR WORKAREA

Chapter 8. DB - Database service aids 169



3.X's0’

...SBPRMPDI: DISALLOW USAGE OF SB

X'40'

...SBPRMPAD: CONDITIONAL ACTIV BY DEFAULT

4. X'80'

...SBPSTITP: USER PROVIDED SB= KEYW IN PSBGEN

X'40'

...SBPSTITC: SBPARM CARD PROCESSED

X'o1'

...SBPSTITS: /STOP SB ISSUED BY MTO

X'6C' trace entry

The X'6C' trace entry is shown.

The X'6C' trace entry

TRACE ID

word

word

word
word
word
word

word
word

Notes:
X'80’

= X'6C'

0

N ool

byte 1 - X'6C' - Indicates if Sequential buffering was
used trace entry

byte 2 - PST number

bytes 3-4 - Trace sequence number

bytes 1-2 - DMB number

byte 3 - DCB number

byte 4 - Not used

bytes 1-2 - Number of refreshed SBH buffers

bytes 3-4 - Number of invalidated SBH buffers

DSG address of owner of the last touched SBH

buffer or zero

byte 1 - SBPSTTGS - Global serialization

trace (see note below)

bytes 2-4 - Not used

0SAM BH prefix address

SBH buffer CB address of last touched buffer or zero

Block number

Global serialization entered (SBH search started).

X'40'

Waiting PST was posted.

X'6F' trace entry

The X'6F' trace entry is shown.

The X'6F' trace entry

TRACE ID

word

word

word
word
word
word
word
word
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0

NoO R~ WN

byte 1 - X'6F' - Sequential Buffering search by RBA issued
by OSAM BH trace entry

byte 2 - PST number

bytes 3-4 - Trace sequence number

bytes 1-2 - DMB number

byte 3 - DCB number

byte 4 - Last byte of return code from 0SAM BH

First trace word within SDSG

DSG address

Second trace word within SDSG

0SAM BH prefix address

SBH buffer CB address

Block number



X'80', X'81', X'82' trace entries
The 'X'80', X'81', and X'82' trace entries are shown.

The X'80', X'81', X'82' trace entry

TRACE ID = X'80', X'81', X'82'

word @ — byte 1 - X'80', X'81', X'82' - Database authorization,
change-authorization, and re-authorization request
byte 2 - PST number
bytes 3-4 - Trace sequence number
words 1-2 — AURDBDNM - database name
word 3 — byte 1 - AURACC - database access
- byte 2 - AURECD - authorized encoded state
- byte 3 - AURSLV - database share level
- byte 4 - AURWRKC - authorization work field
word 4 - bytes 1-2 - AURDMBNO - Global DMB number
- bytes 3-4 - AURERRCD - DBRC error reason code
word 5 - AURSYSID - IMS online subsystem id
word 6 - AURDDIRA - DDIR address
word 7 - AURDSGCH - DSG address of last in DSG chain
or
word 7 - TCB number for restart authorization by DFSRDAOQO

X'AA' trace entry

The X'AA' trace entry is shown.

The X'AA' trace entry

TRACE ID X'AA'
word @ — byte 1 - X'AA' - Analyzer entry - This entry is created
for each call passed to DFSDLAGO. All entries
are the internal activities in IMS that take place
as a result of the user call. Be sure to use only the
entries with the same PST number as the one identified
as the failing PST.
byte 2 - PST number (see note 1 below)
bytes 3-4 - Trace sequence number
word 1 — Address of user parameter list (this list consists of all
entries up to and including the entry with a X'80' in the
high-order byte of a word.
word 2 — Call function for current call (GU, GN and so on -
see note 2 below)
word 3 — PCB address for current call
words 4-5 — If DB PBC, LEVLEV thru LEVSEGOF (first 10 bytes of level
table for level of segment returned on prior call) IF
TP PCB, character string is TP CALL
word 6 — bytes 1-2 - If DB PBC, LEVLEV thru LEVSEGOF (first 10 bytes
of level table for level of segment returned on prior
call) IF TP PCB, character string is TP CALL
bytes 3-4 - Status code in PCB from prior call (see
note 3 below)
word 7 — LEVSDB - SDB address for level of segment returned on prior call

Notes:

1. Use only the trace entries for the PST that had the failure.
2. Determine the current call.
3. Shows how the prior call for this PCB completed.
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X'AB' trace entry

The X'AB' trace entry is shown, with data set information, caller information, VSAM request option 1, and
VSAM request option 2 listed.

The X'AB' trace entry

TRACE ID = X'AB'
word @ — byte 1 - X'AB' - ABEND U0427 trace entry
byte 2 - PST number
bytes 3-4 - X'0427'
word 1 - byte 1 - PSTFENCTN - Buffer handler function code
- byte 2 - RPLREQ
- bytes 3-4 - Trace sequence number
word 2 — bytes 1-2 - Offset to abend within DFSDVSMO
- byte 3 - DSGINDA - data set information (see note 1)
- byte 4 - DSGINDB - caller information (see note 2)
word 3 - RPLI address (Register 8)
word 4 - RPLARG - VSAM argument
word 5 - RPLAREA - VSAM area pointer
word 6 - byte 1 - RPLERREG - VSAM return code
- byte 2 - RPLERRCD - VSAM error code
- byte 3 - RPLOPT1 - VSAM request option (see note 3)
- byte 4 - RPLOPT2 - VSAM request option (see note 4)
word 7 — AMP address
Notes:

1. See the following table for data set information.

Table 20. Data set information

Code (hex) DSGINDA Definition

X'80' DSGDSOLS This is the last DSG in JCB.

X'a4' DSGDSORI Data set group is root in index.
X'20' DSGDSOHD Data set group is HDAM.

X'10' DSGDSOHI Data set group is HDAM.

X'08' DSGDSOH2 Data set group is HISAM case 2.
X'04' DSGDSOH1 Data set group is HISAM.

X'02' DSGDSOHS Data set group is HSAM or SSAM.
X'01' DSGVSAM Data set group is VSAM.

2. See the following table for caller information.

Table 21. Caller information

Code (hex) DSGINDB Description
X'80' DSGSETLR From SETL routine for SYNAD routine.
X'40' DSGGETR From GET routine for SYNAD routine.
X'20' DSGBATIS Record returned is batch, DSGIRECA is
actual address.
X'10' DSGNXTIS Next sequential root is current keyed record.
X'08' DSGSETL2 Second SETL has been issued.
DSGSETK2 Move key to DSG high key area.
X'04' DSGGETGT A GET in BISAM being done using a SETL GT.
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Table 21. Caller information (continued)

Code (hex) DSGINDB Description
X'02' DSGKEYSR Buffer pool has been searched for key.
X'01' DSGSTLIS This is STL for INSERT.

3. Seethe following table for VSAM request option 1.

Table 22. VSAM request option

Code (hex) RPLOPT1 Description

X'80' RPLLOC Locate mode.

X'40' RPLDIR Direct processing.
X'20' XRPLSEQ Sequential.

X'10' RPLSKP Skip SEQ access.
X'08' RPLASY Asynchronous.

X'04' RPLKGE Search key GT/EQ.
X'02' RPLGEN Generic key request.
X'01' RPLECBSW External ECB.

4. See the following table for VSAM request option 2.

Table 23. VSAM request option 2

Code (hex) RPLOPT2 Description

X'80' RPLKEY Keyed access.

X'40' RPLADR Addressed access.
RPLADD Addressed access.

X'20' RPLCNV CINV access (by RBA).

X'10' RPLBWD FWD=0/BWD=1

X'08' RPLLRD ARD=0/LRD=1

X'04' RPLWAITX SYN processing wait exit.

X'02' RPLUPD Update.

X'01' RPLNSP Note string position.

X'AC' trace entry

The X'AC' trace entry is shown.

The X'AC' trace entry

TRACE ID X'AC'

word @ — byte 1 - X'AC' - Database call analyzer entry (only present in a
DBCTL environment)

byte 2 - PST number

bytes 3-4 - Trace sequence number
word 1 — Eye -catcher RTKN
word 2 — Not used
word 3 — Not used
words 4-7 — This 16-byte CCTL recovery token is used to correlate

DL/I activity on other subsystems
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X'AD' trace entry

The X'AD' trace entry is shown.

The X'AD' trace entry

TRACE ID = X'AD'

Word O - byte 1 - TRACE_AD X'AD' DB DL/I GUR (Get Unique Record) driver trace
byte 2 - Relative PST number
bytes 3-4 - Trace sequence number

Word 1 - byte 1 - TRCAD_FUNC Trace function
TRCAD_FLOW EQU X'01' Flow trace
TRCAD_BUFF EQU X'02' Buffer trace
TRCAD_IOCOPY EQU X'®3' 1I/O area copy trace
TRCAD_SSAMOVE EQU X'04' SSA modification trace
TRCAD_GUCALL EQU X'05' GU call trace
TRCAD_GNPCALL EQU X'06' GNP call trace
TRCAD_ADD264 EQU X'Q7' Add to 64 bit cache
TRCAD_FIND64 EQU X'08' Find in 64 bit cache

byte 2 - TRCAD_SUBRTE Trace subroutine

byte 3 - TRCAD_ID Trace identifier
TRCAD_START EQU X'oO1' Trace start for flow
TRCAD_END EQU X'02' Trace start for flow

TRCAD_FIND EQU X'03' Trace find for buffer
TRCAD_WORK EQU X'04' Trace work for misc

byte 4 - TRCAD_ID Trace identifier
TRCAD_START EQU X'o1' Trace start for flow
TRCAD_END EQU X'02' Trace start for flow

TRCAD_FIND EQU X'03' Trace find for buffer
TRCAD_WORK EQU X'04' Trace work for misc

Word 2 - bytes 1-4 and Word 3 - TRCAD_TOKEN Returned token

or
bytes 1-4 and Word 3 - TRCAD_RSCNAME Resource name
or
bytes 1-4 and Word 3 - TRCAD_BUFFPTR Cache buffer pointer
or

bytes 1-4 - TRCAD_PCB PCB address

Word 3 - bytes 1-2 - TRCAD_PCBSTC DB PCB status code
bytes 3-4 - TRCAD_ABTRM PST abend code

Word 4 - bytes 1-4 - TRCAD_GURWA GUR work area pointer
o bytes 1-4 - TRCAD_GURLEN Buffer length of GUR output
Word 5 - bytes 1-4 - TRCAD_SSA SSA pointer
o bytes 1-4 - TRCAD_IOAREA I/0 area pointer
Word 6 - bytes 1-2 - TRCAD_IOALEN Total I/0 area length
bytes - TRCAD_IOALEFT I/0 area length remaining
o bytes

- TRCAD_RC Return code

4
-4 - TRCAD_AIBPTR AIB area pointer
2
4 - TRCAD_RSN Reason code

3

1

Word 7 - bytes 1-
bytes 3

Macro: IDLIVSAM

X'C4' trace entry

The X'C4' trace entry is shown.

The X'C4' trace entry

TRACE ID = X'Cc4'

word @ — byte 1 - X'C4' - DELETE/REPLACE used to provide diagnosis
information for error conditions. This entry is
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word 1

word 2

w

word
word
word

word
word

~N o o

Notes:

written when an error is detected.
byte 2 - PST number
bytes 3-4 - Trace sequence number
byte 1 - ID invoking subroutine (see note 2 below; see note 3 below)
byte 2 - ID of originating subroutine (see note 3 below)
byte 3 - Subcode (set by originating subroutine - see note 3 below)
byte 4 - Internal code for status code or pseudoabend (see
note 3 below)
SDB for replace operation. DLTWS for delete operation.
Register value 7.
Level table for replace operation. DLTWA address for
delete operation.
Register value 8.
Usually the PSDB address for segment. Register value 6.
byte 2 - DELETE/REPLACE return code
byte 2 - Return offset from caller's CSECT
PSTDSGA - DSG address
Information local to the subroutine that might be useful in
problem resolution

1. Use only the entries for the PST that abended.

2. When a DELETE/REPLACE failure occurs, you need the X'C4' entries to solve the problem. You can
usually find several X'C4' entries in a row in the trace table. Scan up the trace table to the first (lowest
trace sequence number) entry. This entry is usually the key to why the failure occurred. Level 2 needs
this information to resolve the problem.

3. These 4 bytes, in word 2, in a DELETE/RELEASE error are documented in the IMS Version 15.3

Messages and Codes, Volume 3: IMS Abend Codes for the various abends. This is ENTRY1 field referred
to in the DELETE/REPLACE module.

Related concepts

“Using the DL/I trace facility” on page 164

The DL/I trace facility is an important diagnostic tool that can help you determine the cause of a problem.
Frequently, a problem occurs as a result of the interaction between two separate tasks. Interpreting the
DL/I trace entries can be the best way of determining what each task was doing, and when.

X'C6' trace entry

The X'C6' trace entry is shown.

The X'C6' trace entry

TRACE ID

word O

word 1

X'ceé'

— byte 1 - X'C6' - Special promote lock trace entry

byte 2 - PST number (see note 1 below)
bytes 3-4 - Trace sequence number

— byte 1-2 - Not used
- byte 3 - Special lock/unlock call (see note 1)
- byte 4 - Level of this lock

words 2-3 - C'PROMOTE '
word 4 - REQ address

word 5 -

QCB address

words 6-7 - Resource id (see note 2)

Notes:

1. See the following table for special lock or unlock calls.

Table 24. Special lock or unlock calls

Code (hex) Special lock or unlock call Description
X'08' PROENQ Lock call
X'10' PRODEQ Unlock call
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2. Resource id is an 8-byte field:

bytes 1-4 - Complement of original RBA
bytes 5-6 — DMB number

byte 7 - DCB number

byte 8 - C'2' id suffix

X'C7' trace entry not using IRLM
The X'C7' trace entry is shown when not using the IRLM.

The X'C7' trace entry (when not using the IRLM)

TRACE ID = X'C7'
word © — byte 1 - X'C7' - Exclusive control deadlock detection trace
entry (Written only when a conflict causes an abend.).

byte 2 - PST number (see note 1 below)

bytes 3-4 - Trace sequence number
word 1 — byte 1 - PST number (see note 1 below)

bytes 2-4 - Address of PST to be backed out (gets

ABENDUQ777 - see note 3 below)
words 2-3 (see note 2 below) - byte 1 - PST number
bytes 2-4 - Conflicting PST address

words 4-5 (see note 4 below) - PSB name
words 6-7 (see note 4 below) - DMB name

Notes:

1. The entry for the PST number that received abend U0777.
2. The addresses of the two conflicting PSTs.

3. The address of the PST that got received abend U0777.

4. The PSB and DMB name of the cause for the contention.

X'C7' trace entry using IRLM
The X'C7' trace entry is shown when using the IRLM.

The X'C7' trace entry (when using the IRLM)

TRACE ID = X'C7'
word @ — byte 1 - X'C7'
byte 2 - 00
bytes 3-4 - Trace sequence number
word 1 — Not used
words 2-5 (see note 1 below) - byte 1 - PST number
bytes 2-4 - PST address
words 6-7 (see note 2 below) - Resource ID

Notes:

1. PST number and address of PSTs in deadlock net. If number of PSTs in deadlock net is greater than 4,
only 4 are shown.

2. Resource ID that is the cause of the deadlock.

X'C8' trace entry
The following figure shows the X'C8' trace entry.

The X'C8' trace entry

TRACE ID = X'C8'
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word O —

word 1 —

word 2 -
word 3 -

word 4 -

byte 1 - X'C8' - Lock request manager entry (DFSLMGRO)

byte 2 - PST number

bytes 3-4 - Trace sequence number

byte 1 - Function - See macro DFSLMD for mapping of
each byte in this woxd

byte 2 - State (see note below)

byte 3 - Class - the class is the relative PST number
byte 4 - Flags

byte 1 - Return code from IRLM

bytes 2-4 - Can be PST, CLB, or SRB address

Can be resource name address, token, or altered

buffer mask

bytes 1-2 - Lock manager subcode (2 bytes). These bytes
along with the return code from IRLM define the
problem.

bytes 3-4 - This is a feedback area from the RLPL and is used
primarily by the IBM Support Center, if needed.

words 5-7 - This is a feedback area from the RLPL and is used primarily

by the IBM Support Center, if needed.

Notes: The possible state settings and their meaning:

X'o0'

Unconditional release

X'02'

Read
X'04'

Share
X'06'

Update
X'08'

Exclusive

X'C9' trace entry

The X'C9' trace entry is shown.

The X'C9' trace entry

TRACE ID = X'

word O —

word 1 —

word 2 -
word 3 -

word 4 -

co'

byte 1 - X'C9' - Lock request manager entry (DFSLMGRO) exit
byte 2 - PST number
bytes 3-4 - Trace sequence number
byte 1 - Function - See macro DFSLMD for mapping of
each byte in this woxd.

byte 2 - State (see note below )

byte 3 - Class - the class is the relative PST number
byte 4 - Flags

byte 1 - Return code from IRLM

bytes 2-4 - Can be PST, CLB, or SRB address

Can be resource name address, token, or altered

buffer mask

bytes 1-2 - Lock manager subcode (2 bytes). These bytes
along with the return code from IRLM define the
problem.

bytes 3-4 - This is a feedback area from the RLPL and is used
primarily by the IBM Support Center, if needed.

words 5-7 - This is a feedback area from the RLPL and is used primarily

by the IBM Support Center, if needed.

Notes: The possible state settings and their meanings:

X'00'

Unconditional release

X'02'
Read
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X'04'
Share
X'06"
Update
X'08'
Exclusive

X'CA' trace entry

The X'CA' trace entry is shown.

The X'CA' trace entry

TRACE ID = X'CA'

word @ — byte 1 - X'CA' - Exclusive control ENQ/DEQ (PI - Program
Isolation) trace entry
byte 2 - PST number (see note 1 below)
bytes 3-4 - Trace sequence number
word 1 — byte 1 - Record type (see note 8 below)
byte 2 - Class for Q command operation
byte 3 - Requested function (Use PRM DSECT (PRMFNCTN) - see
note 2 below)
byte 4 - PRMLEVEL - Level of control requested
(1 =Read only, 2=Share, 3=Update,
4=Exclusive - see note 3 below)
word 2 - bytes 1-2 - Wait count (how many times this task had to
wait - see note 7 below)
bytes 2-4 - Waited for count (number of tasks waiting for this
resource)
word 3 - PITIME relative to 00:00:00 on PIDATE (SCDPITIME)
word 4 - bytes 1-2 - Feedback from DFSFXC10 (Use PRM DSECT, PRMFBK
field. See note 5 below)
byte 3 - Return code from DFSFXC10 (see note 6 below)
byte 4 - PSFUNCT (function codes DSECT)

word 5 - Token from DFSFXC10 (pointer to control block enqueued resource)
word 6 - RBA or RBN (see note 4 below)
word 7 - bytes 1-2 - DMB number

byte 3 - DCB number
byte 4 - Not used

Notes:

1. Use the entries for the PST in question. If you are checking a PI problem, you might have to find this
entry and then scan up the trace table using the field in note 4 (below) as a search field to find the
other PST that is using the resources.

. The requested PI function.

. The level at which the resource was requested.

. The RBA or RBN of the resource requested by PI (relates to X'04' in the X'CC' trace entry).
. The 2 bytes of feedback from DFSFXC10 (X'0OC' and X'0OD' in PRM DSECT).

. The return code. DFSFXC10 RETURN CODES: 0 - Successful 4 - Wait required - usually has CB trace
related to it 8 - Pseudoabend, either lost deadlock (U0777) or out of ENQ/DEQ space (U0775) C -
Invalid call

o 01 WN

7. If aresource (RBA or RBN) is currently owned and the task (PST) must wait, the "wait count" (2 bytes)
is incremented in a X'CA' trace entry for the task (PST) that owns the resource. The "waited for count"
(2 bytes) is incremented to show that another task is waiting for the resource. This wait should also
cause a X'CA', X'CB' pair of trace entries to show the wait occurred. (See the X'CB' trace entry for more
details on PI waits.)

8. This shows the type of X'CA' record this is. (X'CA-08' trace entry follows.)
X'oo'
Standard trace PI record
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X'o1'

Timing ACT/ENQ wait - may have CB trace entry associated with it

X'o4'

Lock MGR trace record

X'os'

DL/I call record - see X'CA' - X'08' trace entry

X'CA' trace entry, subtype X'08'
The X'CA' trace entry, subtype X'08' is shown.

TRACE ID

word

word

word

word
word
word

word

0

2
3
4
5

X!

CA'-X'08'

byte 1 - X'CA'-X'08"' - PI-DL/I call trace entry

byte 2 - PST number

bytes 3-4 - Trace sequence number

byte 1 - X'08' = DL/I call record

bytes 2-4 - Not used

bytes 1-2 - Wait count (how many times this task
had to wait)

bytes 2-4 - Waited for count (number of tasks waiting
for this resource)

(alternate) - bytes 1-4 - name of module writing the trace recoxd

PI time

PST account field for function (count of
the time of calls)

DL/I call (GNP, ISRT, and so on)

words 6-7 - Not used

The content of word 2 depends on the module that wrote the trace record. Word 2 either contains DLAO or
the wait counts for the task.

X'C4' trace entry

The X'CA' trace entry for Fast Path calls is shown.

The X'CA' trace entry for Fast Path calls

TRACE ID = X'CA'
word @ — byte 1 - X'CA' - Exclusive control ENQ/DEQ (PI -
Program Isolation) trace entry

byte 2 - PST number (1)
bytes 3-4 - Trace sequence number

word 1 — IRC1, indicating a Fast Path call

word 2 - Call Function (GU, GN, and so on)

word 3 - PROCOPT

word 4 - PI time (also in reg 5 in Fast Path trace,
if active)

word 5 - A(PBC)

word 6 - A(EPCB)

word 7 - Not used

X'CB' trace entry

The X'CB' trace entry is shown.

The X'CB' trace entry

TRACE ID

= X'CB'

word @ — byte 1 - X'CB' - PI - (Program Isolation) trace lock

elapsed time
byte 2 - PST number
bytes 3-4 - Trace sequence number

words 1-2 — DMB Name for which the wait was performed
word 3 - Same as PITIME IN X'CA'zrecozxd

Chapter 8. DB - Database service aids 179



word 4 - byte 1 - First byte of feedback from enqueue
request
byte 2 - PST owning resource at the time of wait
bytes 3-4 - Trace sequence number on X'CA' record
word 5 - Elapsed time for enqueue wait
word 6 bytes 1-4 - word 8 bytes 1-3 - 7 bytes of resource ID
word 7 - byte 4 - Post code

X'CC' trace entry

The X'CC' trace entry is shown.

The X'CC' trace entry

TRACE ID = X'CC'

word @ — byte 1 - X'CC' - Lock request handler
(DFSLRHOO) entry
byte 2 - PST number (see note 1 below)
bytes 3-4 - Trace sequence number

word 1 - Block number on RBA (see note 2 below)
word 2 - PSTTOKEN - The object of the request
word 3 - PSTLRPRM - These bytes are described in the

PSTLRPRM chart below. The first byte equates to byte
0, the second to byte 1, and so on (see note 3 below).
word 4 - bytes 1-2 - Subcode from lock manager (IRLM) or PRMFBK
feedback for DFSFXC10.
byte 3 - Register 15 return code
byte 4 - Return code from lock manager or DFSFXC10
(Use DFSFXC10 return codes from the X'CA'
trace entry, note 6) (See note 5 below)
word 5 - byte 1 - PSTLRSUB-DFSLRHOO® abend subcode (see note 7 below)
bytes 2-4 - PSTABTRM - System abend code (see note 6 below)
word 6 - PSTDSGA - Address of the DSG used by this PST
word 7 - byte 1 - Return register
bytes 2-4 - Address within module where DFSLRHOO was called

Notes:

1. The PST number for the task (PST).

2. The RBA or RBN of the resource for which a request was issued in a X'CA' trace entry. When some of
the problem types occur, you can find the same field or the beginning RBA of the block in the traces for
a different PST number.

3. Shows what the request was.
4. For PI, these 2 bytes are in the PRM DSECT at X'0C' and X'0OD".

5. For PI, follow the above. The DFSFXC10 return code is usually also placed in the register 15 return
code field.

6. A key field when DFSLRHOQO issues an abend (such as U0855, U03301, U03302). The abend is in
hexadecimal, not in decimal (for example, 855= X'0357', 3302= X'0CE6"). Ignore the field if an abend
was not issued from DFSLRHOO.

7. For abends issued by DFSLRHOO, this field contains the Lock Request Handler abend subcode.
You might need the X'CC' trace entry for several problem types including:

« Task was allowed to process even though a wait was requested.
« DFSLRHOO abends (such as U0855, U03302).
» Request not satisfied. These problems might indicate an internal IMS error.

The following table shows the PSTLRPRM chart (bytes 0 through 3).
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Table 25. PSTLRPRM chart (bytes 0 through 3)

Byte O Meaning

(hex)

11 Get local segment lock

12 Get local data set busy lock

13 Get local buffer update lock

14 Get local Q command lock

15 Get local catalog lock

22 Get global buffer update lock

23 Get global data set busy lock

24 Get global data set extend lock

25 Get global data set reference lock

26 Get global command lock

27 Get global command lock (CLB)

30 Get local and global root locks

31 Get local segment and global buffer update locks
32 Get local-global data set busy locks

33 Get local-global buffer update locks

34 Get local Q command and global buffer update locks
37 Get global catalog lock

41 Release local segment lock

42 Release local data set busy lock

43 Release local buffer update lock

44 Release local Q command lock

45 Release local catalog lock

52 Release global buffer update lock

53 Release global data set busy lock

54 Release global data set extend lock

55 Release global data set reference lock

56 Release global command lock

57 Release global command lock (CLB)

60 Release local and global root locks

61 Release local and global data set busy locks
62 Release local and global buffer update locks
63 Release local segment and global buffer update locks
67 Release global catalog lock

70 Test local lock share or update state
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Table 25. PSTLRPRM chart (bytes 0 through 3) (continued)

Byte O Meaning

(hex)

71 Test global lock share or update state

72 Test local and global lock share or update

73 Test feedback for local lock

74 Test feedback for global lock

75 Test feedback for local and global locks

80 LRHGIRDX new root, LRHRRIDX old root

81 Release alternate local and global root locks

82 Get local segment and local and global buffer update locks

83 Release all subsystem global busy locks

84 Release all subsystem locks

86 Transfer locks

87 Change locks into retained status

90 Get Fast Path lock

91 Release Fast Path lock

92 Change ownership of Fast Path lock

93 Force known locks for Fast Path

94 Change locks to retain locks for Fast Path

95 Change ownership of Fast Path UOW lock from release lock ITASK to PST dependent region
(HSSP only)

96 Change locks to retain locks for DL/I

97 Invalid call if function is equal to or greater than 97

Byte 1 Meaning

(hex)

80 MODE=COND

40 MODE=UNCOND

10 Owning WU given on RRIDX

00 Mode not applicable

Byte Meaning

2(Hex)

01 STATE=READ

02 STATE=SHARE

03 STATE=UPDATE

04 STATE=EXCL

FO STATE PRESET (Fast Path)

00 STATE not applicable

182 IMS: Diagnosis



Table 25. PSTLRPRM chart (bytes 0 through 3) (continued)

Byte O Meaning

(hex)

Byte 3 Meaning

(hex)

80 CLB call if LRHPRMFL=X'80'
Co Fast Path request

68 Root lock request

40 'Single' request

20 ‘Local' request

10 'Get' request

08 'P-Lock' request

07 ‘Combined' request if <= X'07'
01 LRHTTLKX, LRHTIBDX

02 LRHGRIDU, LRHRRIDW

03 LRHGSEGX, LRHRSEGX

04 LRHGBIDX, -RBIDX, -GBIDA
05 LRHGZIDX, LRHRZIDX

06 LRHGQCMX

00 LRHRZIDA, LRHRALLX
X'CF' trace entry

The X'CF' trace entry is shown.

The X'CF' trace entry

TRACE ID

Notes:

= X'CF'
word @ — byte 1 - x'CF'

byte 2 - PST number
bytes 3-4 - Trace sequence number
word 1 - byte 1 - I/O toleration return code
- byte 2 - TORFUNC - I/0 toleration
code (see note 1)

- byte 3 - TORFLG1 - I/0 toleration
note 2)

- byte 4 - TORFLG2 - I/0 toleration
note 3)

words 2-3 - EEQEFLCS - EEQE flags

word 4 - DDIR or DMAC address
word 5 - RBA or RBN
word 6 - bytes 1-2 - DMB number
- byte 3 - DCB number
- byte 4 - TORWORK+2 when DBRC change
word 7 - EEQE address

- I/0 toleration (DFSTOPRO)

trace entry

function

flag 1 (see
flag 2 (see

of EEQE

1. See the following table for I/O toleration function codes.
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Table 26. I/0 toleration function codes

Code (hex) TORFUNC Description

X'o1' TORCEQE Create EEQE.

X'02' TORDEQE Delete EEQE.

X'04' TORFEQE Find I/0O toleration EEQE.

X'08' TORMEQE Copy/Move to I/0 toleration buffer.
X'10' TORNEQE Send notifies on I/O toleration EEQE's.
X'20' TORPURG Close I/0O toleration mode.

X'40' TORDUI Process DBRC DUI call EEQE list.
X'80' TORDBCL DB close I/0 error write retry.

X'CO!' TORCHKPT Do system checkpoint logging.

2. See the following table for I/O toleration flag 1.

Table 27. I/0O toleration flag 1

Code (hex) TORFLG1 Description
X'80' TOR1FP « If on, Fast Path.
« If off, DL/I.
X'40' TORINOT Creator is notify.
X'20' TOR1PST - If on, then RO has PST address.
« If off, then RO has SCD address.
X'10' TOR1RST Caller is restart log read.
X'01' TOR1FPIR DBFMIOSO: FP IDT resolution.
X'90" TOR1FPRS Caller is FP restart log read.

3. See the following table for I/0 toleration flag 2.

Table 28. I/O toleration flag 2

Code (hex) TORFLG2 Description

X'80' TOR2IOT Creator is I/O toleration.

X'40' TOR2RD Creator is read error.

X'20' TOR2WRT Creator is write error.

X'10' TOR2USER Creator is DBRC command.

X'08' TOR2PERM Creator is permanent.

X'04' TOR2IDT Creator is indoubt process.

X'01' TOR2NDX EEQEFLG2:EEQENDX KSDS INDEX CI
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X'D0O’

trace entry

The X'DO0' trace entry is shown.

The X'DO' trace entry

Words 0 and 1 are common to all X’D0’ trace entries. The format of words 2 through 7 depends on the
content of the trace entry.

Word 0
Byte 1
X’'D0’ - IRLM notify sent trace entry
Byte 2
PST number
Bytes 3 and 4
Trace sequence number
Word 1
Byte 1
Sub-route code:
4
VSAM buffer invalidation
8
VSAM write I/O error
12 or 40
VSAM data set extension
16
OSAM buffer invalidation
20
OSAM write I/O error
24 0r44
OSAM data set extension
28
Force snap
320r36
Bytes 2 and 3
DMB number or PID for partition
Byte 4
DCB number

Extended error queue element add or delete

Format for buffer invalidation or write error notify: Words 2 - 7 use the following format in a trace record

for a buffer invalidation or write error notification:

Word 2

RBN/RBA of buffer

Word 3
Not

Word 4
Not

Word 5
Not

used

used

used

Chapter 8. DB - Database service aids 185



Word 6
Bytes 1to 3
Not used
Byte 4
NCBFLAG

Word 7
Not used

Format for OSAM data set extend: Words 2 - 7 use the following format in a trace record for an OSAM data
set extension:

Word 2
DCBHIBLK

Word 3
DCBRLBLK

Word 4
DCBRBASN

Word 5
Volume serial number

Word 6

Bytes 1 and 2

Volume serial number (continued)
Byte 3

Not used
Byte 4

NCBFLAG

Byte 7
Not used

Words 2 - 7 use the following format in a trace record for a VSAM data set extension:

Word 2

VSILVL - VSI level number (current)
Word 3

VSIHRBA - Highest-used relative byte address (current)
Word 4

VSIERBA - Highest-allocated relative byte address (current)
Word 5

VSILVL - VSI level number (extent)
Word 6

VSIHRBA - Highest-used relative byte address (extent)
Word 7

VSIERBA - Highest-allocated relative byte address (extent)

X'D1' trace entry
The X'D1' trace entry contains information about buffer invalidations or write errors.

Words 0 and 1 are common to all X’'D1’ trace entries. The format of words 2 through 7 depends on the
content of the trace entry.

Word 0

Byte 1
Trace entry code X'D1'
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Byte 2
Not used (no PST number)

Bytes 3 and 4
Trace sequence number
Word 1
Byte 1
Sub-route code from the DFSNCB macro

Bytes 2 and 3
DMB number or PID for partition

Byte 4
DCB number
Words 2 - 7 for a buffer invalidation or write error notification record use the following format:
Word 2
RBN/RBA of buffer

Word 3
Buffer prefix address

Word 4
Byte 1
SB global serialization trace field:
X'80'
Global serialization entered (SBH search started)
X'40'
Waiting PST was posted.
Byte 2
Not used

Bytes 3 and 4
Number of invalidated buffers

Word 5
Last invalidated buffer address

Word 6

Bytes 1, 2, and 3
Not used

Byte 4
NCBFLAG

Word 7
Subsystem ID

Words 2 - 7 for an OSAM data set extent record use the following format:

Word 2
DCBHIBLK

Word 3
DCBRLBLK

Word 4
DCBRBASN

Word 5
Volume serial number
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Word 6

Bytes 1 and 2
Volume serial number

Byte 3
Not used

Byte 4
NCBFLAG

Word 7
Subsystem ID

Words 2 - 7 for a VSAM data set extent record use the following format:

Word 2
VSILVL - VSI level number (current)

Word 3
VSIHRBA - Highest relative byte address (current)

Word 4
VSILVL - VSI level number (extent)

Word 5
VSIHRBA - Highest relative byte address (extent)

Word 6
AMP address

Word 7
Subsystem ID

X'D5' trace entry
The X'D5' trace entry contains information about coupling facility call requests.

X'D5' traces the completion or failure of each call request. If it finds an error, it logs error-related data and
abnormally terminates with a dump. The module return and reason codes are also set in RO and R15.

TRACE ID = X'D5'

word O — bytes 1-4 - X'D5' - The module name 'DMAW.'
word 1 — bytes 1-4 - Last service used:
"CACH" - IXLCACHE,
"CONN" - IXLCONN,
"DISC" - IXLDISC,
"FUNC" - invalid MAWP1 function,
"VRP " - IDAMDVRP
word 2 — bytes 1-4 - Type of request:
"DATA" - for IDAMDVRP,TYPE=DATA,
"INDE" - for IDAMDVRP,TYPE=INDEX,
"0SAM" - for IXLCONN, IXLDISC,
"RDRG" - for IXLCACHE,
"VSAM" - for IXLCONN, IXLDISC,
"XI " - for IXLCACHE
word 3 — Return code from service (PSTIXLRF).
word 4 — Reason code from service (PSTIXLRO).
word 5 — Processing flags for DFSDMAWO (MAWBFLGS).

ENTRY1  — IXCYENFFUNCTION FUNCTION CODE
ENTRY2-3 — Value DFSDENFO
ENTRY4-7 — Value of the STRUCTURE NAME

188 IMS: Diagnosis



X'D9' trace entry

The X'D9' trace entry is shown.

The X'D9' trace entry - words 0 through 2

Most X'D9' trace entries have the following information in the first three words, except for OLR command
processing. The following figure shows words 0 through 2 of the X'D9' trace entry.

TRACE ID = X'D9'

word @ — byte 1 - x'D9' - Online Reorganization (OLR) trace
entry.
byte 2 - PST number.
bytes 3-4 - Trace sequence number.
word 1 — byte 1 - Module ID.
byte 2 - Module subcode.
bytes 3-4 - Local DMB number.
word 2 - bytes 1-2 - Global DMB number.
bytes 3-4 - Partition ID.

X'D9' trace entry: OLR output data set validation or creation and inactive data set
deletion

The following figure shows words that are specific to the OLR output data set validation or creation and
inactive data set deletion.

TRACE ID = X'D9'

word 3 - bytes 1-2 - Error message number as four packed
decimal digits or as binary 0 if there
is no error.
byte 3 - Reserved, 0.
byte 4 - DCB number for the data set involved.
The x'80' bit is on if the data set is
one of the M through V and Y data sets
(see notes 1 and 2 below).
word 4 - bytes 1-4 - DDIR address.

Notes:

1. When no error has occurred, the error message number in word 3 has a value of binary zero, and there
is no further information in the trace entry beyond word 4.

2. For the following error message numbers, there is information that is specific to the particular error:

Unexpected error from system macro instruction:

words 5-6 - Macro name.
word 7 - bytes 1-2 - Return code.
bytes 3-4 - Reason Code.

2991 - Qutput data set validation error:

word 5 - Reason code from DFS2991I message text.

2992 - Unexpected error from CSI or catalog management, form 1:

word 5 - Reason area from CSI or catalog management
word 6 - byte 1 - Reason area type:

‘G catalog error

‘D' data set error

"I CSI call

2992 - Unexpected return code from CSI, form 2:
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word 5 - Return code from CSI call.
word 6 - byte 1 - X'00'
bytes 2-4 - Reason code from CSI call.

2993 - Unexpected device class:

word 5 - byte 1 - UCB device class.

2994 - Unexpected IDCAMS return code creating a data set:

word 5 - Return code from IDCAMS.

2995 - Unexpected IDCAMS return code deleting a data set:

word 5 - Return code from IDCAMS.

2996 - Insufficient DASD space to create a data set:

word 5 - bytes 1-2 - SVC 99 error reason
code.
bytes 3-4 - Reserved.
word 6 - SMS error reason code.
word 7 - Number of blocks wanted.

2998 - Miscellaneous SVC 99 errors creating a data set:

word 5 - SVC 99 error reason
code.
bytes 3-4 - Reserved.
word 6 - SMS error reason code.
word 7 - Number of blocks wanted.

The following table shows the module ID and module subcode values for the X'D9' trace entries that
represent the OLR output data set validation or creation process and the inactive data set deletion
process.

Table 29. Module and subcode ID for X'D9'

Module ID Module Subcode Meaning

A DFSORAQO X'10' Data set creation successful

A DFSORAQO X'11' Data set creation successful

A DFSORAOO X'12' Data set creation successful

A DFSORAOQO X'13' Data set creation successful

A DFSORAOO X'14' Data set validation successful

A DFSORAQO X'15' Data set validation successful

A DFSORAQO X'16' Data set validation successful

A DFSORAOQO X'20' Primary index was not a VSAM KSDS

A DFSORAOO X'21! VSAM data set did not have REUSE
attribute

A DFSORAOQO X'22' VSAM record length did not match
input

A DFSORAOQO X'23' VSAM control interval size did not
match input

A DFSORAOQO X'24' KSDS key offset or length size did not
match input
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Table 29. Module and subcode ID for X'D9' (continued)

Module ID Module Subcode Meaning
A DFSORAOO X'25' Miscellaneous errors; another trace
entry precedes this one
DFSORAOQO X'c1' Internal error: invalid DFSORAOQO call
DFSORAOQ0 X'c2' Internal error: No data set in X'2930'
log record
DFSORAOO X'C3' Invalid input data set
DFSORAOQO X'c4' Multi-volume input, but no output
data set
DFSORAOO X'C5' Non-DASD data set
DFSORAOO X'Cé6' Multi-volume data set to be
recovered
A DFSORAOO X'C7' Non-DASD data set
A DFSORAOO X'C8' Data set not usable for OSAM
A DFSORAOO X'C9' Data set is a PDS or PDSE
A DFSORAOO X'D1! Data set is not VSAM
A DFSORAOO X'D2' Data set is not a VSAM KSDS
A DFSORAOO X'D3' VSAM data set did not have REUSE
attribute
A DFSORAO0O X'D4' VSAM record length did not match
input
A DFSORAOO X'D5' VSAM control interval size did not
match input
A DFSORAOQO X'Dé' KSDS key offset or length size did not
match input
A DFSORAOO X'D7" Data set not usable for OSAM
A DFSORAO0O X'D8' Data set is a PDS or PDSE
A DFSORAOO X'D9' Data set is not VSAM
A DFSORAOO X'E2' Data set is not a VSAM KSDS
A DFSORAOO X'E3' VSAM data set did not have REUSE
attribute
A DFSORAOQO X'E4' VSAM record length did not match
input
A DFSORAOO X'E5' VSAM control interval size did not
match input
A DFSORAOO X'E6' KSDS key offset or length size did not
match input
DFSORAOO X'E7' Data set not usable for OSAM
DFSORAOO X'E8' Data set is a PDS or PDSE
DFSORAOO X'E9' Data set is not VSAM
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Table 29. Module and subcode ID for X'D9' (continued)

Module ID Module Subcode Meaning

B DFSORA10 X'c1' Data set error reported by CSI

B DFSORA10 X'c2' No error information available from
CsI

B DFSORA10 X'C3' Catalog error reported by CSI

B DFSORA10 X'c4' Unexpected return code 4 from CSI

B DFSORA10 X'C5' Unexpected return code 4 from CSI

B DFSORA10 X'Cé' Unexpected return code from CSI

B DFSORA10 X'C7' Unexpected return code from
DEVTYPE

B DFSORA10 X'C8' Data set not on volume

B DFSORA10 X'C9' Unexpected return code from
OBTAIN

B DFSORA10 X'D1' Unexpected return code from
OBTAIN

B DFSORA10 X'D2' Unexpected return code from
TRKCALC

B DFSORA10 X'D3' Unexpected return code 12 from
GETDSAB

B DFSORA10 X'D4' Unexpected return code from
GETDSAB

B DFSORA10 X'D5' Unexpected return code from
SWAREQ

B DFSORA10 X'D6' Invalid data set name

D DFSORA20 X'Cc1l' SVC 99 information reason returned

D DFSORA20 X'C2' Insufficient space on volume

D DFSORA20 X'C3' Data set in use

D DFSORA20 X'C4' Insufficient space, SMS

D DFSORA20 X'C5' SVC 99 error and SMS reason
returned

D DFSORA20 X'Cé' SVC 99 error code returned

D DFSORA20 X'C7' SVC 99 error code returned

D DFSORA20 X'C8' Unexpected return code from SVC 99

D DFSORA20 X'C9' SVC 99 information reason returned

D DFSORA20 X'D1' SVC 99 error code

D DFSORA20 X'D2' Unexpected return code from SVC 99

D DFSORA20 X'D3' Unexpected return code from
IDCAMS
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Table 29. Module and subcode ID for X'D9' (continued)

Module ID Module Subcode Meaning

E DFSORA30 X'c1' Unexpected return code from
IDCAMS

G DFSORA40 X'c1' GETMAIN failure

X'D9' trace entry: fence value before an OLR IPOST/IWAIT

The following figure shows the remaining words of the X'D9' trace entries that are specific to the fence
value before an OLR IPOST/IWAIT:

TRACE ID = X'D9'

word 3 - Can contain the address of the PST
to be posted.

words 4-5 - Contains DMBORFEN.

words 6-7 - Contains DMBAMFEN.

The following table shows the module ID and module subcode values for the X'D9' trace entries that
represent the fence value before an OLR IPOST/IWAIT.

Table 30. Module and subcode ID for X'D9': fence value before an OLR IPOST/WAIT

Module ID Module Subcode Meaning

J DFSORP70 X'o1' IPOST for the OLR I/O fence

J DFSORP70 X'02' IWAIT for the OLR action module
fence

J DFSORP70 X'03' IPOST for the OLR I/O fence

J DFSORP70 X'04' IWAIT for the OLR action module
fence

L DFSORP40 X'01' IWAIT for the OLR action module
fence

L DFSORP40 X'02' IPOST for the OLR action module
fence

M DFSPCSHO X'o1' IWAIT for the OLR action module
fence

M DFSPCSHO X'02' IPOST for the OLR action module
fence

M DFSPCSHO X'03' IWAIT for the OLR action module
fence

M DFSPCSHO X'04' IPOST for the OLR action module
fence

DFSDLOCO X'01' IPOST for the OLR I/O fence
0 DFSDLOCO X'02' IWAIT for the OLR I/O fence
DFSDLROO X'o1' IPOST for the OLR action module

fence

R DFSDLROO X'02' IPOST for the OLR action module
fence
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Table 30. Module and subcode ID for X'D9': fence value before an OLR IPOST/WAIT (continued)

Module ID Module Subcode Meaning

R DFSDLROO X'03' IWAIT for the OLR action module
fence

R DFSDLROO X'04' IPOST for the OLR action module
fence

R DFSDLROO X'05' IPOST for the OLR action module
fence

R DFSDLROO X'06' IWAIT for the OLR action module
fence

R DFSDLROO X'07' IWAIT for the OLR action module
fence

R DFSDLROO X'08' IWAIT for the OLR action module
fence

S DFSDVBHO X'o1' IWAIT for the OLR I/O fence

S DFSDVBHO X'02' IPOST for the OLR I/O fence

\Y DFSDVSMO X'01' IPOST for the OLR I/O fence

V DFSDVSMO X'02' IPOST for the OLR I/O fence

X'D9' trace entry : next UOR determination

The following figure shows the remaining words of the X'D9' trace entries that are specific to the next UOR
determination.

TRACE ID = X'D9'

word 3 - The total number of UORs performed.

word 4 - The execution span for this UOR.

word 5 - The proposed size for the next UOR.
word 6 - The total bytes moved during this UOR.
word 7 - The total locks held during this UOR.

X'D9' trace entry: OLR command processing

The following figure shows the X'9D' trace entry definitions used by the Online Reorganization (OLR)
command processing:

TRACE ID = X'D9'

word O - byte 1 - X'D9' Online Reorganization (OLR)
trace entry.
byte 2 - Zero - not used.
bytes 3-4 - Trace sequence number.
word 1 - byte 1 - Module ID.
byte 2 - Module subcode.
byte 3 - Module function.
byte 4 - FREESTOR error return code.
word 2 - Last 4 bytes of the IMS ID (SCDIMSNM+4)
processing the command.
words 3-4 - Command VERB (INIT, UPD, TERM, and QRY
if an type-2 command)
words 5-6 - Operation Manager name ('NONOMCMD' if OLR
type-1 command.
word 7 - Address of storage not freed if FREESTOR
failure.
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For all X'D9' trace entries, the module ID, and usually the module subcode as well, indicate both the
meaning of the trace entry and the format of the rest of the trace entry.

The following table shows the module ID values in X'D9' trace entries that represent OLR command
processing.

Table 31. Module and subcode ID for X'D9': OLR command processing

Module ID Module Subcode Meaning

C DFSORCO0 X'00' OLR type-2 command issued

C DFSORCO0 X'01' FREESTOR error during INIT error
processing

C DFSORCO0 X'02' FREESTOR error after sending
command response

P DFSORC10 X'00' OLR type-1 command issued

P DFSORC10 X'01' FREESTOR error during INIT

processing cleanup

X'D9' trace entry: OLR start

The following figure shows the remaining words of the X'D9' trace entries that are specific to the OLR
start.

X'9D' trace entry - words specific to OLR start

TRACE ID

word

word
word
word
word

= X'D9'

Noabh w

The RBA of the cursor in the second CI
or block.

Unused.

Unused.

Unused.

Unused.

X'D9' trace entry: start of a UOR

The following figure shows the remaining words of the X'D9' trace entries that are specific to the start of a
UOR.

X'9D' trace entry - words specific to start of UOR

TRACE ID
word
word
word
word

word

= X'D9'

3
4
5
6
7

The first four bytes of the last committed
cursor.

The start time of this UOR.

The execution span for this UOR.

The time that was waited before this

UOR started.

Unused.

X'D9' trace entry: UOR wait for timer

The following figure shows the X'D9' trace entries that are specific to the UOR wait for timer.

X'9D' trace entry - words specific to UOR wait for timer

TRACE ID

word
word
word
word

ocobhw

X

"D9"

Unused

The start time of this UOR.

The execution span for this UOR.
The time that will be waited before

Chapter 8. DB - Database service aids 195



the next UOR starts.
word 7 - Unused.

X'D9' Trace Entry: OLR Full-Block Logging

TRACE ID = X'D9'

Word 3 - Not used

Word 4 - AMP

Word 5 - Buffer prefix (IBFPRF for O0SAM or IDABUFC for VSAM)
Word 6 - Block number for OSAM or RBA for VSAM

The following table shows the module ID and module subcode values for the X'D9' trace entries that
represent the OLR logging of a full-block of database changes in a single X'5050' log record rather than
the logging of individual database changes in separate log records.

Table 32. Module and subcode ID for X'D9': OLR full-block logging

Module ID Module Subcode Meaning

F DFSDBH20 X'00" After full-block logging during OSAM
buffer steal

H DFSDBH30 X'00" After full-block logging during OSAM
buffer purge

S DFSDBVHO X'03' After full-block logging by DL/I buffer
handler router before purge

\Y DFSDVSMO X'03' Before full-block logging during VSAM
buffer purge

Vv DFSDVSMO X'04' After full-block logging during VSAM
buffer purge

X'D9' Trace Entry: OLRK PNDX Store

TRACE ID = X'D9'

Word 3 - OLRK entry address

Word 4 - Root RBA of the primary index entry.

Word 5 byte 1 - x'80' entry for primary index entry or VSAM)
byte 2 - x'80' queued onto chain by OLR

X'D9' Trace entry: OLRK ILE Store

TRACE ID = X'D9'

Word 3 - OLRK entry address

Words 4,5 - Key of ILDS record

Word 6 byte 1 - segment code
byte 2 - x'40' entry for ILDS entry
byte 3 - x'80' queued onto chain by OLR

X'D9' Trace entry: OLRK ILE Write

TRACE ID = X'D9'

Word 3 - OLRK entry address
Word 4,5 - Key of ILDS recoxd
Word 6 byte 1 - segment code
byte 2 - x'40' entry for ILDS entry
byte 3 - x'40' written to KSDS by VSAM interface
x'20' deleted off chain by OLR
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X'FB' Trace entry: PSTSTLOR.

INSERT LOGICAL RECORDS (KSDS) to the primary index database or INSERT LOGICAL RECORDS (KSDS)
to the ILDS database for HALDB integrated online reorganization. See the previous OLRK ILE/ILDS Store/
Write trace entries that are associated with this trace entry.

TRACE ID

Woxrd 3
Word 4
Word 5
Woxd 6
Word 7

= X'FB'

Unused
Unused
Unused
Unused
Unused

X'DA' trace entry

The X'DA' trace entry is shown.

X'DA' trace entry

TRACE

ID

word
word
word
word

word

word
word

word

0

& RrwWN P

5
6

X'DA'

— byte 1 - X'DA' - VSAM JRNAD or UPAD exit
byte 2 - PST number
bytes 3-4 - Trace sequence number
Word 3 of JRNAD or UPAD parameter list
Word 4 of JRNAD or UPAD parameter list
Word 5 of JRNAD or UPAD parameter list
byte 1 - JRNAD or UPAD code (For an explanation of
these codes, see note 3 below)
bytes 2-4 - AMB address
- PLH STACK or VSAM FOOTSTEPS

(see notes 1 - 4 below)
- PLH STACK or VSAM FOOTSTEPS

(see notes 1 - 4 below)

word 7 - PLH STACK or VSAM FOOTSTEPS

Notes:

(see notes 1 - 4 below)

1. If the trace contains the PLH stack entries, these entries are the module addresses of the last five
VSAM record management modules that had control. If the trace contains the VSAM footsteps, each
VSAM footstep is a 1 byte entry which contains VSAM diagnostic information.

2. The PLH footsteps contain 1 byte of VSAM diagnostic data and is passed back to IMS in order from last
to first footstep.

3. This information might be valuable to the VSAM support representatives if you need their assistance.

4. For an explanation of these codes, see the following table.

Table 33. JRNAD and UPAD codes for X'DA' trace entry

Code
Code (hexadecimal) Meaning
JRNAD oc Logical records to be shifted in a KSDS
JRNAD 10 Cannot occur
JRNAD 14 Cannot occur
JRNAD 20 Control area split starting in a KSDS
JRNAD 24 Control interval read error
JRNAD 28 Control interval write error
JRNAD 2C Control interval to be written
JRNAD 30 Control interval to be read and marked exclusive
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Table 33. JRNAD and UPAD codes for X'DA' trace entry (continued)

Code
Code (hexadecimal) Meaning
JRNAD 34 Control interval ownership to be established
JRNAD 38 Control interval to be marked exclusive
JRNAD 3C Create a new control interval
JRNAD 40 Release exclusive use of control interval
JRNAD 44 Mark control interval prefix invalid
JRNAD 48 Control interval read completed
JRNAD 4C Control interval write completed
JRNAD 50 CI or CA split
JRNAD 54 Control area reclaim start
JRNAD 58 Control area reclaim end
JRNAD 5C Control area reclaim interrupted
JRNAD 60 Control area reclaim recovery start
JRNAD 64 Control area reclaim recovery end
JRNAD 68 Start of reuse reclaimed control area
JRNAD 6C End of reuse reclaimed control area
UPAD 00 Wait requested on I/O or defer
UPAD 04 Post ECB (XMEM only)

X'DB' through X'FA' trace entry
The X'DB' through X'FA' trace entries are shown.

The X'DB' through X'FA' trace entries

TRACE

ID

word

word

word

word
word

word
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X'DB'

- X'FA'

— byte 1 - X'DB' through X'FA'PSTFNCTN - Buffer handler trace -

This is the function

from X'DB' thru X'FA' for which the trace

was written (see note 1 below).

byte 2 - PST number (see note 2 below)
bytes 3-4 - Trace sequence number
- bytes 1-2 - PSTDMBNM - DMB number. This field

byte
byte

- byte
byte

byte
byte

1
2
3

indicates which DMB is being used.

The DMB directory (DDIR) gives the

first DMB.
PSTDCBNM - DCB number
PSTRTCDE - Usually
indicates an error if nonzero. If an error,
PSTDATA may contain residual data from the
last call (see note 3 below)
PSTTRMID - ID of the module calling the buffer
handler
PSTTRMSC - Subcode of the module calling the
buffer handler
PSTBHFLG - DL/I buffer handler flags

4 - PSTSUBCD - Buffer handler internal work byte

- PSTDSGA - Address of the DSG

- PSTDATA - Address in real storage of the requested data.
May point to the last retrieved data address in a call
(failed abend) (see note 4 below).

- PSTBUFFA - Address of buffer header. O0SAM uses IBFPRF



DSECT. VSAM uses IDABUFC DSECT.

word 6 - PSTISAMW - Work area

word 7 - PSTBYTNM - Relative byte number of data or
block number (see note 5 below).

Notes:

1. The IMS internal function that was being performed.
. Use only the trace entries with the correct PST number.

ga b~ W N

. Shows how the call completed. (X'00' means successful completion.)
. Shows where the requested data is located in core only if the call completed successfully.
. The RBA or block number that the call requested.

If the call failed, the PSTDATA field might contain the address of the last segment successfully

retrieved.

Example: PSTRTCDE = X'04' (RBA past end of data set).

Related reference

“Space management and buffer handler module trace IDs” on page 202

In space management and DL/I buffer handler trace entries, a 1-byte module ID identifies the calling
module. A 1-byte subcode identifies the specific call within the module.

Database function codes

The DL/I function codes are shown.

Buffer handler function codes
PSTFNCTN is located at PST + X'1C4".

The following table shows the buffer handler function codes.

Table 34. Buffer handler function codes

Code (hex) PSTFNCTN Caller's request function

DB PSTSRCHP Search pool for record in range
DD PSTRELLR Release record ownership

DE PSTRSTAT Retrieve buffer pool statistics
DF PSTVERFY Verify VSAM data set

EO PSTVPUT Put record to VSAM data set

E1l PSTBKLCT Block Locate

E2 PSTBYLCT Byte Locate

E3 PSTISRCH Not used

E4 PSTIESDS Create new ESDS/OSAM LRECL
E5 PSTPGUSR Write LRECLS for user (PURGE)
E6 PSTBFALT Mark record altered

E9 PSTFBSPC Free space in buffer pool (BFPL)
EA PSTOWTCK Perform background write function
EB PSTBYALT Byte locate and mark altered
EC PSTBFMPT Mark buffers empty (BFPL)
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Table 34. Buffer handler function codes (continued)

Code (hex) PSTFNCTN Caller's request function

ED PSTCHKPT Checkpoint

EE PSTSTAPG Batch STAE purge at ABEND

EF PSTERRPG Purge user for I/O error check

EF PSTFRWRT OSAM buffer forced write

FO PSTSTLBG Retrieve first LRECL by key

F1 PSTERASE Erase logical record

F2 PSTSTLEQ Retrieve by key EQ or GT

F3 PSTSTLCI Retrieve key EQ or GT - repair CI
F4 PSTSTLIS Retrieve by key REC to chain from insert logical record (KSDS)
F7 PSTRSIAB Reset invalidate all buffers trigger
F9 PSTCPYGU Position by key for Image Copy
FA PSTCPYGN Get next record for Image Copy

The following table shows the space management function codes.

Table 35. Space management function codes

Code (hex) PSTFNCTN Caller's request function

31 PSTGTSPC Get space for the segment

32 PSTFRSPC Free space for the segment

34 PSTGTRAP Get space close to root anchor
PSTBYTNM. Request to turn off
bit map bit. Refer to label
PSTBTMPF.

35 PSTGZIDL Get local serialization as a service
to LRHOO during /ERE when IRLM
as SLMis not there.

36 PSTRZIDL Release local serialization

B1 PSTGTSPH Request for space at BLOCK

and OFFS B2-B5 are reserved
for tracing PSTDATA. PSTOFFSET
must point to the location
requested.

The following table shows the Open/Close function codes.

Table 36. Open/Close function codes

Code (hex) PSTFNCTN Caller's request function

00 PSTOCCLS This is a close call. This is the
absence of PSTOCOPN (X'08') or
PSTOCOPN is reset.

01 PSTOCDMB The DDIR address is in register 2
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Table 36. Open/Close function codes (continued)

Code (hex) PSTFNCTN Caller's request function

02 PSTOCPCB The PCB address is loaded from
PSTDBPCB to registers 1

04 PSTOCALL OPEN/CLOSE all DMBs in the
system

08 PSTOCOPN This is an OPEN call

ocC Combine X'04' and X'08'

10 PSTOCDCB OPEN/CLOSE DCB PSTDSGA =
DSG

20 PSTOCLD Open for load

21 PSTOCDMA CLOSE and UNAUTHORIZE DMB
address of DDIR in register 2

40 PSTOCDSG OPEN/CLOSE DSG PSTDSGA =
DSG

80 PSTOCBAD The PSTOCBAD (X'80') is set to

indicate to the caller that the
requested function failed

The following table shows the index maintenance function codes.

Table 37. Index maintenance function codes

Code (hex) PSTFNCTN Caller's request function

A0 PSTXMDLT Index maintenance for segment
to be deleted

Al PSTXMRPL Index maintenance for segment
to be replaced

A2 PSTXMISR Index maintenance for segment
to be inserted

A3 PSTXMUNL Index maintenance for segment

to be unloaded

The following table shows the block loader function codes.

Table 38. Block loader function codes

Code (hex) PSTFNCTN Caller's request function

00 PSTRSVDB Reserve database resources

01 PSTDMBRD Read DMB from ACBLIB

02 PSTPSBRD Read PSB from ACBLIB

03 PSTINTRD READ INTENT and DMB name
lists from ACBLIB

04 PSTENQ PI Processing is required

40 PSTEREFF Free DB resources (SCHED failed)

80 PSTFREDB Free DB resources (termination)
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Buffer handler return codes

The buffer handler return codes, subcodes, and definitions are listed and defined.

Buffer handler return codes

The following table describes the buffer handler return codes.

Table 39. Buffer handler return codes

Return code Subcode Definition

PSTCLOK X'00" Everything correct

PSTGTDS X'04' RBN beyond data set

PSTRDERR X'08' Permanent read error

PSTNOSPC X'oc! No more space in data set

PSTBDCAL X'10' Illegal call

PSTENDDA X'14' End of data set encountered — no record returned
PSTNDTFD X'18' Requested record cannot be found
PSTNWBLK X'1C' New block created in buffer pool
PSTNPLSP X'20' Insufficient space in pool.

PSTTRMNT X'24' User must terminate, no space in pool.
PSTDUPLR X'28' Logical record already in KSDS.
PSTWRERR X'2C' Permanent write error.

PSTBUFIN X'30' Buffer invalidate.

PSTBIDIN X'34' Unable to acquire BID lock.
PSTPDERR X'38' Unable to locate DDIR/PDIR entry.
PSTNOSTO X'3C! Storage not available.

PSTRRERR X'40' CF read and register error.

PSTCURER X'44' Space management OLR cursor error.
PSTCLSDS X'48' Attempt to access a closed data set.

Space management and buffer handler module trace IDs

In space management and DL/I buffer handler trace entries, a 1-byte module ID identifies the calling
module. A 1-byte subcode identifies the specific call within the module.

Space management and DL/I buffer handler trace entries

The calling module places the module ID in field PSTTRMID and the subcode in field PSTTRMSC before
making the call. The DL/I buffer handler and space management then move these PST fields to the
appropriate traces.

The PSTTRMSC module subcodes are 0 through 9 and A through Z. If you need to find the point in the
module where the call was made, look for the TIDSCx label that corresponds to the module subcode.
Subcode 0 corresponds to label TIDSCO, subcode 1 to label TIDSC1, subcode A to TIDSCA, and so on.

The following table describes the ID, the calling module, and the module function
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Table 40. Space management and DL/I buffer handler module trace IDs

Module
ID label ID Calling module Module function
TIDDLAOO A DFSDLAOO Call analyzer
TIDDLASO A DFSDLASO Call analyzer SSA
TIDORAOO A DFSORAOO OLR data set creation/deletion
TIDZDCOO A DFSZDCO00 GSAM Controller
TIDORA10 B DFSORA10 OLR data set information
TIDZDIOO B DFSZDIOO GSAM Initialization
TIDORCOO C DFSORCOO0 OLR OM command processor
TIDZDI20 C DFSZDI20 GSAM Initialize GB
TIDDLDCO D DFSDLDCO DELETE/REPLACE
TIDORA20 D DFSORA20 Create data sets for OLR
TIDZDI30 D DFSZDI30 GSAM Buffering Initialization
TIDFLSTO E DFSFLSTO Batch STAE exit
TIDORA30 E DFSORA30 Delete data sets for OLR
TIDZD110 E DFSzD110 GSAM BSAM OPEN / CLOSE
TIDLRHOO F DFSLRHOO LOCK request handler
TIDZD150 F DFSZD150 GSAM VSAM OPEN / CLOSE
TIDORA40 G DFSORA40 Performs OLR IDCAMS
TIDSDLBO G DFSSDLBO IRLM status routine
TIDZD210 G DFSzD210 GSAM BSAM I/O
TIDFXC50 H DFSFXC50 DB SYNC point
TIDZD250 H DFSZD250 GSAM VSAM I/0
TIDORP60 I DFSORP60 OLR interfaces to DBRC
TIDZD310 I DFSZD310 GSAM Buffer I/O
TIDDDLE1 K DFSDDLEO LOAD INSERT function
TIDZSROO K DFSZSR00 GSAM Extended checkpoint
TIDDDLEO L DFSDDLEO LOAD INSERT function
TIDORP40 L DFSORP40 OLR termination and cleanup
TIDZSR10 L DFSZSR10 GSAM Restart positioned
TIDPCSHO M DFSPCSHO Partitioning Common Services Handler
TIDORP20 N DFSORP20 OLR cursor and commit manager
TIDDLOCO 0 DFSDLOCO OPEN/CLOSE
TIDDLOVO 0 DFSDLOVO LOGICAL/VIRTUAL OPEN
TIDDCAPO P DFSDCAPO Full-Function Data capture
TIDORC10 P DFSORC10 OLR type-1 command processor
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Table 40. Space management and DL/I buffer handler module trace IDs (continued)

Module

ID label ID Calling module Module function
TIDDDUIO Q DFSDDUIO DUI processor
TIDDLROO R DFSDLROO RETRIEVE function
TIDDHDOO S DFSDHDOO Space Manager (INIT procedure)
TIDDVBHO S DFSDVBHO Buffer handler router
TIDFRSPO S DFSFRSPO Space Manager (free space)
TIDGGSPO S DFSGGSPO Space Manager (GET space)
TIDMMUDO S DFSMMUDO Space Manager (bit map update)
TIDRCHBO S DFSRCHBO Space Manager (SEARCH block)
TIDRRHMO S DFSRRHMO Space Manager (SEARCH bit map)
TIDRRHPO S DFSRRHPO Space Manager (buffer pool)
TIDTOBHO T DFSTOBHO I/0 toleration buffer handler caller
TIDTOCLO T DFSTOCLO I/O toleration DB close
TIDDPSBO u DFSDPSBO PSB generator module
TIDURDBO u DFSURDBO Database Recovery utility
TIDURGPO u DFSURGPO Database Prefix Update utility
TIDURGSO u DFSURGSO Database Scan utility
TIDBACKO \ DFSBBOOO BATCH backout utility
TIDDVSMO \ DFSDVSMO VSAM interface
TIDURRLO \ DFSURRLO HISAM Reorganization Reload utility
TIDURULO v DFSURULO HISAM Reorganization Unload utility
TIDUCPDO w DFSUCPDO UCF DB ZAP processor utility
TIDUCPEO w DFSUCPEOQ UCF subroutines utility
TIDUICCO W DFSUICPO Online Image Copy utility
TIDDXMTO X DFSDXMTO Index maintenance
TIDRBOIO Y DFSRBOIO Backout RESTART/DYN/BATCH
TIDRDBCO z DFSRDBCO Database backout control
TIDPSELO M DFSDBH20 Partition Selection Handler

DFSDBH30

DFSDVSMO

Example of a DL/I trace

The following example shows a DL/I trace. The trace entries show two GHU calls. All calls use Program
Specification Table (PST) 01. When activities for different PSTs are intermixed in the trace table, you need
to examine only the entries for the PST that you are interested in.

FUNCTION WORD 0O WORD 1 WORD 2 WORD 3 WORD 4 WORD 5 WORD 6 WORD
7 PAGE 0001
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* DL1 TRACE TABLE - DATE 89039 TIME 17450600 SKIP 0000 TOTAL SKIP 00000000 RECORD NUMBER 00000007

ANALYZE CALL AAO1008A 00GG8DEO GHU OAOD6O 03080800 00004892 00004000

0008F200  ........ GHU LI Koo ...2.

VSAM EXIT DAOlOOSB 0272FA60 06000000 00002400 34B95982 B96E24B9 BCE6BA6GE

50BY9AE68 ...l B.>...W.>&. ..

PSTBYLCT E201008C 00040100 D2014400 000A101C 0273720C 0272FA60 0274E45E 0000260C

S....... Koo, .U;

VSAM EXIT DAGlGOSD 0272FABO 06000000 00004800 34B95982 B96E24B9 BCE6BAGE

50B9AE68 ... .. D W&

PSTBYLCT E201008E 00030100 D2014400 000A205C 02739092 0272FABO 0274E45E 00004892

Sococoan K.o.o.... *.. . K.,

VSAM EXIT DA01008F 0272F850 06000000 00002400 34B95982 B96E24B9 BCE6BAGE

50B9AE68 ... &L, W&

PSTBYLCT E2010090 00030100 D2014400 000A205C 0273D354 0272FB50 0274E45E 00002754
............. B E S U

PSTBYLCT E2010091 00030100 D2014400 000A205C 0273D11C 0272FB50 0274E45E 0000251C

S..J.. .. Koo N .U;

PSTBYLCT E2010092 00030100 D2014400 000A205C 0273D354 0272FB50 0274E45E 00002754

S..K....K...... Y B S U

PSTBYLCT E291®093 00@301@0 D2014400 000A205C 0273D11C 0272FB50 0274E45E 0000251C

S..L....K...... el & WU L

PSTBYLCT E2010094 00030100 D2014400 000A205C 0273D020 0272FB50 0274E45E 00002420

S..M....K...... Koo &..U;

VSAM EXIT DAG10095 0272FABO 06000000 00004800 34B95982 B96E24B9 BCE6BAGE

50B9AE68 LN B.>...W.>&. ..

PSTBYLCT E2010096 00030100 D2014400 000A205C 02739092 0272FABO 0274E45E 00004892

S..0....K...... *.oo. Kool

VSAM EXIT DA010097 0272FBSO 06000000 00002400 34B95982 B96E24B9 BCE6BAGE

50B9AE68 P& W&

PSTBYLCT E2010098 00030100 D2014400 000A205C 0273D354 0272FB50 0274E45E 00002754

S..Q....K...... *..L....&..U;

ANALYZE CALL AA@10099 GOGOSDEO GHU OAOD6O 03280800 00004892 00004000

0008F200 L..ROLLLGHU Ll K.. ...2.
FUNCTION WORD © WORD 1 WORD 2 WORD 3 WORD 4 WORD 5 WORD 6 WORD

7 PAGE 0004

VSAM EXIT DA01009A 0272FA60 06000000 00002400 34B95982 B96E24B9 BCE6BAGE

50B9AE68 ... .-l B.>...W.>&.

PSTBYLCT E201009B 00040100 D2014400 000A101C 0273720C 0272FA60 0274E45E 0000260C

S.o.o... Koo .U;

VSAM EXIT DA01009C 0272FABO 06000000 00004800 34B95982 B96E24B9 BCE6BAGE

50BY9AE68 ... B.>...W.>&. ..

PSTBYLCT E201009D 00030100 D2014400 000A205C 02739092 0272FABO 0274E45E 00004892

S....... Koooo.. *.. KL

VSAM EXIT DA91909E 0272FBSO 06000000 00002400 34B95982 B96E24B9 BCE6BAGE

50B9AE68  ....... [ S B.>...W.>&. ..

PSTBYLCT E201009F 00030100 D2014400 000A205C 0273D354 0272FB50 0274E45E 00002754

S.o...... K.oo.o... *..L....&. .U;

PSTBYLCT E20100A0 00030100 D2014400 000A205C 0273D11C 0272FB50 0274E45E 0000251C
............. *.. ... & UL

PSTBYLCT E20100A1 00030100 D2014400 000A205C 0273D354 0272FB50 0274E45E 00002754
............. *..L....&. .U;.

PSTBYLCT E20100A2 00030100 D2014400 000A205C 0273D11C 0272FB50 0274E45E 0000251C

S..S....K...... *..J. .U;

PSTBYLCT E20100A3 00030100 D2014400 000A205C 0273D020 0272FB50 0274E45E 00002420

S..T....K...... Kivunn &..U;

VSAM EXIT DAOL100A4 0272FABO 06000000 00004800 34B95982 B96E24B9 BCE6BAGE

50B9AE68 B U B.>...W.>&. ..

PSTBYLCT E20100A5 00030100 D2014400 000A205C 02739092 0272FABO 0274E45E 00004892

S..V.... Koo *.o Kool K

VSAM EXIT DAQ100A6 0272F850 06000000 00002400 34B95982 B96E24B9 BCE6BAGE

50B9AE68 & B.>...W.>&. ..

PSTBYLCT E20100A7 00030100 D2014400 000A205C 0273D354 0272FB50 0274E45E 00002754

S.. XKoo *.. Lo & UL

Related reference

“X'DB' through X'FA' trace entry” on page 198
The X'DB' through X'FA' trace entries are shown.

Delete/Replace - DL/I trace information

The DELETE/REPLACE module provides meaningful information when abnormal conditions arise leading
directly to errors detected by Delete/Replace. This information can be found in the Delete/Replace work
area (DLTWA).

Abends initiated by the Delete/Replace module (780, 796, 797, 798, 799, 802, 803, 804, 806, 807, 808,
and 811) are traced in the DL/I trace table in a series of entries identified by an X'C4' in the first byte
(TRACE FUNCTION CODE).

The first X'C4' entry in the series is provided by the routine that encountered the problem. Each additional
entry is provided by the routine that called the routine which in turn wrote the prior entry in the table.
Examining these entries in reverse sequence reveals the order in which control was passed from one
routine to another.

Chapter 8. DB - Database service aids 205



You can obtain a complete description of the trace table entry for Delete/Replace by assembling the
following lines of code:

DSECTS CSECT
DFSDLDC FUNC=DSECTS
END

The second word in the Delete/Replace trace entry (called Entry1) uniquely identifies a Delete/Replace
abend, and should be used by IBM and customers when submitting APARs for better problem description.
In some cases, the Entryl word from the next trace entry along with the first Entryl word uniquely
identifies the abend. The Entryl format is:

BYTE 0O ID of routine supplying this entry
1 ID of routine that encountered error
2 Subcode number of abend if multiples
3 Internal code for abend

Each routine within the Delete/Replace module has a unique 1-byte identification number. The IDs can
be obtained from the assembly listings of each of the four source modules which make up the Delete/
Replace call. In general they are:

' to X'1F'—control and common subroutines (DFSDLDCO)
' to X'3F'—delete routines (DFSDLDDO)

' to X'GF'—replace routines (DFSDLDRO)

' to X'7F'-DLTWA build routines (DFSDLDWO)

Use the Entryl word (the second word in the trace entry) when relating to a Delete/Replace problemin
IMS with IBM Software Support.

Retrieve trace

When an application program executes and a problem occurs (such as damaged data or unexpected
results), you can use the Retrieve trace records to see how IMS responded to various calls in the
application.

To set the Retrieve trace
To set the Retrieve trace on, use either of the following methods:

« At initialization time, IMS always turns the Retrieve trace on, except for batch.

« For DB/DC and DBCTL environments, use the /TRACE SET ON TABLE RETR command. If you start the
DL/I trace by using the /TRACE SET ON TABLE DLI command, the Retrieve trace is not automatically
turned on.

Note: The Retrieve trace cannot be turned on if the DL/I trace is not active.
To determine if the trace is in the dump, check field PSTDLR1 in the PST.
X'0700'

Indicates the trace is on.
X'07FC'
Indicates the trace is off.

Field PSTRTVTR of the PST contains the address of the trace table. The byte at PSTRTNDX contains the
offset to the next entry in the table.

Every time an application issues a get or insert call, the retrieve module (DFSDLROO) is called. This
modaule is very large and contains many subroutines. By looking at the Retrieve trace, you can see the
flow of control through the various subroutines of the retrieve module. As each subroutine calls another, a
2-byte hexadecimal entry is inserted into the trace table. (Byte 1 of the trace entry is the ID of the calling
subroutine; byte 2 is the ID of the subroutine that is called.)

The Retrieve trace table is filled from beginning to end. When the table becomes full, tracing starts at the
beginning of the table, overlaying each old entry with the new entry.
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The first entry in the trace table for a call is X'F1', which is paired with entries: X'2F' (UNQL), X'30"
(ROOTISRT), or X'31' (QUAL). The presence of any of these entries indicates the beginning of a trace entry
for a retrieve call.

Field JCBRTVTR in the JCB also contains Retrieve trace information. JDBRTVTR contains the offsets to the
initial entries in the trace table for the previous four DL/I calls that are associated with a database. The
offset to the last call is in the low-order byte, and all offsets are shifted left at the start of each new call.

Example of Retrieve Trace

The execution of an application results in an error message that indicates damaged data. You can refer to
the Retrieve trace table and interpret the entries in order to determine if the problem is caused by:

 An application error

- A database design error

« Aninternal IMS DB problem

« An IMS system problem related to pointers

If you determine that the problem was caused by an application or database design error, you can use the
Retrieve trace to debug and resolve the problem. Otherwise, you can do a keyword search. If the search
results in a large number of problems, you can reduce the number of problems by including the name of
the subroutine (listed in the following table) that you found in the Retrieve trace table.

Table 41. The subroutines of the retrieve module (DFSDLR0O)

HexID Subroutine title Subroutine description

01 BLDVKEY Builds alternate parent's concatenated key in work area.

02 CSIIGEXT Reads root based on SSA qualification. If found, GE at level one. If not
found, GE at level 0.

03 DIVRSETU Position (DIV) was not found at this level. Sets off EOC and sets on not
posted first child and siblings.

04 ENQODQ Handles all enqueue and dequeue for retrieve.

05 FNDLPNQ Final physical root of LP SDB and enqueue it.

06 FORTHISL Tries to get a segment that satisfies the call at this level or higher.

07 GEEXIT Publishes GE status code or GB (if root SDBEOC on).

08 GETPSDB Gets the PSDB of the segment pointed to by JCBACSC.

09 GETPRIME Issues request for SETL to retrieve next higher root in database.

0A STLALTPS Processes request for data by key when an alternate processing
sequence is used.

0B ISRTMPOS While positioning for insert, a matching segment was found; checks if
permissible.

ocC ISRTPOS Checks for LC insert to locate alternate parent, validate insert, or
establish position on alternate twin chain.

0D ISRTVER Verifies segment in POSP points to segment in SDBPOSN for HDAM and
HIDAM organizations.

OE KDTEST Compares value in SSA to value in segment or to key feedback for
requalification.

OF LCPTRTST Used by CC=L processing to use PCL pointer, if any.
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Table 41. The subroutines of the retrieve module (DFSDLR0OO) (continued)

HexID Subroutine title Subroutine description

10 LTW Main driver for requalification to determine the acceptability of current
position.

11 LTWLRTN Used by CC=L processing to see if on last or should use PCL pointer or
continue trying (HS).

12 LTWLTST Used by CC=L processing to find the last segment.

13 MOVEKEY Moves key from segment to PCB key feedback.

14 MVSEGUSE Moves the requested segment from the I/O area to the user area.

15 POSTCHLD Captures child RBNs from input SDB prefix and places in SDBPOSN of
dependent SDBs.

16 POSTME Places search starting position for segment in SDB.

17 POSTTRY Unqualified GN has found a segment. Posts the position and key.

18 POSTCURP Moves position from JCB work words into SDB and sets post code.

19 POSTSDBN Stores location of next segment on chain in JCB work words.

1A READCUR Locates current entry in passes SDB.

1B RDLPCONK Locates logical parent using its key.

1C READNXT Locates next segment from passes SDB.

1D RDPHYPR Locates physical pair of segments when passed SDB address of its pair.

1E RESETMP Initializes for unqualified call.

1F RESETQMP Compares previous call position in level table to current qualification
where POS=M.

20 SCDCRSCK Not first LR crossed and concatenated segment ISRT, builds
concatenated key of LC physical parent.

21 SETEOC Sets EOC in requested SDB. If logical parent enqueues outstanding,
locates each and dequeues.

22 SETL Provides interface to buffer handler for all external data requests.

23 SETLBG Issues request for SETL to get first root in database.

24 SETPVEOC Sets EOC on previous SDBs in the hierarchy having the same parent as
the passed SDB.

25 SSAEVAL Examines a segment to see if it satisfies the qualification.

26 SETCHEOC Sets on SDBEOC of dependent SDBs.

27 STECHISB Sets SDBEOC on for input SDB and siblings having same physical parent.

28 SETLMIKY SETL to find key equal to or greater than key determined as minimum
value for SSA.

29 STNPHISB Sets EOC (if in use) and not posted for siblings of input SDB.

2A THISLVOK Found one at this level that satisfies the call. Uses it and checks for more
levels in call.

2B UNQGN Gets next sensitive segment without violating parentage.
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Table 41. The subroutines of the retrieve module (DFSDLR0OO) (continued)

HexID Subroutine title Subroutine description

2C VLEXP Processes variable length segment and user data compaction.

2D WIPEDN Clears level table below level passed to bottom of table or below entry
currently cleared.

2E XDFTEST Qualification is secondary index. Checks index entries to validate the
position.

2F UNOQL Master driver for calls without SSAs.

30 ROOTISRT Routine for positioning to insert at physical root of database.

31 QUAL Driver for qualified retrievals.

32 HSAMRTN HSAM I/0 interface routine.

33 RETRY Retry routine for processing option GOT.

34 ISRTCHCK Use two keys in DSG for root insert.

35 VALIDATE Validate an EPS.

36 PARTCKRC Check results of the validate.

37 HDTARGET PHDAM/HDAM get a key equal or greater.

38 HDNEXT PHDAM/HDAM get next.

39 HDTARGET PHDAM/HDAM get a first.

3A OLRTRACE Trace IWAIT/IPOST for OLR fence.

F1 INIT Initialization.
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Farmatted Retiewe Trace
OFFSET  ---FROM--- ---Th --- OFFSET  ---FROM--- -==T0 -=

PSTRTYTR ———= 00 2A& THISLYOK 15 POSTCHLD 56 16 POSTME 14 READCUR
02 3A THISLVOK 13 MOVEKEY 58 1A READCUR 22 SETL
04 31 QuaL DE FORTHISL 54 10 READNXT 1A READCUR
06 DE FORTHISL 24 SETPWEDC 5C 1A READCUR 22 SETL
DE D6 FORTHISL IC READNET 5E 1E READNXT 19 POSTSDEM
0& 1IC READNXT 26 SETCHEDC 60 06 FORTHISL 25 SSAEVAL
OC 1C READNXT 14 READCUR 62 06 FORTHISL 18 PMOSTCURP
DE D& FORTHISL 24 SETPVWEDC 64 31 QuaL 28 THISLVOE
10 4 SETPYEDOC 21 SETEDC BB ZA THISLVOK 15 POSTCHLD
1?2 24 SETPYEDC 21 SETEDC 6B 2A THISLVOK 13 MOVEKEY
14 34 SETPYEDC 21 SETEDC BA 24 THISLVOK 14 MUSEGUSE
16 DB FORTHISL 1C READMRT — 6L O& FORTHISL 24 SFTPVEQL
18 IC READNXT 26 SETCHEDC GE 24 SETPVEQRC 21 SETEQC
18 1IC READNXT 1A READCUR 70 06 FORTHISL  1C READMXT
IC DB FORTHISL 02 CSILGEXRT 72 10 READNXT 26 SETCHEOC
1E F1 INIT 31 QuaL 74 10 READNXT 14 READCUR
20 31 QuaL 10 LTW 76 1A READCUR 22 SETL
22 1D LTW 25 SSAEVAL 78 10 READNXT 19 POSTSDEN
24 25 SEAEVAL OE KDTEST 78 D6 FORTHISL 25 SSAEVAL
26 10 LTW 14 MVSEGUSE 0 25 SRAEVAL OF KDTEST
2B 14 MYSEGLSE 1A READCUR 7F O& FORTHISL 18 PMOSTCURP
24 1A READCUR 22 SETL 31 quaL 20 THISLVOE
2C 10 LTW ZD WIPEDN 28 THISLVOK 15 POSTCHLD
2F 31 QuaL 06 FORTHISL 25 THISLVOK 13 MOVEKEY

30 D6 FORTHISL 24 SETPWECC.
32 24 SETPVEDC. 21 SETEOC.
34 24 SETPYEDC 21 SETEDC

28 THISLVOK 14 MVSEGUSE
F1 INIT 31 QuaL
31 QuaL 10 LTW

36 24 SETPYEDC 21 SETEDC 10 LTW 26 SETCHEDC
1B DB FORTHISL IC READMET 10 LTW 2D WIPFDN
34 DB FORTHISL 02 CSIIGEXT 10 LTW 14 READCUR
Call stawrt 3C FL INIT 31 QuaL 14 READLUR 22 SFTL

4 3IE 31 QUAL 10 LTW 10 LTW 19 POSTSDEM
40 1D LTW 14 MVSEGUSE QuaL 18 POSTCURP
42 14 MVSEGLSE 1A READCUR 31 quaL 28 THISLVOK
44 1A READCUR 22 SETL 24 THISLVOK 15 POSTCHLD
46 IC LTW Z0 WIPEDN 24 THISLVOK 13 MOVEKEY
48 31 QuaL D6 FORTHISL 24 THISLVOK 14 MVSEGUSE

44 DB FORTHISL 24 SETPWEDC
4C 24 SETPYEDC 21 SETEDC
4E 4 SETPYEDC 21 SETEDC
50 24 SETPYEDC 21 SETEDC
52 DB FORTHISL 1C READMET
54 1C READNXT 16 PDSTME

F1 INIT 31 QuaL
31 quaL 10 LTW
10 LTW 26 SETCHEOC
10 LTW 1A READCUR
14 READLUR 22 SFTL
10 LTW 19 POSTSDEM

EEFERESREEERECSEREEREERE

PETRTNED &C

ae—y JCBRTVTR—— |_|

DD19CFGE ODISOFFD  ODDLOFAOC DOLOFE94 AOCFLFIC 21400140
21400105 DICS0140 DOLGOFG0 0SY00010  OODOBOSD 00000000 00004000 70016000
DOLESZAE DD19CFSE DD19BACO ODDODOOD  0ODOBODD ODOD0000 000017C4 00000000
DODDDDOD DDOD1704 DD19A3G0 OD1OA3GA  OOLOCFLS 0519EADA 0OL9FZ10 00000000
DODODO04 DODA4OD] DOZEO000 OOBODIOL  OODOBCOD OL2C7FFF 00000000 00000000
DDL9FS20 DDI9ES2C DO19EAF4 ODDODODD  0ODOBODD ODOD0000 00000000 0019CDED
DODODOOD OOOOOODD BODOODOO GOBODOOD  0ADOBODD 0OL9CFI0 00002704 00000000

Figure 62. Example of a retrieve trace

Online Recovery Manager trace

The Online Recovery Manager trace (ORTT) records the control flow that is related to /RECOVER
command processing.
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Starting the Online Recovery Manager trace

The /TRACE SET ON TABLE ORTT command activates the trace and sends the entries to an internal
table.

You can format the table using the Offline Dump Formatter under IPCS, using either the VERBX command
or the IMS Dump Formatter panels.

If a SNAP dump is taken, the table is formatted as part of the IMS dump.

If you add the OPTION LOG parameter to the /TRACE command, IMS sends the output to an external data
set. You can use the File Select and Formatting utility (DFSERA10) with exit DFSERA60 to format the trace
entries.

Related concepts

“Formatting IMS dumps offline” on page 504
Two methods are available for formatting IMS dumps offline: interactive formatting, performed through a
series of panels which provide formatting choices, and formatting by using JCL.

Format of the Online Recovery Manager Trace

The Online Recovery Manager trace format, including record, module, explanation and trace subcode are
shown.

Trace Entry: Online Recovery Service Request

Table 42. Trace Entry: Online Recovery Service Request

Record Module Explanation Trace subcode
A001 DFSRWMOO - Database [Record cut when AWE RWMOO Request
Recovery Manager request is received by
Master ITASK DFSRWMOO

Trace record 3702 - create data set routine invoke DYA

The format of AO01 is shown in the following table.

Table 43. Trace record 3702 - create data set routine invoke DYA

Offset Type Length Description
4 Fixed 2 Requested function(awrwfunc)
6 Bit 2 RWGB_Flags
1..... rwgh_startup_complete
g rwgb_startup_failure
I rwgb_dlisas
1 rwgb_fp_allowed
el *
ST rwgh_terminating
v 1 rwgh_record_pipe_alloc
....... 1 rwgh_drm_init_complete
1....... rwgh_ORS_installed
A rwgh_DRF_installed
L111111 *
8 Address 4 Request AWE address
12 Address 4 Next AWE address
16 Address 4 awrwcech
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Table 43. Trace record 3702 - create data set routine invoke DYA (continued)

Offset Type Length Description
20 Fixed 4 Awrwcecb->c_ecb
24 Bit 4 Rwgb_init_flags
1....... rwgb_init_load_1
Ao rwgb_init_rwsp
I rwgb_init_load_2
1 *
S rwgb_init_ascre
S rwghb_init_route
R rwgb_init_write
....... 1 rwgb_init_read
1....... rwgb_init_cmd
Ao rwgb_init_rtb
I rwgb_init_fp
S R rwgb_init_dli
... 1111 *
11111111 *
11111111 *

Trace Entry: Online Recovery Service Request Processed

Table 44. Trace Entry: Online Recovery Service Request Processed

Record Module Explanation Trace subcode
A002 DFSRWMOO - Database |Record is cut when RWMOO Return
Recovery Manager DFSRWMOO completes
Master ITASK processing of request

Trace Entry: Online Recovery Service Request Processed
The format of A0O02 is shown in the following table.

Table 45. Trace record 3702 - create data set routine invoke DYA

Offset Type Length Description
4 Fixed 2 Requested function(awrwfunc)
6 Bit 2 RWGB_Flags
1....... rwgh_startup_complete
A rwgb_startup_failure
WA rwgb_dlisas
1 rwgb_fp_allowed
I o *
S rwgb_terminating
R rwgb_record_pipe_alloc
....... 1 rwgh_drm_init_complete
1....... rwgh_ORS_installed
A rwgh_DRF_installed
J111111 *
8 Fixed 4 Request feedback (awrwfdbk)
12 Address 4 Rwgb_hold_queue
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Table 45. Trace record 3702 - create data set routine invoke DYA (continued)

Offset Type Length Description
16 Address 4 Awrwcecb
20 Fixed 4 Awrwcecb->c_ecb
24 Bit 4 Rwgb_init_flags
1....... rwgb_init_load_1
... rwgb_init_rwsp
I rwgb_init_load_2
I *
..... 1... rwgb_init_ascre
A rwgb_init_route
WA rwgb_init_write
....... 1 rwgb_init_read
1....... rwgb_init_cmd
Ao rwgb_init_rtb
I rwgb_init_fp
S R rwgb_init_dli
... 1111 *
11111111 *
11111111

Trace Entry: Online Recovery Service Request Processor Termination

Table 46. Trace Entry: Online Recovery Service Request Processor Termination

Record Module Explanation Trace subcode
A003 DFSRWMOO - Database |Recordis cut RWMOO Exit
Recovery Manager when DFSRWMOO is
Master ITASK terminating

Trace record 3702 - create data set routine invoke DYA
The format of AOO3 is shown in the following table.

Table 47. Trace record 3702 - create data set routine invoke DYA

Offset Type Length Description
4 Fixed 2 Requested function(awrwfunc)
6 Bit 2 RWGB_Flags
1....... rwgh_startup_complete
Ao rwgb_startup_failure
WA rwgb_dlisas
1 rwgb_fp_allowed
N *
S rwgb_terminating
R rwgb_record_pipe_alloc
....... 1 rwgh_drm_init_complete
1....... rwgh_ORS_installed
Ao rwgh_DRF_installed
2111111 *
8 Fixed 4 Request feedback (awrwfdbk)
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Table 47. Trace record 3702 - create data set routine invoke DYA (continued)

Offset Type Length Description
12 Address 4 Rwgb_hold_queue
16 Address 4 Awrwcecb
20 Fixed 4 Awrwcecb->c_ecb
24 Bit 4 Rwgb_init_flags
1....... rwgb_init_load_1
A rwgb_init_rwsp
I rwgb_init_load_2
I *
I rwgb_init_ascre
I rwgb_init_route
LA rwgb_init_write
....... 1 rwgb_init_read
1....... rwgb_init_cmd
A rwgb_init_rtb
I rwgb_init_fp
S R rwgb_init_dli
... 1111 *
11111111 *
11111111 *

Trace Entry: Online Recovery Pipe Receive Entry

Table 48. Trace Entry: Online Recovery Pipe Receive Entry

Record

Module

Explanation

A040

DFSRWMOO - Database
Recovery Manager
Record Receive
Processor

Record is cut when
DFSRWMOO is entered

The format of A040 is shown in the following table.

Table 49. Trace record 3702 - create data set routine invoke DYA

Offset Type Length Description
4 Fixed 2 Requested function(awrwfunc)
6 Bit 2 RWGB_Flags
1....... rwgh_startup_complete
... rwgh_startup_failure
W1 rwgh_dlisas
S R rwgh_fp_allowed
L. *
A rwgh_terminating
I rwgb_record_pipe_alloc
....... 1 rwgh_drm_init_complete
1....... rwgh_ORS_installed
A rwgh_DRF_installed
L111111 *
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Table 49. Trace record 3702 - create data set routine invoke DYA (continued)

Offset Type Length Description
8 Bit 4 Rwgb_init_flags
1....... rwgb_init_load_1
... rwgb_init_rwsp
I rwgb_init_load_2
I *
.. rwgb_init_ascre
I rwghb_init_route
LA rwgb_init_write
....... 1 rwgb_init_read
1....... rwgb_init_cmd
A rwgb_init_rtb
I rwgb_init_fp
S R rwgb_init_dli
... 1111 *
11111111 *
11111111 *
12 Bit 4 Rwgb_read_flags
1....... rwgh_read_terminating
... rwgh_read_abend
W1 rwg_read_EODAD
S A rwgh_read_open
. 1111 *
11111111 *
11111111 *
11111111 *
16 Address Rwgb_read_pipe
20 Address Rwgb_read_buffer

Trace Entry: Online Recovery Pipe Received Record

Table 50. Trace Entry: Online Recovery Pipe Received Record

Record

Module

Explanation

Trace subcode

A041

DFSRWMOO - Database
Recovery Manager
Record Receive
Processor

Record is cut when
DFSRWMOO receives
record from recovery
product

RWPRO Record

The format of A041 is shown in the following table.

Table 51. Trace record 3702 - create data set routine invoke DYA

Offset

Type

Length

Description

4

Fixed 2

Requested function(awrwfunc)
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Table 51. Trace record 3702 - create data set routine invoke DYA (continued)

Offset Type Length Description
6 Bit 2 RWGB_Flags
1....... rwgh_startup_complete
... rwgb_startup_failure
WA rwgh_dlisas
S R rwgb_fp_allowed
B *
LA rwgb_terminating
I rwgb_record_pipe_alloc
....... 1 rwgh_drm_init_complete
1....... rwgh_ORS_installed
Ao rwgh_DRF_installed
L111111 *
8 Bit 4 Rwgb_init_flags
1....... rwgb_init_load_1
... rwgb_init_rwsp
W1 rwgb_init_load_2
S *
I rwgb_init_ascre
O rwgh_init_route
G rwgb_init_write
....... 1 rwgb_init_read
1....... rwgb_init_cmd
... rwgb_init_rtb
W1 rwghb_init_fp
SN R rwgb_init_dli
.. 1111 *
11111111 *
11111111 *
12 Bit 4 Rwgb_read_flags
1....... rwghb_read_terminating
... rwgh_read_abend
W1 rwg_read_EODAD
N R rwgb_read_open
.. 1111 *
11111111 *
11111111 *
11111111 *
16 Address 4 Address of record received
20 Fixed Record type (logrc_type)
22 Fixed 2 Record subtype (logrc_subtype)

Online Recovery Manager trace example

An example of the Online Recovery Manager trace output is shown.

Online Recovery Manager trace example

OPTION PRINT 0=5,V=67FA,EXITR=DFSERA60

END
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FUNCTION WORD 0 WORD 1 WORD 2 WORD 3 WORD 4 WORD 5 WORD 6 WORD
Z OR1 TRACE TABLE - DATE 2004209 TIME 212317790537 OFFSET 028D SKIP 0000 TOTAL SKIP 00000000 RECORD
NUMBER 000022B9
RWMOO Request  AOO19700 00A63040 0B7143F8 00000000 0OOOOOOOO0 040COO00 OOOOOOOO
gagégBéﬁtry AQ40978A 00A13040 E7000000 00000000 0OCOOCOOO OOOOOEEO 40404040
ga;gg3égturn ABO297A8 0O0A6BO40 0000000 0OB7143F8 00000000 0O0O0OOEEO EFOEOOOO
gaggéEéﬁtry AQ4097AD 0©OOBDB0O40 EFO00000 00000000 0C666B78 OCC74FD8 40404040
gQSESOgZCOId AQG4197AE 0O0BDBO40 EFOO00000 00000000 0C666B78 OCC74FD8 40404040
gaaggcéiquest AGO197B3 0O0A6BO40 0OB7143F8 0B7143BO 00000000 040C0000 EFOOO0000
gﬁﬁggEggturn A0O297B4 0O0A6BO40 00000000 OB7143F8 00000000 00000000 EFOOOOOO
gaﬁggEggquest AGO197B5 00B4B040 0B7143B0 00000000 00000000 040CO000 EFOEOO00
gaaggEgEturn AGO297B9 00B4B0O40 00000000 0OB7143F8 00000000 040CO000 EFOEOO00
gﬁaggEgEquest AOO197BA 00A6B0O40 0OB7143F8 0B714518 00000000 040C0000 EFOOO000
gﬁﬁggEEZturn AGO297BB 0O0A6BO40 00000000 0OOOOOEEO OOCOOCOOO 040COCC0 EFOEOOOO
gaaggFﬁgquest AGO197BC OOBEBO40 0B714518 00000000 00000000 040CO000 EFOEOO00
gﬁﬁggFggturn AGO297BD OOBEBO40 00000000 00000000 00000000 040CO000 EFOOOOOO
gﬁgggFégcord A04197C5 0O0OBDBO40 EFOO0000 00000000 0C666B78 OCC74FD8 40404040
gﬁéEéEggcord A04197C9 0©OOBDBO40 EFO00000 00000000 0C666B78 OCC74FD8 40404040
gﬁéESAESCOId A0419843 (OBDB040 EFO00000 00000000 0C666B78 OCC74FD8 40404040
gﬁéggéchord A0419844 00BDBO40 EFOO00000 00000000 0C666B78 OCC74FD8 40404040
gﬁaggAggquest A0019849 00C4BO40 0B7143BO0 00000000 0OC0O0000 040COCC0 EFOEOO00
gﬁagglééturn A0O2984A 00C4B0O40 00OOOOO0 OOOOOEEO OOOOOOEO 040CO000 EFOOOOOO
gﬁagélggquest A001984B OOBEBO40 0B7144D0 00000000 00000000 040CO000 EFOEOO0O
gﬁagglggturn A002984C OOBEBO40 00000000 0OOOOEOO OOCOOOOO 040COCC0 EFOEOOO0
gﬁaggzgiquest AOO19AE6 0O0A8B0O40 0B7144D0 00000000 00000000 040CO000 EFOOOOOO
%gaggAEEturn AOOG29AEA O00A8BO40 00000000 OOOOOEEO OOCOOCOOO 040COO00 EFOEOOOO
%aégnggcord A0419B84 00BDBO40 EFO00000 00000000 0C666B78 OCC74FD8 40404040
%&ggglggcord A0419B88 0OOBDB0O40 EFOO0000 00000000 0C666B78 OCC74FD8 40404040 210B7947

Program isolation-related problem analysis

When invalid segment data is retrieved, or an unexpected user abend occurs during concurrent updates
to a single database by more than one processing region under the protection of program isolation,
improper enqueue or dequeue logic has been followed in IMS. Tools are available to properly document
this occurrence. Correct and adequate documentation might depend on the ability to reproduce the error
condition and on the availability of IBM Software Support.
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Limiting locking resources used by an application program

In order to avoid resource problems that can be caused by runaway applications, you can limit the
number of locks an application can have by using the LOCKMAX parameter.

LOCKMAX parameter

The LOCKMAX parameter can be specified on the PSBGEN statement or at execution time. The parameter
has the following format: LOCKMAX=n, where n is a number between 0 and 255. 0 is the default and
specifies no maximum lock limit.

Using the LOCKMAX parameter

The number that is specified indicates units of 1000; for example, a specification of LOCKMAX=5 means
that the application cannot have more than 5000 locks at one time.

Assemble the current DSECT describing the log record for the correct field offset because the offset for
a field might change. For type X'37' log records, use the DFSXFER DSECT and select records that contain
X'30"in the subtype field (such as type X'3778").

Restriction: Although the LOCKMAX parameter allows you to limit the amount of resources that are
used by an application, it cannot be used to initially specify the amount of resources to be used by an
application. Use traditional methods for specifying these resources through the PSB.

Determining a value for the LOCKMAX parameter

To decide what value to use for the LOCKMAX parameter, analyze over a period of time the X'37, X'41',
and X'5937' commit log records to determine the maximum number of locks being held per unit of work
by the application.

Each of these log records contains a "high water lock count" or maximum lock count, which is the
maximum number of locks held by the application. The X'41" log record shows a zero for the number of
locks held, except in DL/I and DBB batch cases involved in block-level data sharing.

Related reference

“Log records” on page 461

To diagnose some problems, you need to examine the content of log records to determine what was going
on in the system before the problem occurred. By knowing the layout of the log records, you can set up a
DFSERA10 job that will produce the specific log records that you need to examine.

Exceeding the LOCKMAX parameter value

When an application exceeds the value specified for the LOCKMAX parameter, a pseudoabend of type
U3301 results. Modules DFSLRHOO and DBFLRHOO set this pseudoabend when the return codes and
feedback from either PI or IRLM indicate that the lock request failed because granting the lock would
exceed the LOCKMAX parameter value.

Program isolation trace

The program isolation (PI) trace traces all calls to the IMS enqueue/dequeue module (DFSFXC10) and
writes the trace entries to the system log as type X'67FA' records.

Entries with IDs X'C7', X'C8', X'C9/, X'CA!, X'CB', and X'CC' are PI entries.

In a DB/DC environment, you start the trace by entering the /TRACE command at the master terminal
operator's console. For batch or DB/DC environments, you specify LOCK=0UT on the OPTIONS statement
at system initialization time.

Save the log tape and submit it as APAR documentation. If you cannot ship the log tape with the APAR,
you can use the File Select and Formatting Print utility (DFSERA10) with exit DFSERA4O to select and
format records related to the problem from the log tape.

You can find the layout of PI trace log record X'67FA' by assembling macro ILOGREC.
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In analyzing the trace output, you see not only PI trace information but also lock manager trace
information.

Related concepts

“DL/I trace formats” on page 164

The figures in this section show the formats of the most commonly used DL/I trace entries. The figures
are included to help you understand the DL/I trace entries in order to communicate more effectively with
IBM Software Support representatives and to build a valid search argument.

Related reference

“Format of X'67' log record” on page 495

A physical log record consists of one or more subrecords. Each subrecord is followed by its associated
data.

DL/I call image capture program

The DFSDLTRO program, which operates independently, traces and records all DL/I calls issued by an
application or multiple applications. The output is in a format acceptable as input to the DL/I test program
DFSDDLTO.

This allows you to create the scenario that might have caused the problem. By inserting compare
statements requesting SNAP documentation of DL/I control blocks before and after the suspected failure,
the information collected helps in diagnosing the problem.

Related tasks

“DL/I call image capture” on page 157

DL/I call image capture (module DFSDLTRO) enables you to trace and record all DL/I calls issued by
an application program. The trace output is in a format acceptable as input to the DL/I test program
DFSDDLTO.

Log analysis (database related)

The IMS log is one of the most useful of all IMS service aids. Understanding log records and what
information they contain can be very beneficial.

Log record analysis

For all changes, write a copy of the segment before it is changed as well as a copy of the segment after
it is changed, if applicable. This process not only facilitates backout and recovery, but it also is useful for
diagnosis.

Analyzing log records is helpful whenever you suspect bad data or a pointer problem. Determine where
the error is by referring to error messages or to the contents of the dump. When you identify the location
of the problem, use the File Select and Formatting utility (DFSERAL0) to print the log records for the block
in error. Refer to the following table to interpret the contents of the log records. You can determine what
changes to the data have been made, and in what sequence the changes were made. This information is
helpful in identifying the source of the error.

Sometimes, the error is caused by an internal IMS problem; other times, the error results from incorrect
data that is entered by a user or by an application.

To obtain a complete listing of all control blocks, DB, DC, and log records, assemble module DFSADSCT.

CICS puts a header on log records. To obtain the log records when running with CICS, the DD statement
pointing to the CICS journal must specify DCB=RECFM=VB. This allows the File Select and Formatting
utility to remove the header.

Example of log analysis

An abend is issued against a database. You have used other diagnostic tools to analyze the call. Now you
must look at the database. Follow these steps when looking at the database:
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1. Analyze the buffer to identify what seems to be wrong. (See the following figure.) The first indication
that something is wrong is usually found in the buffer.

2. Look at the changes to that buffer (block) on the log.
3. Determine if the bad data is actually on the database.
4. If required, determine if the image copy is propagating the bad block.

The following figure shows the general areas of database analysis: Application, Buffer, Database, Image
Copy, and Log.
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Figure 63. General areas of database (DB) analysis

Database change log record DSECT
You can use the following table to assist you in the analysis of output from log record type X'50".

If any differences are detected in the mapping of the DSECT, you can obtain a current copy by assembling
the macro ILOGREC.

Table 52. Database change log record DSECT

Offset Field Length Description
pLog DSECT
00 DLENGTH 2 Length of log record
02 DLOGZZ 2 Zeros for QSAM
04 DLOGCODE 1 Log record type
05 DLOGSCDE 1 Log record subrecord (X'50' X'51' X'52")
06 DLOGPSTN 2 PST number
08 DLOGRTKN 16 Recovery token
18 DLOGSTCK 8 CPU store clock (STCK)
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Table 52. Database change log record DSECT (continued)

Offset Field Length Description

20 DLOGVIMS 1 DLOG IMS Version/Release:
X'82' Version 8 or later

28 DLOGDBF1 1 Flag 1
X'80' Record written during backout
X'40' Record from DB/DC
X'20' Record from batch region
X'10' New date/time from DFSFTIMO
X'08' Commit each GU call (Mode=SNGL)
X'04' First log record this sync interval
X'02' First log record of a segment
X'01' Last log record of a segment

29 DLOGDBF2 1 Flag 2
X'80' Database is nonrecoverable
X'40' KSDS ERASE prohibited
X'20' Bit map update for lock tracking

X'08' PHIDAM primary index; no REDO

X'04' DLOGSEQ has update sequence number
X'02' OLR non-backoutable; cursor not active yet
X'01' OLR ITASK

2A DLOGDBOR 1 Database organization
X'70' DEDB direct organization
X'40' DL/I HDAM database
X'20' DL/I HIDAM database
X'10' Data entry database (DEDB)
X'08' Primary or secondary index database
X'04' HISAM or SHISAM database

2B DLOGDSOR 1 Data set organization
X'80' VSAM access method
X'40' OSAM access method
X'08' Entry sequenced data set
X'04' Key sequenced data set

2C DPGMNAME 8 PSB name

34 DDBDNAME 8 Database name

3C DDSID 1 Data set ID (DCB number)
X'80'

« When this high order bit is on, then this DCB humber
represents one of the M-through-V or Y data sets.

« When this high order bit is off, then this DCB number
represents one of the A-through-J or X data sets.

3D DDSID2 1 For ARID
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Table 52. Database change log record DSECT (continued)

Offset Field Length Description

3E DLOGSLVL 1 Database share level (for DBRC-registered databases)

3F DLOGCALL 1 Describe DL/I call issued by application program X'80' ISRT
call X'40' REPL call X'20"' DLET call X'10' ROLL/ROLB/ROLS
call (backout)

40 DLOGRBA 4 OSAM RBN or VSAM RBA (LRECL)

44 DLOGBLKO 2 Offset of RBA within block

48 DLOGSEQ 4 Update the sequence number when X'04' flag is on in
DLOGDBF2

4C DLOGXTOF 2 Database extension section offset (not used)-1”on page 224

AE DLOGDSOF 2 Data sharing section offsetl” on page 224

50 DLOGIDOF 2 RACF userid offset™1" on page 224

52 DLOGTKOF 2 Tracking (XRF) section offsetL”on page 224

54 DLOGDLOF 2 DL/I call section offset (not used)“1” on page 224

56 DLOGKYOF 2 Key data section offset 1" on page 224

58 DLOGSPOF 2 Space management section offset”1” on page 224

5A DLOGUNOF 2 UNDO data offset"s" on page 224

5C DLOGREOF 2 REDO data offset"L" on page 224

60 DDATE 4 Date in the format YYYYDDDF

64 DTIME 6 Time in the format HHMMSSTHMIJU

6A DZONE 2 Offset to local time

Data sharing section (DLOGDSHUR DSECT)

00 DLOGDSSN 4 Data set sequence number (DSSN)
04 DLOGLSN 6 Lock sequence number (LSN)
0A DLOGUSID 4 Update Set ID (USID)

RACF/SIGNON userid (DLOGID DSECT)
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Table 52. Database change log record DSECT (continued)

Offset Field Length Description

00 DLOGUSER 8 RACF userid

Buffer and lock tracking for DL/I in XRF-capable systems (DLOGTRCK DSECT)

00 DLOGPOOL 2 Pool size for buffer tracking

02 DLOGBUFF 2 Buffer number for buffer tracking
04 DLOGHASH 4 Root hash value

08 DLOGLOCK 4 Lock value

ocC DLOGLFL1 1 Change logger lock flag

X'80' Log record is for root segment

X'40' Log record is for dependent segment
X'20' Bypass reacquiring restart locks
X'10' Get bid lock on DDATAID

X'08' Function is erase

X'04' Index maintenance

X'02' Organization is SHISAM

X'01' Hash is for logical parent

oD DLOGLFL2 1 Reserved
OE DLOGDBDN 8 DBD name
16 DLOGSKID 4 Task ID

KSDS key data section (DLOGKEY DSECT)

00 DLOGKYF1 1

X'40' KSDS key

X'20' Key is being erased
02 DLOGKLEN 2 Length of key
04 DLOGKDAT variable Key data

Space management section for HD inserts and deletes (DLOGSPCE DSECT)

00 DLOGSPF1 1 Space management flags
X'40' Demand space request
X'20' Get free space request (ISRT)
X'10' Free space request (DLET)

02 DLOGSOFF 2 Offset of space management request

04 DLOGSLEN 2 Length of space management request
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Table 52. Database change log record DSECT (continued)

Offset Field Length Description

UNDO/REDO data section (DLOGDATA DSECT)

00 DLOGDFLG 1 X'80' Last data element in this section
X'40' Data is compressed using z/OS services

01 DLOGDFUN 1 Describe physical function being logged by this request

X'80' Physical insert

X'40' Physical replace

X'20' Physical delete

X'10' Space management create
X'08' Free space element

02 DLOGDOFF 2 Offset of data in buffer
04 DLOGDLEN 2 Length of data (DLOGDDAT)
06 DLOGDDAT variable Variable length data
00 Compressed data format in DLOGDDAT
2 Expanded data length
variable Compressed data
DBCKCHN 6 Back chain”2” on page 224
DBLGSEG 8 Logical logger sequence number-2”on page 224
Notes:

1. To find each section, add the offset to the beginning of the log record.
2. The log back chain and logical logger sequence number are at the end of the log record.

Sequential buffering service aids

When you receive a message or abend that indicates a problem with sequential buffering (SB), several
diagnostic tools are available. Some of these tools are useful for diagnosing other IMS database-related
problems.

Useful tools for diagnosing IMS data-related problems

« DL/I trace table entries
« Dump formatting of IMS control blocks
« SNAPs of IMS control blocks during pseudoabends

The //DFSSTAT statistics report is also a useful tool for evaluating a potential sequential buffering
problem.

SB provides additional problem determination tools, which are described in this section:

« SBSNAP and SBESNAP options
« SB IMAGE CAPTURE option and the SB Test program (DFSSBHDO utility)
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« The SB COMPARE option

For most invocations of SB pseudoabend buffer handler functions, entries in the DL/I trace tables are
provided. The SB trace table entries are:

X'6F'
Search/read by RBN
X'6C'
Refresh SB buffer after a write
X'69'
Invalidate SB buffers
X'6A'
Evaluate SB buffering
X'6B'
Describe why SB was or was not used for the application

In addition, the X'D1' DL/I trace table entry created by DFSNOTBO contains some information about
invalidation of SB buffers.

Related concepts

“DL/I trace” on page 163

The DL/I trace table is a combined trace consisting of entries from DL/I calls, the DL/I buffer handler, DL/I
OPEN/CLOSE, HD space management, lock activity (using PI or IRLM), OSAM, DFP interface, HALDB OLR
trace, and ABENDUO0427.

“SYS - System service aids” on page 461
Various tools, utilities, and traces can help you analyze IMS system problems.

“Dump formatting options” on page 543
General formatting options are available for IMS and z/OS memory dumps.

“SNAPs on exceptional conditions” on page 156
IMS produces SNAPs of DL/I control blocks on the IMS log (or the CICS system log).

SBSNAP option

The SBSNAP option generates a SNAP of the relevant control blocks and areas involved in the calls of the
OSAM buffer handler to the SB buffer handler.

Use the SBSNAP option when you receive a message saying that either Sequential Buffering:

« Has been activated when you do not expect it to be
« Has not been activated when you expect it to be activated

IMS monitors the physical I/O being done by individual applications and then uses SB I/0 reference
pattern-analysis algorithms to select the most efficient method of data access. When you suspect a
problem with these algorithms, the SBSNAP option provides diagnostic output you can analyze. The
information that is provided in the SNAPs provides an indication of why SB chose between issuing a
random read of one single block and a sequential read of multiple consecutive blocks.

As a result of analyzing SBSNAP output, you might realize you need to reorganize the database, redesign
the database, or set different thresholds for the SB definition. The SBSNAP option is also useful when you
are tuning your usage of SB after you've installed IMS or migrated to a new version.

To activate the SBSNAP option, provide a SBSNAP control statement in the //DFSCTL file. (See IMS Version
15.3 System Definition for detailed information.)

SNAPs are written to the IMS log as type X'67EE' records. You can format and print these records by using
the File Select and Formatting Print utility (DFSERA10) with exit routine DFSERA30.

The SBSNAP option often creates a very large amount of SNAP output. You might therefore decide to limit
the SNAP to a specific short period of the application execution. To limit the SBSNAP option to one period
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of the application execution, use the START and STOP keywords on the SBSNAP control statement. The
syntax for these keywords is:

START=n STOP=

where n and m are the numbers of calls made to the SB buffer handler by the executing application.

To determine what values to use for n and m, look at the SPBSTCNB fields in the DL/I trace table and,
if available, SNAP dumps (created by SBESNAP option). For each application, IMS maintains these call
numbers in the SBPST, in the SBPSTCNB field. This field is periodically written to:

« The X'6A' DL/I trace table entry
« SNAPs that are created by the optional SBESNAP facility

Specifying START=n activates the SBSNAP option during the n the call to the SB buffer handler; specifying
STOP=m deactivates the SBSNAP option