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Issues in Cloud Computing

Top 3 problems:

• Confidentiality of data and computing activities

• Availability and accessibility to data

• Dependable performance of computing
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Features of Current Cloud Stacks

Offer allocation of main resources

• Allow CPU affinity and priority

• IP QoS

• Memory and Disk Quotas

• Do not readily offer

• Management of shared, not directly visible, 
resources

• Monitoring

• Enforcement
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RoQ Attacks in Multi-Tenant Computing

Reduction of Quality (RoQ) Attacks - attacks to 
reduce the availability of resources

• LLC polluting

• Interrupt storm

• With trial and error, an attacker can co-locate 
with multiple VMs with an intended victim 
[Ristenpart et al. CCS-09]
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Attack Scenarios

• Cache

Pollute Shared Cache: Tends to be L3 (LLC) on 
current CPUs

• Disk

Perform large number of reads, writes, or both 
to render disk cache ineffective

• Network

Increase number of packets transferred: 
increases number of interrupts generated and 
thus number of preemptions done by the kernel
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Attack Types

• NonColluding

Multiple VMs attack independently

• Colluding

Multiple VMs launch attacks in a coordinated 
manner to avoid detection
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Attack Types cont.

• Direct

Reduce effectiveness or availability of shared 
resource by using the resource abusively (LLC 
polluter)

• Indirect

Reduce effectiveness or availability of shared 
resource by causing other events (sending/
receiving large number of small packets causes 
scheduler to handle increased number of 
interrupts from the NIC by preempting some 
other running VMs)
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Experimental Setup

• 3 x Dell R710 (2 x Intel Xeon E5630, 4 cores per 
processor, 12MB L3 Shared Cache)

• OpenIndiana OS: CPU Affinity Case (pin VMs to 
cores, No HyperThreading or Turbo)

• SmartOS

• HyperThreading + Turbo

• No HyperThreading or Turbo
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Experimental Setup cont.
• Victim Program: Parallel Floyd’s shortest 

path algorithm in MPI

• Size of the graph in number of nodes 
determines the computation time

• Attack Program: Simple Cache Polluter

4

as SmartOS, where after a certain number of
interrupts are seen in a period of time, the OS
will switch to polling mode resulting in higher
throughput and less overhead in processing
network packets.

B. NonColluding and Colluding Attacks
In the non-colluding attack scenario, one or

more VMs on a given host machine launch a
variety of the aforementioned attacks indepen-
dently without communicating among them-
selves.

In the colluding attack scenario, multiple
VMs on a given host machine launch a variety
of the aforementioned attacks but also coordi-
nate with one another to split up the types and
frequency of the attacks in an attempt to avoid
detection.

C. Direct and Indirect Attacks
Direct attacks are designed to reduce the

effectiveness or availability of shared resources
by using the resource abusively. An example
of a direct attack is the cache polluter attack
described earlier (also, see Fig. 1).

Indirect attacks are designed to reduce the
availability or effectiveness of a resource by
causing other events. An example of an indirect
attack is to have a NIC send or receive a large
number of small packets which will cause the
scheduler to handle an increased number of
interrupts from the NIC by preempting some
other running VMs to obtain more CPU re-
sources.

D. Experimental Setup
Our experimental set up consists of Dell

R710 servers each with 2 x Intel Xeon E5630
processors, with 4 physical cores per processor.
This yields 8 VCPUs on the physical machine
by our terminology. These processors have
HyperThreading, which allows for 2 threads
of execution per core, and Turbo mode, which
allows the processor to scale the running fre-
quency of the cores on the socket to cause a

core to operate faster (increase the clock rate)
than normal, operate slower, or be off for a few
cycles. Each R710 server has multiple NICs
to allow for individual operation of a VM to
a particular NIC such as administrative and
experimental networks.

/ / a r r a y i s an a r r a y o f P r e f e t c h D e g r e e ⇤L 3 S i z e
/ / s t r i d e i s P r e f e t c h D e g r e e ⇤ L 3 L i n e S i z e i n r e a l s
/ / f i s a f l o a t i n g p o i n t c o n s t a n t
whi le t r u e

f o r ( i =0 ; i < a r r a y . l e n g t h ; i += s t r i d e )
a r r a y [ i ] = a r r a y [ i ] ⇤ f ;

Fig. 1. A program that fills the shared L3 cache with its
own data, thereby increasing the L3 cache miss rate for all
applications. We use the floating point constant f to prohibit
runtime and compile time optimizations.

1) Software Setup: We used Joyent’s Smar-
tOS and OpenIndiana [18] distributions of il-
lumos, the open-source derivative of Oracle
Solaris. OpenIndiana is geared towards server
deployments whereas SmartOS is intended for
Cloud deployments. To show the impact of a
hypervisor’s scheduler on VMs’ performance,
we set up three machines with one running
OpenIndiana and the other two SmartOS.

a) OpenIndiana: On the OpenIndiana
machine, we disabled Hyper Threading and
Turbo mode, set the default scheduler to be
Time Sharing (TS) with 6 user zones (OS-
Level VMs). Each zone is given one dedicated
logical or VCPU leaving the global zone (base
OS/hypervisor) with two cores for exclusive
use. We assigned each zone’s VCPU as fol-
lows: Zone-1 to VCPU0, Zone-2 to VCPU1,...,
and Zone-6 to VCPU5 leaving VCPU6 and
VCPU7 to the global zone. By using the psrinfo
command in illumos, we can determine the
VCPU ordering: in the 2 CPU case, the odd
numbered VCPUS are on one die and the even
numbered VCPUs are on the other die. We
denote this configuration as the CPU Affinity
configuration.

b) SmartOS: We configured one of the
SmartOS machines with settings that are close
to the settings used in the Joyent Public Cloud:
HyperThreading and Turbo mode enabled. The
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Processor Layout

•MPI Floyd: 4 processes on 4 cores
•Attacker: 2 VMs (user zones)

HT OFF HT ON

Processor Core HT Core
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Impact of Attacks

•51-74% increase 
with 2 attackers
•HT On is worse 
than HT Off
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Monitoring and Mitigation

• Resource Monitor

• Used DTrace to record L3 cache (LLC) 
accesses and misses of all processes in 5 
second intervals.  

• Detection and Mitigation Logic

• Used NodeJS to call DTrace and analyze 
the data from monitoring.  Able to perform 
additional statistics and termination of 
processes within NodeJS.
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Detection Logic

• Experimented with 1, 3, 5, 10, and 30 seconds

• 30 seconds does not provide enough 
resolution

• 10 seconds is still not enough

• 1 seconds provides excellent resolution but 
is too costly in CPU overhead (about 6%)

• 3 and 5 seconds provides balance between 
resolution and CPU overhead (< 1%)

Interval Duration
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Detection Logic

• Experimented with n = 3, 4, and 5 to try to 
achieve low false-positive rate (with 1, 3, 5, 
10, and 30 second intervals)

• Number of consecutive intervals is tied to 
sampling period (3 consecutive, 1 second 
intervals, etc...)

• Rule of Thumb: about 25 - 30 seconds for 
good window of observation balances false-
positive rate and monitoring overhead

Consecutive Intervals above Threshold
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Detection Logic

• Used DTrace to profile workload

• Experimented with various Static Thresholds, 
starting at 50%

• 50% LLC miss rate, still possible to have 
false-positives

• 80% miss rate yielded 3% false-positive rate

• Analyzed 3% false-positives and noticed they 
never went above 10^5 misses

Thresholds
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Resource Monitor

• If L3 cache miss rate is well above the “norm” 
for 5 consecutive 5-second intervals, process 
is considered potential polluter

• Static Threshold 

• Miss Rate >= .80

• LLC miss count > 10^6 per interval

• Terminate Process

Implementation
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Resource Monitor
In Action

Parallel Floyd, 5000-node graph, 4 MPI Processes (OpenIndiana)



ICA CON 2012 18

Related Work

• Dependable performance of computing in 
cloud. [Schad et al. VLDB 2010, Weng et al. 
HPDC 2011, Chen et al. UCB TR 2010] 

• Co-locate multiple attackers in the cloud 
[Ristenpart CCS 2010]

• LLC Optimizations to resolve inter and intra 
cache interference [Wu et al. MICRO 2011, 
ISPASS 2011]
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Summary and Future Work

• Investigated the effects of a malicious user 
has on others in Mult-Tenant Computing

• Showed impact of shared cache polluting 
attacks

• Designed and implemented monitoring utility 
in NodeJS using DTrace to detect and mitigate 
with low overhead (< 1%)

• Future Work

• For faster response time and to handle 
multiple scenarios, it is best to have an 
adaptive threshold to defeat attacks


